TMA371 Partial Differential Equations TM, 1999-12-21. Solutions

1. Consider
—Au =1, on Q=(0,1)x(0,1),
(1) 2—220, for zely: x1=1,
u =0, for xeTly:=90\ {x; =1},
Define

V={v:ive H(Q), v=0 on T,}.

Multiply the equation by v € V' and integrate over €2; using Green’s formula

/VU'VU—/%UZ/VU-V’U:/’U,
0 r on Q Q

where we have used I' = I';y UT'3 and the fact that v =0 on I'; and % =0on 5.
Variational formulation:
Find u € V such that

/Vu-sz/v, Yo e V.
Q Q

FEM: ¢G(1):
Find U € V}, such that
(2) VU-Vv:/v, YveV, CV,
Q Q
where

Vi, = {v: v is piecewise linear and continuous in €, v = 0 on I';, on above mesh }.

A set of bases functions for the finite dimensional space V} can be written as
{pi}t,, where

<)02'6‘/vh7 i:13273,4

(pl(Nj) = (52‘]‘7 i,j = 1,2,3,4.
Then the equation (2) is equivalent to: Find U € V}, such that

(3) /VU-WZ:/% i=1,2,3,4.
Q Q

Set U = Z?Zl &;p;. Invoking in the relation (3) above we get

4
Zﬁj/Vng-VgDi:/gDi, i=1,23,4.
= Je Q

1



2

Now let a;; = [, Vi, - Vi and b; = [, @i, then we have that
A& =0, A is the stiffness matrix b is the load vector.

Below we compute a;; and b;

1 1/4-1/2 o .
Q 3.5 45 1=1/16, i=4
and
B [ 2-CG+1+H =5 i=123
““_/Qv‘pl'wl_{ 54141=5/2 i=
Further
ai,i+1=/V%‘H'V%:Q'(—l):—?:aiﬂ,i, 1=1,2,3,
Q
and

(lij:O, |Z—]|>1

Thus we have

5 -2 0 0 2

-2 5 =2 0 1| 2

A= 0 -2 5 =2 b‘ﬁ 2
1

0 0 -2 5/2

2. For the proof of the Lax-Milgram theorem see the book, Chapter 21.
As for the given case: I = (0,1), f € Lo(I), V = H*(I) and

a(v,w) = /v'w' dz +v(0)w(0), L(v)= /fv dz,
I I
it is trivial to show that a(-,-) is bilinear and b(-) is linaer. We have that
1 1 1
(4) a(v,v) = /(1}')2 dz +v(0)? > = /(U’)2 dx 4+ ~v(0)® + = /(v’)2 dz.
I 21 2 2J1

Furthet
T
v(z) = v(0) +/ V' (y)dy, Vrel
0

implies
o) <2(0007 + ([ o) dy?)
0
1
<{C-8)<20P +2 [ VP
0
so that
1 e 1
~v(0)2 + f/ v (y)dy > —v*(x), Vael
2 2 /s 4
Integrating over x we get
1 o L[t 1 2
(5) —v(0)*+ = [ v (y)*dy >~ [ v*(z)dx.



Now combining (4) and (5) we get
1 1
a(v,v) > - /112(%) dzr + = /(v’)Z(m) dx
41 21
1 2 "2 e
([ @+ [@P@dr) = J10lf-
so that we can take k1 = 1/4. Further

a(v,w)| < ‘/Iv'w’ daz‘ + [v(0)w(0)]

<A{C =S} < [V llzapllw'l| Loy + [0(0)][w(0)]
< [lollv[fw[lv + [o(0)[[w(0)].

v

Now we have that
(6) o0) = - [ Wy +ole), Voel,
0

and by the Mean-value theorem for the integrals: 3¢ € I so that v(§) = fol v(y) dy.
Choose = ¢ in (6) then

|,‘,/ dy+/l (y)dy’
s/o |v'|dy+/0 vl dy < {C - 5}

<2y + 10l < 20y,
implies that
[0(0)[[w(0)] < 4fv[|v[[w]lv,
and consequently
|a(u, w)| < [vllv[[wllv + 4|[v[|v[[w]lv = 5[v[|v[[w]|v,

so that we can take ko = 5. Finally

v)| = ‘/vadﬂc‘ <WAlealvllom < llzayllvllv,

taking k3 = || f||1,(r) all the conditions in the Lax-Milgram theorem are fulfilled.

a) Multiply the equation by @ and integrate to obtain

( )—(AU,U)+(U,U):O,

( ) (VU, VU) + (uau) =0,

Ld .o 2 2y _

§d— (el + IVl |7 4+ [[ul") =

. 1
§(||u(7f)||2 +IVu®I + [u@)*) = 5wl * + [[Vuol* + [Juol*).
This means that the energy E = 3(||a(t)||* + [|[Vu(t)|[> + |Ju(t)]|?) is conserved.
b) Set v; = u, v3 = u. Then
— Avg + vy = 0,

1')2—1]120.



4
Now we have asystem 0+ Av = 0 of first order in ¢t and we can use various techniques

developed for such systems, for example, we can apply standard time-discretization
methods such as dG(0) or ¢G(1).

4. Multiplication by wu gives

1
1 1
ell/|I? +/0 ou'wdz + |[ull* = (f,u) < [|fll[lull < SIAP + 5l

1 1
1 d

/ ov'udr = —/ a—u? dr
0 2 )y dx

1
= —a(l)u(1)? - 5/0 v dx >0,

Here
(7)

and hence ) 1
me 2 o 2 2
el|o/ | + 5 el < SIS
This proves

(8) Vel < IIf1L - Hlull < (1FI]-

Multiply the equation by au’ and integrate over x to obtain
1 1
1 1
—5/ u o’ da + ||ed|)? —|—/ au'udr < Z||f|1? + =||au|*
Hence by (7)

1
d
/ 2< 2 / 12d
ot | < |IfIP 42 [ o) da

1
— 1 = caO)u' (0 ~= | o) ds
0
< IIFIF + ol < AP + Celo |2

Using also (8) we conclude

(9) lload'|] < CI[f1].
Finally, by the differential equation and (8) and (9) we get
ellu”|l = [If =’ —ul| < [[f1] + [low|| + [|ull < CIIf]]-

5. We have, using the hint, that
1 1/2 1
||v|\2:/ v2dac:/ v2dm—|—/ v? dx
0 0 1/2
1
=[(@ = 1/2)v(2)?)y* + [(z = 1/2)v(@)?]} 2 — / (z = 1/2)20(x)v’ (x) dx
0

1 1 1 1
< 50(0)2 + 5002 + [[oll[[]] < 5 (2(0)2 + v (1) +[[v][2) + 5 vl

and the proof is complete.

MA



