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Summary. We discuss strong Markov property of Poisson point processes and the
related stopping sets. Viewing Poisson process as a set indexed random field, we
demonstrate how the martingale technique applies to establish the analogues of the
classical results: Doob’s theorem, Wald identity in this multi-dimensional setting.
In particular, we show that the famous Slivnyak-Mecke theorem characterising the
Poisson process is a consequence of the strong Markov property.
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1 Filtrations and stopping sets

To outline the idea of this paper, let us start with an example of a temporal
stochastic process, i. e. a random function e (w) = {&(w) }i>0, w € 2 indexed
by one-dimensional parameter ¢ > 0 which we refer as time. Surely, this map
from sample space {2 into the appropriate function space over [0, 00) should
be measurable with respect to a suitably chosen o-algebra. However, such a
definition is usually too general as it does not describe the temporal evolution
of §«. Therefore it is useful to define a growing sequence of o-algebras Fg g
of subsets of {2 representing the process’ history up to time s, and impose the
condition that the restriction of £. onto time interval [0, s], i.e. the function
{&t(w) }iefo,s), should be Fjg -measurable for all s > 0. Of course, this is
a stronger notion of measurability for the random function which is called
progressive measurability. The system of growing c-algebras Fjg 4 is called
filtration.

One of the central notions for temporal processes is the stopping time. It is
a random variable 7 such that event {w € £2: 7(w) < s} is Fjy 4-measurable
for all s > 0. In words, the fact that 7 is observed before time s is defined
only by the history Fg 4 up to time s only. With every stopping time one
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may associate the corresponding stopping o-algebra which is the collection of
events

Fr={Y € Floq): ¥N{w: 7(w) <s} € Fpoq foralls >0}, (1)

The main object of our study here are point processes in a general space.
We shall see how far we can mimic the above objects in this intrinsically multi-
dimensional setting. We treat point processes as random countable measures
and as we will see, their usual definition actually assumes the progressive
measurability. Specifically, let X be a locally compact separable topological
space (LCS-space) which we call a phase space of the process and B be its
Borel o-algebra. X plays the role of the index set [0, 00) above — we typically
consider X = R¢ for simplicity. Let A/ be a set of counting measures on B, so
that a measure ¢ € NV, if ¢(B) € {0,1,2,...} = Z, for any Borel B. Any such
measure can be represented as the sum of unit masses: ¢ =), d,,, where z;
are not necessarily different and 9, (B) = I,cp. We call the support points
particles.

A point process N = N(w) is a [F, Z]-measurable mapping from some ab-
stract probability space (§2, F,P) into the measurable space [N, Z] of count-
ing measures. o-algebra = is generated by the sets of the type {¢ € N :
¢(B) =k}, B € B, k € Z,. This is a natural definition of measurability for
point processes as this makes the events of type {w € 2 : N(w,B) = k}
measurable. Often [{2, F] is taken to be [N, Z] itself and N is identity map-
ping. Such processes are called canonically defined. From now on we consider
canonically defined processes and write ¢ (a point configuration) instead of w
to stress that and give up notation = in favour of F.

The intensity measure of a point process N = N(¢) defined on Borel
B € B as Ay(B) = EN(B). The Campbell measure is a measure C(d¢ dz) on
F @ B defined on X' x B as C(X x B) = EN(¢, B) Iycx. We observe that
C(X x ) as a measure on B is absolutely continuous with respect Ay (dz),
thus there exists a Radon-Nikodym derivative P% (X) which is a measurable
function of € X, but which can also be chosen to be a probability measure
on [N, F] called the Palm distribution corresponding to N at z. By definition
the following identity called refined Campbell theorem holds:

E [ Fo0) Nd) = [ B3 F(6.0) \w(do) 2)

for any measurable function F'. The Palm measure P%; is concentrated on
configurations ¢ such that ¢({z}) > 0 and can be regarded as a distribution
of a random configuration conditioned on having a particle at x.

Let F,K be the system of closed and compact subsets of X respectively.
Then for every K € K one may define the o-algebra Fx which is gener-
ated by the sets {¢p €¢ N : ¢(BNK) =k}, B e B, k € Z,. Similarly
to one-dimensional case, the following properties allow us to call the system
{Fk}, K €K a filtration:
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e monotonicity: Fg, C Fk, for any two compact K; C Ko;
e continuity from above: Fx = N2, Fk,, if K, | K.

By construction, the restriction of the point process N onto K is Fi-
measurable, so N is automatically progressively measurable and {Fx}, K € K
is thus the natural filtration associated with the process. We see a complete
analogy when one-dimensional parameter ¢ — time is replaced now by a com-
pact set K. To pursue this analogy we need a notion of a random compact
set which supersedes a random time.

A random closed set N is a measurable mapping N : [N, F] — [F,o/],
where o is the o-algebra generated by the system {F € F: FNK # 0}, K €
K.

A random compact set S = S(¢) is called a stopping set (more precisely,
{FK }-stopping set) if the event {¢ : S(¢) C K} is Fx measurable for all
K € K. It is a natural generalisation of the notion of a stopping time: knowing
the configuration of N(¢) inside a compact K is sufficient to conclude whether
S(¢) C K or not.

Similarly to (1), with each stopping set S there associated a stopping o-
algebra:

Fs={XeF: Xn{¢p:S(¢p) CK} € Fg for all K € K}.
It can be shown that

S(¢) = S(¢ls(g)) and F(¢) = F(¢s(4)) (3)

if F'is Fg-measurable. Here and afterwards, ¢|g(s) = ¢(B N ») denotes re-
striction of a counting measure ¢ onto B This stems from Proposition 3 of
[7, Prop. 3] on the structure of the stopping o-algebra and reflects the fact
that to decide whether or not S is a stopping set, one only needs to know
configuration in S itself. Since non-random compacts are also stopping sets,
then (6) also covers (4).

Perhaps, the simplest of stopping set is based on the stopping time: if 7
is a finite stopping time in 1D case, then the set [0, 7] is a compact {Fg 4 }-
stopping set. More complex examples. Assume that X is a metric space and
N(X) > k almost surely for some k > 1. Then the smallest closed ball B(z)
centred in a given point zy containing k points of the process inside is a
stopping set. Indeed, given realisation N(¢), start ‘growing’ a ball from xg
increasing its radius from 0 to infinity and stop when it first accumulates k
points (or maybe more at once, when the process points are not always in a
general position or may overlap). Then whatever compact K is considered,
either we stop before this growing ball touches the complement K€, so that
B(zg) C K, or we reach K€ and thus B(zo) € K. Either way, we only used
point configuration inside K to decide whether or not B(zp) C K, i.e. this
event is F-measurable.

This observation actually shows a very useful way to establish the stopping
property: if there is a one-parameter sequence of growing compact sets which
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eventually leads to construction of the random compact, then this compact
is a stopping set. Consider X = R? and N(¢) containing almost surely at
least one particle in each of the four quadrants. Assume also that N does not
contain multiple points and that all the particles are in a general position
(no three points are aligned and no four points lie on a circle). Construct the
Voronoi cell centred in the origin O with respect to N(¢)U{O}. It consists of
the points which are closer to O than to any particle from N(¢). Its vertices
are the centres of the balls which have the origin and exactly two particles
of N(¢) on their boundaries and no point of N(¢) inside. The union F(¢)
of these balls is known as the Voronoi flower or fundamental region as the
geometry of the cell is completely determined by F. Let us show that F' is a
stopping set.

Let Sy be the largest disk centred on the positive z-axis passing through
the origin and one of the particles (call it 1), and not having any particles
in its interior (see Figure 1). The right bisector of O and x; can be seen on
the figure; it is the side of the Voronoi polygon cut by the positive z-axis.
Now consider the continuum of disks passing through O and z;, with centre
moving upward along this right bisector. Stop when this ‘growing’ disk first
hits another particle (which is labelled x5 ). This disk is By . In a similar fashion,
we move a circle-centre along the next right-bisector, stopping the growing
disk (which passes through O and x5) when it hits another particle, x3. The
last of these constructions stops when z7 is encountered by a growing disk.
This algorithm successfully constructs the Voronoi flower F' = SyUBU. .. B,
if the cell has n sides.

A Poisson process with intensity measure A(dx) is a point process I with
the following two properties: the variables IT(By),...,II(B) are mutually
independent for disjoint By, ..., By for any k; and IT(B) follows Poisson dis-
tribution with parameter A\(B). As a result, for any Borel set B and any
functional F(¢), ¢ € N one has:

[ F@P@s) = [ Foln+olu) Plas)
— [[ F@la -+ lae) Pl P(a)
— [[ F@+ ) Paio Puc(as), ()
where P g is the restriction of P onto the o-algebra Fp. The property (4) re-
flects complete independence of the Poisson process distribution due to which

P = Pp®Ppge. In particular, a Poisson process is a Markov process. Therefore
it also possesses the strong Markov property:

/ F(6) P(dg) = / / F(dls) + ¢ |se(s)) P(d6) P(d) (5)

for every compact stopping set S, see [5], Theorem 4.
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Fig. 1. Incremental construction of the Voronoi flower. Stopping set Sy is shaded.
Direction of the circle-centre move is shown by arrows.

Relation (5) can also be expressed as

E[F(IT) | Fs|(d]s(4)) = Ese) F(éls(p) + 11) (6)

(more exactly, this is one of versions of the conditional expectation).

2 Slivnyak theorem for locally defined processes

It is common in stochastic geometry and other applications to have another
point process @ which is defined as a function of the reference process N.
For instance, ¢ may be the process of vertices of the Voronoi tessellation con-
structed with respect to planar process N. The way this process is constructed
uses only local information to decide where the positions of @-particles are.
Assume for simplicity that N is simple, i.e. with probability 1 it does not
contain multiple particles. Then, given a configuration ¢ of the reference pro-
cess N, the points of @(¢) have the following identifying property: = € &(¢)
if and only if there is a ball centred at = which contains exactly 3 ¢-particle
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on its boundary and no ¢-particle inside. A way to establish, if x € ®(¢) is
simple: start ‘blowing’ a ball centred at z until it hits a ¢-particles. Call that
inflated ball with at least one particle on the boundary S(x, ¢). As we already
discussed above, S(z, ¢) is a stopping set. Then we just count how many ¢-
particles are on the boundary, if there are 3 of them, then @ € ¢(¢), otherwise
x & O(¢p). With this example in mind, call a point process ®(¢) locally defined
if for every x € X there is a compact stopping set S(z, ¢) such that the event
{z € ?(¢)} is Fg(y)-measurable.
Now we are ready to formulate our main result.

Theorem 1. Let & be a locally defined point process on the canonical proba-
bility space of a Poisson process with distribution P and S(x, ¢) be the corre-
sponding defining family of stopping sets. Then for Ag-almost all v € X and
a measurable function F(¢) one has

oF = / F(6) P (do) = / / F(ls) + &lseo.0y) Ph(dS) P(d) . (7)

Proof. The statement of the theorem is equivalent to the fact that for all
B € B one should have

] #6) 1) Pi(d6) ra(i)
— [[] Plstr + #lse(e0) 1a(o) Pi(do) Pl

By the Campbell theorem (2), this is equivalent to

/ / F(6) Ty () B(, dr) P(do)
- / / / FBlsges) + @lse(os) Tn() B(6,dz) P(de) P(dd') . ()

Apply identity (5) to the left hand side of (8). By the local definition of @
and by (3) one has @(¢[s(x,¢) + ¢'[sc(2,0) = P(PlS(2,9)) = P(#). The result is
indeed the right hand side. The proof is complete.

A few remarks are now in order.

A result similar to (7) was first established in [4] for the above example of
the nodes of the Voronoi tessellation constructed with respect to a stationary
Poisson process. The proof there uses particular geometric properties of the
empty Delaunay disks (S(z) in our notation) and cannot be ported to our
general setting. In this above form, the result was shown in [1] for the case of
stationary processes. In the stationary case the Palm distribution is just no
longer a function of z, so it is covered by the same identity (7).

Consider the case when the Poisson process IT is simple and & coincides
with IT itself. Tt is trivially locally defined: the stopping sets S(x) are just the
singletons {x}. Now the formula (7) transforms into
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/ F(6) P*(dd) = / F(5, + &) P(dd) = / F(6+8,)Pdd)  (9)

which is exactly the Slivnyak’s theorem, see [6] and [3]. So this Slivnyak-Mecke
characterising formula is no more than another face of the Strong Markov
property of the Poisson process.

The proof of the theorem used only the strong Markov property (5) of the
Poisson process distribution P which, in turn, was a consequence of the com-
plete independence property (4). Thus Theorem 1 also holds for completely
independent point processes. Such processes are, in fact, a superposition of
two independent point processes: a counting measure concentrated on a non-
random at most countable set of atoms and a Poisson process with a diffuse
intensity measure, see [2, Theorem 2.4.VIII]. This Poisson process is thus sim-
ple. We saw, however, that when the first component is absent, the theorem
implies identity (9) which characterises Poisson point process distribution, as
was proved in [3]. Thus, as a by-product we have shown that there is no simple
complete independent point process other than Poisson.

Let us also mention another generalisation of idea of locally defined point
processes to higher dimensional random sets. For simplicity of formulations,
we deal only with the phase space X = R%.

Consider an n-dimensional (n < d) random fiber process, i.e. a random
closed set @ on the Poisson process’ probability space [N, =] such that its n-
dimensional intensity measure A\g(+) = EH"™(+ N®P) is non-trivial and o-finite
(H™ is the n-dimensional Hausdorff measure in R%).

As above, call @ locally defined if for every « € X there is a compact
stopping set S(x,¢) such that the event {x € ®(¢)} is Fg(,)-measurable.
A visual example may provide the collection of n-dimensional edges of the
Voronoi cells constructed with respect to the particles of the process. A point
x belongs to n-dimensional edge if and only if the glowing ball centred at x
will hit at least d — n + 1 particles at once, see Figure 2.

Similarly to point process case, one may introduce the Campbell measure
C(¥ x B)=E1ly H*"(BN®) and its Radon-Nikodym derivative

pr(x) = LEX) 0y pes,
dAp
which is called the Palm probability (more exactly, its version which is a
probability measure on ).

Now, the proof of Theorem 1 can be carried through to give us a similar

result:

Theorem 2. Assume that the fiber process @ is locally defined. Then For-
mula (7) holds for @ and its Palm distribution.
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Fig. 2. Edges of the Voronoi cells and the corresponding defining stopping sets.
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