FOURIER ANALYSIS & METHODS

JULIE ROWLETT

ABSTRACT. Caveat Emptor! These are just informal lecture notes. Errors are
inevitable! Read at your own risk! Also, this is by no means a substitute
for the textbook, which is warmly recommended: Fourier Analysis and Its
Applications, by Gerald B. Folland. He was the first math teacher I had at
university, and he is awesome. A brilliant writer. So, why am I even doing
this? Good question...

1. 2019.02.20

Today we will apply the theory to solve:
(1) the homogeneous heat equation
(2) tricky integrals
(3) the inhomogeneous heat equation.
If time allows, we may prove the beautiful Sampling Theorem.

1.1. Application to IVP for the homogeneous heat equation. We wish to
find u to satisfy

ug(x,t) — Ugy(x,t) =0, z€R, ¢t>0
u(z,0) = v(x) € L2(R)
We hit the PDE with the Fourier transform IN THE = VARIABLE:
at(&a t) - awm (6’ t) =0.
Now, we use the theorem which gave us the properties of the Fourier transform. It
says that if we take the Fourier transform of a derivative, f’ (&) = i¢ f (£). Using
this twice,
ﬁzm(ga t) = 75271(67 t)'
Now, those of you who are picky about switching limits may not like this, but it is
in fact rigorously valid:
atﬁ(ga t) + €2ﬁ(§7 t) = 0.
Hence
ata(§7 t) = _52’&(67 t)'
This is a first order homogeneous ODE for u in the ¢ variable. We can solve it!!!
We do that and get
a6, 1) = e ().
The constant can depend on £ but not on ¢. To figure out what the constant should
be, we use the IC:
(€, 0) =0(§) = c(§) =0(§)-
Thus, we have found
a(&,1) = e~ 10().
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Now, we use another property of the Fourier transform which says

F*9(6) = f(©)a(€).

. . . . — 2
So, if we can find a function whose Fourier transform is e~¢'?, then we can express
u as a convolution of that function and v. So, we are looking to find

g(x,t) such that g(x,t) = e €,
We use the FIT: )
)= — [ et
glant) = 5o [ eteag

We can use some complex analysis to compute this integral. To do this, we shall
complete the square in the exponent:

. 2 2
2 e B T
—&% + izt = <§\/i+2\/¥> 0

Therefore we are computing

[ e (— (§ﬁ+ ;\2)2 - f;) .

Using a contour integral, we can in fact ignore the imaginary part. So, we compute
(using a change of variables to y = £v/t so t~/2dy = df)

/Re’g%dﬁ = %/Re*y"‘dy = \/fj

/Rexp ( (&/ﬂ ;\%)2“;”;) d =

Recalling the factor of 1/(27) we have

1 m 2 1 =
g(z,t) VT

Hence,

JR: —
E— e 4t .

=_—"_¢
27\t 2/t

Hence the solution is
u(z,t) = gxv(x) = /
R

1.1.1. Application to computing tricky integrals. The following is a very useful ob-
servation:

1 2
R R
N v(y)dy

fo) = [ ).

So, if you have the integral of a function, this is equal to the value of its Fourier
transform at £ = 0. So, if you can look up the Fourier transform of the function,
like in Beta or Folland, then to compute the integral, no need for fancy contour
integrals, simply pop £ = 0 into the Fourier transform.

Here is an example:

compute: /]R 219 xX.
We see this is # 10 in Folland’s TABLE 2. It is inevitably in BETA somewhere
also... On the right side, we get the Fourier transform (with a = 3) is given by

™ .
T -3lel
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So, this integral is the Fourier transform with & = 0, hence the value of the integral
is

T

3"
That was pretty easy right? For something more complicated, you could have say

| st

with some icky functions f and g (see extra 6vning # 9). Now, you can use that
the Fourier transform of a product is

@2m) 1 (f * §) (&)

Hence, what you have above is

/ f(@)g(x)dz = / e=i002 () g(x)dz = (2m)~1(f * §)(0).

So, if the Fourier transforms of these functions are somewhat better than the func-
tions f and g, then the stuff on the right could be nicely computable and give you
the integral on the left. Try # 9 to see how this works. (If you get stuck, Team
Fourier is here to help! Just ask us!)

As another example, there is extra exercise number 10. It says you know the
Fourier transform of f(t) is We’re supposed to compute

/R 1+ R

Yikes! Looks scary eh? Well, let’s stay calm and carry on. We recognize an £?
norm looking thing. By the Plancharel theorem,

e 1200 = L [ [Fa2
[P = o [ (7 TRar

Now we use the theorem on the properties of the Fourier transform which says

F=71(©) = FOF©.
Now we use that same theorem to say that

F1(€) =i f(€).

|w|3+1

So, the stuff on the right is

1 FreNie FLeN2
5 [ i

We are given what the Fourier transform is, so we put it in there:

1 €2
%/ TP ™

Now this isn’t so terrible. It’s an even function so this is

1 2
= / 3 S 4 dg.
T Jr (8 +1)
It just so happens that the derivative of
1 o —9¢?

@+t @t



4 JULIE ROWLETT

Y N
T (E+DYT 9r S+1],  9n

1.2. Application to the inhomogeneous heat equation. If you have an inho-
mogeneous IVP for the heat equation, here are two ways to deal with that:

SO

(1) If the inhomogeneity is time independent, look for a steady state solution to
solve the inhomogeneous equation. Then, solve the homogeneous equation,
but change your initial data. If f is your steady state solution and v was
your initial data (before f came along), solve the IVP for the homogeneous
heat equation with IC v — f rather than just v.

(2) If the inhomogeneity is time dependent, you can try to solve using the
original method we did, that is by Fourier transforming the whole PDE.

Since we know how to do the first type of example, let us consider the second
type of example. We want to solve an inhomogeneous heat equation on R:

U — Uz = G(z, 1), u(z,0)=0v(z).
Let’s try the Fourier transform method:
Qi(€, 1) +E%0(8 1) = G(&.1).
This is a first order ODE. If you are a CHEMIST, then you did the special extra

part of the course and actually learned how to solve this ODE in ¢. Pretty cool.
To see how this works, treat £ like a constant, and write

P +€ () =GE.
The method says to first compute
ef €7t — (&7t
Next compute
/6§2té(§,t)dt.
Then, the solution is

[ECRDNTCD _ o [ e26e as + Clee

Now, if we choose a primitive (anti-derivative) of €€ *G(¢,s) which is zero when
t = 0, then we can simply set C'(£§) = 9(£). So, to do this, we use the function

t

F(¢,1) ::/ &5 G(E, 5)ds.

0
By the Fundamental Theorem of Calculus, the ¢ derivative of F' is the integrand
evaluated at t. There is too much ¢. Let me be more precise
2 ~

OF (&, 0)|=y, = 5 G, to).

That’s what the FTC says. So, our solution as of now looks like

Qg t) = e € /t e£5G(E, s)ds + D(€)e .

0
We need to figure out from whence this Fourier transform came (equivalently, invert
the Fourier transform). This is a linear process, so we can deal with each piece
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separately and then add them. Well, the second part we did last time. We saw
that the Fourier transform of

_(z—yp)? y)2

2\F / o)y

B(€)e <,
Similarly, let’s look at the first part. It is

t t
675215/ e§2sé(£,s)d8:/ 6752(#5)@(5’8)&9.

0 0
By the same calculations, the Fourier transform of

1 _(z—y)?
— e 4t
2¢/m(t —s) /R

Yet again playing switch-a-roo with 1imit§ﬂ

s)dyds) &) :/ eiﬁQ(t*S)G(f,s)ds

is

0

_(z—y)* y
diEv-=yk
( 0o 2 t— S
Therefore, our full solution is

(z—y)? _(z—y)?
Tt ,8)dyds + —— / 1t d
A%ﬁps/ Gl sl + 5 o)y

1.3. The Sampling Theorem.
Theorem 1. Let f € L?(R). We take the definition of the Fourier transform of f

to be
/e*”Ef(m)d:c
R

and we then assume that there is L > 0 so that f(€) = 0 V€ € R with |¢| > L.

Then: i)
nm\ sin(nmw —
7% f ( ) nmt—tL

Proof: This theorem is all about the interaction between Fourier series and
Fourier coefficients and how to work with both simultaneously. Since the Fourier

transform f has compact support, the following equality holds as elements of
L*([-L, L)),

R °° ) 1 L .
(CU) _ Cneznwa:/L’ Cp = — efzmra:/Lf(x)dx
2 AR

We use the Fourier inversion theorem (FIT) to write

1) = 5= [ e Fada = - / ¢ f(x)

On the left we have used the fact that f is supported in the interval [—L, L], thus
the integrand is zero outside of this interval, so we can throw that part of the
integral away.

I Trust me!
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We next substitute the Fourier expansion of f into this integral,

1 L 0= ,
f(t):%/ eza:t;Cnelnﬂ'm/de.

—L

Let us take a closer look at the coefficients
1 L

Cn:ﬁ L

. A . A 27 —nm
—inwx/L de = — ix(—nm/L) dr = 2= .

e/t foyts = o [ e e = 27 (17

In the second equality we have used the fact that f(z) = 0 for |z| > L, so by
including that part we don’t change the integral. In the third equality we have

used the FIT!!! So, we now substitute this into our formula above for

1 S —nm\ .
1) = — izt o e znTr:v/Ld
1) =5 [ e E;Lf<l/>e .

This is approaching the form we wish to have in the theorem, but the argument of
the function f has a pesky negative sign. That can be remedied by switching the
order of summation, which does not change the sum, so

f(t) — i /ZI; eixt if (%) efimrz/de.

We may also interchange the summation with the integraﬂ

1 & nmw L L
) = — o m(zt—znTr/L)d )
1) 2L_§O:of<L)/_Le v
We then compute
L o L(it—inm /L) —L(it—inm/L) %
/ em(ztfznﬂ'/L)dl, _ 6 _ 6' = - ! sin(Lt — TL’/T).
) i(t —nmw/L) it —nn/L) i(t —nm/L)

Substituting,
> nm\ sin(Lt — nw)
n=>r (%)
f(®) 2 / L Lt —nm
Of course my dyslexia has ended up with things being backwards, but it is not a
problem because sine is odd so
sin(Lt — nm) = —sin(nw — Lt),

S0
sin(Lt —nm)  —sin(nm — Lt)  sin(nm — Lt
Lt—nm Lt —nm - onm— Lt

0c

2None of this makes sense pointwise; we are working over L2. The key property which allows
interchange of limits, integrals, sums, derivatives, etc is absolute convergence. This is the case
here because elements of L2 have S |f|? < co. That is precisely the type of absolute convergence
required.
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1.4. Exercises for the week to be done oneself: hints.

(1)

(E6 9) Compute (with help of Fourier transform)

sin(z)
/]R 796(962 1) dz.

Hint: There are disguised zeros and ones hiding all over the place in
mathematics. The above is equal to

sin(z) oy, sinz 1
/Rix(ﬂ—l-l)e de =F Y il (0).

So, we now look at Table 2 in Folland, especially item number 8. It says
that the Fourier transform of a product is a convolution of the Fourier
transforms. So, we apply this to say

F (S”;””x;“) (0) = %}' (Si?)  F (3:21+1> (0).

Now we use items 10 and 13 from the same table, together with the def-
inition of the convolution, to substitute for the Fourier transforms on the
right side:

1
o [ ™0 —yymeldy.
™ Jr

Recalling what y; means:

1
iy
_ =1yl gy
2/,16 Y

I leave it to you do compute the integral!
(E6 67) Compute the Fourier transform of the characteristic function for
the interval (a, b) both directly and by using the known case for the interval
(—a,a).

Hint: Well, doing it directly we are computing

b _
/ ey = b—a ) ) £=0
. % (e—bzf _ e—az&) 5 74 0

To do it the other way, it’s convenient to introduce some notations:
a+b ¢ b—a
m = U= .

2 2

Then our interval is [m — £,m + £]. So we are computing

m-+£ )
/ e .
m—~

To make this more familiar let’s do a change of variables so that the integral
goes from —/£ to £, so we let t = x — m, then dt = dx, so we are computing

E E
/ e—i(t+m)E gy — e*imf/ e Mdt = e X g (£).
¢ —£

So now for the Fourier transform of the characteristic function of the inter-
val, that is the function x|_g 4 we can use the item 12 in Table 2 of Folland.
With a little algebraic manipulations, one can show that these both roads
lead to the same answer.
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(7.2.8) Given a > 0 let f(z) = e ®2% ! for x > 0, f(z) = 0 for z < 0.
Show that f(¢) = T'(a)(1 +i€)~* where I' is the Gamma function.
Hint: one is computing

(o] o0
/ e eyl y = / e~ e(1+i8) pa=l gy
0 0
On the other hand,

F(a):/ t*tetdt.
0

Try doing a substitution to relate these integrals...
(7.2.12) For a > 0 let

a _ sin(ax)

7_‘_(1.2 +a2)7 ga(l') - T

fa(z) =

Use the Fourier transform to show that: fo*fp, = fatb and ga*gp = gmin(a,b)-

Hint: The idea is basically repeated use of the items in Folland’s Table
2, and using the FIT. First, compute the Fourier transform of f, * f; which
is fa ) fb(g), so you can write this stuff down. You will get something like
e~ 1%l Next, use the FIT to return to f, * f». Note that one way to write
the FIT is

f(@) = 5-F(-)

Do something similar for the second one...
(E6 6.d,e) Compute the Fourier transform of:

t

t24+2t+5

Hint: I might deal with the first one by splitting up the sine into its com-
plex exponentials, using definition of Fourier transform, and just directly
integrating. As for the second one, note that t2 + 2t +5 = (t + 1)? + 4.
Do a substitution in the definition of the Fourier transform, let x = ¢ 4 1.
Then use item 10 on Folland’s Table 2.

(E6 15) Find a solution to the equation

e~ sin(bt), (a,b>0),

t
u(t) + / e tu(r)dr = e 2t

Hint: This is a tricky one! First turn the integral into a convolution. How
to do that? Try using ©(7)e~!7l. Write out the convolution of that function
together with u(7). Next, Fourier transform both sides of the equation. So
you will get

a(€) + (O(r)e 1) (©)a() = e 21 (¢).

Compute the Fourier transforms of everything except u. Solve the equation
for @(¢). Then use the FIT. When you use the FIT, if you do it using
contour integrals and the residue, you will need to think about the cases
z > 0 and x < 0 separately. For x > 0 the up-rainbow will work. For z < 0
the down-rainbow will work.
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(7) (E6 11) For the function

2
f@) = /0 1\_/’_;Uw etdw,

compute
/ f(t) cos(t)dt, / | £(t)2dt.
R R
Hint: This is tricky also. Let me define a new function for us:

V2

qﬁ(w) = X[0,2] (w)m

Then R

f(t) = o(—1).
Oh no she didn’t. Yeah. So, for the first one, note that this integral is,
expanding the cosine as a sum of complex exponentials

[ 50 eostoyae = 5 (7 + f-).

Play around with the FIT and the fact that f(¢) = QAS(—t) to figure out the
right side. Next, note that

AWMﬂ=Awemm=%Awwwt

The integral of |$|? is hopefully not that terrible...
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