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Network models�examples (Ch. 8)Many di�erent problems 
an be formulated as graph or network�ow models:
◮ Find the shortest/fastest 
onne
tion from Johanneberg toLindholmen
◮ Conne
t a number of base stations minimizing the total 
ostof 
onstru
tion
◮ Find the maximum 
apa
ity in a given water pipeline network
◮ Find a time s
hedule (start and 
ompletion times) for a
tivitiesin a proje
t
◮ Find how mu
h goods should be transported from ea
hsupplier to ea
h point of demand, using whi
h links in atransport system
◮ . . . Le
ture 8 Applied Optimization



De�nitions and terminology
◮ A graph 
onsists of a set N of nodes linked by a set E of(undire
ted) edges and/or a set A of (dire
ted) ar
s
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◮ For many appli
ations: distan
es (or 
osts) dij on thear
s/edges
◮ A path is a sequen
e of ar
s between two nodes
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◮ A 
y
le/loop is a path that 
onne
ts a node to itself
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De�nitions and terminology
◮ A 
onne
ted graph has at least one path between ea
h pair ofnodes (example: an un
onne
ted graph)
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◮ A tree/forest is a graph without 
y
les 
onne
ting a subset ofthe nodes.
◮ A spanning tree is a tree that 
onne
ts all the nodes of a graph
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The minimum spanning tree (MST) problem
◮ Given an undire
ted graph G = (N,E ) with nodes N, edges Eand distan
es dij for ea
h edge (i , j) ∈ E
◮ Find a subset of the edges that 
onne
ts all nodes at minimumtotal distan
e
◮ The number of edges in a spanning tree is |N| − 1
◮ A (spanning) tree 
ontains no 
y
les
◮ MST is a very simple problem (a matroid) that 
an be solvedby greedy algorithms Le
ture 8 Applied Optimization



Greedy algorithms for MST
◮ Prim's algorithm1. Start at an arbitrary node2. Among the nodes that are not yet 
onne
ted, 
hoose the onethat 
an be 
onne
ted at minimum 
ost3. Stop when all nodes are 
onne
ted
◮ Kruskal's algorithm1. Sort the edges by in
reasing distan
es2. Choose edges starting from the beginning of the list; skipedges resulting in 
y
les3. Stop when all nodes are 
onne
ted
◮ Solve an example! Le
ture 8 Applied Optimization



The shortest path problem (Ch. 8.4)
◮ Given: a network of nodes N, (dire
ted) ar
s A, and ar
distan
es dij , (i , j) ∈ A
◮ Find the shortest path from a sour
e node (s ∈ N) to adestination node (t ∈ N)Examples that 
an be formulated as shortest pathproblems:
◮ Find the shortest 
onne
tion from Johanneberg to Lindholmen(using bus, tram, bike, 
ar, or 
ombinations, ...)
◮ Find most reliable route (failure probabilities for the ar
s)
◮ Find the shortest routes for data on the internet
◮ . . . Le
ture 8 Applied Optimization



Example: Equipment repla
ement
◮ RentCar wants to �nd a repla
ement strategy for its 
ars for a4-year planning period
◮ Ea
h year, a 
ar 
an be kept or repla
ed
◮ The repla
ement 
ost for ea
h year and period is given in thetable below
◮ Ea
h 
ar should be used at least 1 year and at most 3 yearsEquipment Repla
ement 
ost forobtained at # years in operationstart of year 1 2 31 4000 5400 98002 4300 6200 87003 4800 7100 �4 4900 � �Le
ture 8 Applied Optimization



Example: Equipment repla
ementEquipment Repla
ement 
ost forobtained at # years in operationstart of year 1 2 31 4000 5400 98002 4300 6200 87003 4800 7100 �4 4900 � �
41 2 3 5

PSfrag repla
ements
98005400 71004000 4300 4800 49006200 8700Cheapest path from 1 to 5: 1 → 3 → 5. Cost: 12500Le
ture 8 Applied Optimization



A linear programming formulation: shortest pathfrom node s ∈ V to node t ∈ V
◮ For ea
h ar
 (i , j) ∈ A, let xij be the �ow on the ar

◮ Flow balan
e in ea
h node k ∈ N
◮ xij = 1 if ar
 (i , j) is in the shortest path and xij = 0 otherwise
◮ Linear programming formulation (assume dij ≥ 0):min ∑

(i ,j)∈A dijxij ,s.t. ∑i :(i ,k)∈A xik −
∑j :(k,j)∈A xkj =







−1, k = s,1, k = t,0, k ∈ N \ {s, t},xij ≥ 0, (i , j) ∈ A.

◮ Linear programming dual:max yt − ys ,s.t. yj − yi ≤ dij , (i , j) ∈ Ayk free, k ∈ NLe
ture 8 Applied Optimization



Example: Most reliable route
◮ Mr Q drives to work daily
◮ All road links he 
an 
hoose for a path to work are patrolled bythe poli
e
◮ It is possible to assign a probability pij of not being stopped bythe poli
e on link (i , j)
◮ Mr Q wants to �nd the �shortest� (safest?) path in the sensethat the probability of being stopped is as low as possible
◮ maximize Prob(not being stopped)
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PSfrag repla
ements
0.2 0.3 0.10.8 0.35 0.5 0.1 0.7 0.25 0.10.3 0.9 0.2 0.15

◮ Ex. 1 → 4: max{p12p24; p13p34} = max{0.2 · 0.35; 0.8 · 0.3}
◮ Note: This version 
annot be formulated as a linear programLe
ture 8 Applied Optimization



Dis
rete dynami
 programming methods (Ch. 18)
◮ E�
ient methods for shortest path problems (and some othermodels)
◮ Expe
ially to �nd shortest paths from many to many nodes
◮ Linear programming 
an be used but is less e�
ient
◮ Fun
tional notation

◮ yj = length of shortest (most reliable) path from sour
e node(s) to node j
◮ yk = ∞ if no path exists
◮ xkij =







1 if ar
/edge (i , j) is part of the optimalpath from sour
e node s to node k0 otherwiseLe
ture 8 Applied Optimization



Example: shortest paths (Ch. 8.4)
◮ Shortest paths from node 1 to all other nodes

PSfrag repla
ements

5 74 7 32 21 23 4 5 i jdij
◮ y1 = 0, y2 = 5, y3 = 4, y4 = 6, y5 = ∞
◮ x112=x113=x114=x124=x134=x152=x154=0
◮ x212=1, x213=x214=x224=x234=x252=x254=0
◮ x313=1, x312=x314=x324=x334=x352=x354=0
◮ x413=x434=1, x412=x414=x424=x452=x454=0
◮ No path exists from 1 to 5
◮ The ar
s in the shortest paths from one node to all other(rea
hable) nodes forms a tree ((1, 2), (1, 3), and (3, 4))
◮ If all nodes are rea
hable: shortest path tree is a spanning treeLe
ture 8 Applied Optimization



Negative 
y
les
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PSfrag repla
ements
5 -74 7 32 2 i j
ij

◮ A negative 
y
le is a 
y
le of negative total length
⇒ Shortest path �length� → −∞

⇒ Dynami
 programming algorithms do usually not applyLe
ture 8 Applied Optimization



Fun
tional equations (Bellman's equations)
◮ Prin
iple of optimality: In a graph with no negative 
y
les,optimal paths have optimal subpaths
⇒ Fun
tional equations for shortest path from node s to all othernodes in a graph with no negative 
y
les

◮ ys = 0
◮ yj = min{yi + 
ij : ar
/edge (i , j) exists } for all j 6= s
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Variants of fun
tional equations
◮ Most reliable path (failure probability pij ∈ [0, 1] for ar
 (i , j)):

◮ ys = 1
◮ yj = max{yi · pij : ar
/edge (i , j) exists } for all j 6= s

◮ Highest 
apa
ity path (
apa
ity Kij ≥ 0 on ar
 (i , j)):
◮ ys = ∞
◮ yj = max{min{yi ;Kij} : ar
/edge (i , j) exists }, j 6= s

◮ Paths from all nodes to all other nodes in a graph with nonegative 
y
les (ar
 distan
es dij):
◮ yjj = 0 for all j
◮ yjℓ = min{djℓ; {yji + yiℓ : i 6= j , ℓ}} for all j 6= ℓLe
ture 8 Applied Optimization



Algorithms for the shortest path problem: Dijkstra(Ch. 8.4.2)
◮ Find the shortest path between node s and node i when allar
s distan
es are non-negative
◮ N = set of all nodes; sour
e node s ∈ N
◮ dij = distan
e on link from i to j for all i , j ∈ N
◮ dij = ∞ if no dire
t link from i to jStep 0: S := {s}, S̄ := N \ {s}, and yi := dsi , i ∈ NStep 1:(a) If S̄ = ∅, stop. Else �nd node j su
h that yj = mini∈S̄ yiS := S ∪ {j} and S̄ := S̄ \ {j}(b) For all k ∈ S̄ and i ∈ S :If yk > yi + dik set yk := yi + dik and pred(k) := i
◮ The ve
tor pred keeps tra
k of the prede
essors
◮ Dijkstra's algorithm a
tually �nds shortest paths from thesour
e to all others nodesLe
ture 8 Applied Optimization



Example: Dijkstra's algorithm
Find the shortest path from node 1 to all other nodes (Homework)
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Algorithms for the shortest path problem:Floyd�Warshall (Ch. 8.4.2)
◮ Computes shortest paths between ea
h pair of nodes
◮ Negative distan
es are allowed but no negative 
y
les�butthese 
an be dete
ted
◮ Idea: Three nodes i , k , j and distan
es 
ik , 
kj , and 
ij
◮ i → k → j is a short-
ut if 
ik + 
kj < 
ij
◮ In ea
h iteration 1 . . . k , 
he
k whether 
ij 
an be improved byusing the short-
ut via k
◮ Administration of the algorithm: Maintain two matri
es periteration: D[k ] for the distan
es and pred [k ] to keep tra
k ofthe prede
essor of ea
h nodeLe
ture 8 Applied Optimization



Floyd�Warshall's algorithmStep 0: Initialize D[0] and pred [0]Step k: ◮ D[k] := D[k − 1], pred [k] := pred [k − 1]For ea
h element dij in D[k]:If dik + dkj < dij , set dij := dik + dkj and predij [k] := kSet k := k + 1If k > n stop, else repeat Step kFind the shortest path from node 3 to all other nodes
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PSfrag repla
ements 15 50100 20 -1030 60 
ij
◮ ◮ ◮Le
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