Department of
Mathematics
GAdteborg

Numerical Linear Algebra, TMA265/MMAG600
Solutions to the examination December 9, 2011

— b & Adx = b & dx = A6 =

sb
0l = A~ obl] < A" [llobl] = it < 1AM = 1A~ Al i
= k(A) HJ%'L” < k(A) H||6be” where the last inequality comes from ||b]| = HAa:H < A=l
1b) k() = \yTlmP where x and y are normed left and right eigenvectors corresponding to \.

1a) { A(z +6x) =b+ b

1c) An eigenvalue is defective if the geometric multiplicity is smaller than the algebraic.
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A typical exampleis A= | 0 1 1 |,ie. Ais a so called Jordan-block.
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2. See text book or lecture notes.

3) We have from the full Q R-factorization: A = [Q Q-] [ g } , which also can be written

T
{ 8% ] A= g ] Since the 2-norm is invariant under orthogonal transformations we
2
.A_b2_ Q? A—b 2 __ R _Q? b2_R_Tb2 Tb2
get: [Az=bl; =1l or [(Az=b)la=Il| 5 [2=]| or | bllz =Rz —Qibll3+ @20l
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This is as small as possible for Rz = QTb, which is the solution formula. The norm of the
residual is then ||Azx — || = [|QTD]]5.

da. AT = VX UL where A = U; X, V{T is the compact SVD of A.

4b. AAT = U, %, VlTVlz Wl = U,UF, which is clearly symmetric.

ATA =S WUl s, Vi = ViV is symmetric too.

AAYA = UUTU S, VT = U,V = A

ATAAT = VIS WUT = Vs 0T = A+,

4c. If A has full rank then ATA = ViV =1, s0 At = A~! and then

A=Q\R= A" = A7 = R7'QT, because ATA = R7'QTQ,R = R"'R = I, since Q; has

ortonormal columns and R is nonsingular.



5a) Use a Givens rotation R(2,3,6) = | 0 ¢ s | to zero-out the (3,1) element:
0 —s c
3 0 2
R(2,3,0)A=| 2s 4c+s c¢+2s |.Bys=1, ¢=0wegetthedesired R(2,3,0)A =
—2c —4s+c —s+2c

3 0 2 3 0 2 10 0 3 2 0

2 1 2 |andthenR(2,3,0)AR(2,3,0)T=|2 1 2 00 -1]=1]2 2 -1

0 —4 -1 0 —4 -1 01 O 0 —1 4

0 0 0
5b) For H = I — 2uu’ first calculate 4 = | 2 | — | 0 | = 2 and normalize to
0 2 —2
0 100
u= \% 1 |. The Householder reflection becomes H = I —2uu” = | 0 0 1 |. Then
-1 010
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HAH=1|2 2 1
01 4
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5c¢) We apply spectral slicing on the tridiagonal matrix fromb): B=HAH = | 2 2 1 |,
01 4

i.e. we want to find a factorization B — oI = LDLT with o = 5, so we should identify the
elements in L and D from:

-2 2 0 1 0 0 d 0 0 1054 0 dy lidy 0
2 =3 1 =0 1 0 0 do O 0 1 Iy | =| lLdy dy+13dy lads
0 1 -1 0 I 1 0 0 ds 0 0 1 0 lody ds + 13dy

We find dy = =2, 11 =—1, dy =—1, Iy =—1and d3 = 0. We use the fact that B — 51
and D are congruent and have the same inertia. The eigenvalues of D are < 0 so the
eigenvalues of A are < 5. One eigenvalue of D is 0 so one eigenvalue of A is 5.

6a) Let x € R(X) i.e. * = Xz for some z. Then Ax = AXz = XBz € R(X) so X
is right invariant subspace.

6b) Let A be an eigenvalue of B. Then By = Ay for some eigenvektor y and then
XBy =Xy = AXy = AXy so A\ is also an eigenvalue of A with eigenvector Xy.

6¢c) Assume X; contains some eigenvectors of A as columns. Then X is a right invari-
ant subspace AX; = X1D, where D is diagonal with corresponding eigenvalues. Let now
X = [X; X3] be non-singular. Then X 'AX = X 'AX; AXy] = [X'X;D X 'AX,) =
{ D Ap

O A } , o the rest of the eigenvalues of A are the eigenvalues of the smaller matrix Aos.
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7. See text book or lecture notes.



