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Instructions:
- State your methodology carefully. Motivate your statements clearly.
- Only write on one page of the sheet. Do not use a red pen. Do not answer more than
one question per page.
- Sort your solutions by the order of the questions. Mark on the cover the questions you
have answered. Count the number of sheets you hand in and fill in the number on the
cover.

GOOD LUCK!

Question 1.
Consider the least squares problem minx‖Ax − b‖2 with full rank and perturbation δb to
the right hand side b ∈ Rm and no perturbation to the matrix A ∈ Rm×n with m > n.
Show that the corresponding error δx in the solution x is bounded by ‖δx‖2

‖x‖2 ≤ κ(A) 1
cos θ

‖δb‖2
‖b‖2

where θ is the angle between b and Ax. (3p)
Hint: Apply the perturbation theory for linear systems to the normal equations. κ(A) is
the condition number ‖A‖2‖A+‖2, where A+ is a generalized inverse.

Question 2.
a) Describe matrix by matrix multiplication; C=A*B+C, based on blocking. Derive the
ratio q of flops to memory references, when the matrices are n by n and the fast memory
contains M words. (2p)
b) State a stable factorization of a symmetric indefinite real matrix. (1p)
c) Which factorization do you get in b) if A is symmetric positive definite? (1p)
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Question 3.
Define the concept: Normal equations of the second kind. State a problem which is solved
by the normal equations of the second kind. Derive the solution! When is the solution
unique? (3p)

Question 4.

Transform the matrix


0 −1 1 0
4 2 0 1
3 4 0 1
0 3 −4 1

 to upper Hessenberg form by a similar transfor-

mation based on a Givens rotation. (3p)

Question 5.
a) Define the concept: compact singular value decomposition (SVD) of a matrix. (1p)
b) Use SVD to express the projection of a vector on the rowspace of a matrix. (2p)

Question 6. Prove the following theorem by Bauer-Fike:
Let A ∈ Rn×n be diagonalizable: X−1AX = D = diag(λ1, λ2, ..., λn) and let µ be an
eigenvalue of the matrix A + E, where E ∈ Rn×n.
Then for any p-norm:

min
1≤i≤n

|µ− λi| ≤ κp(X)‖E‖p

where κp is the condition number in p-norm. (3p)

Question 7.

Perform the first step in the bidiagonalization of a matrix A =


1 4 0 3
1 2 −1 2
−1 0 1 0
1 2 2 1
0 1 1 2

 i.e. find

Householder reflections H and Z such that A1 = HAZ has the form

A1 =


x x 0 0
0 x x x
0 x x x
0 x x x
0 x x x

. (3p)

Question 8.
a) Descibe briefly all steps in the method: Householder explicit shift QR iteration, for
computing eigenvalues of a real unsymmetric matrix. (2p)
b) Prove that the Hessenberg form is preserved during the iterations in a). (1p)
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