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Question 1

e 1. Using definition of singular values o, find singular values of a matrix A which is
defined as

1—i 0
A:{ 1 2+@}

Compute the spectral norm ||Al|y of a matrix A.

(2p)
2. Give definition of a symmetric, indefinite matrix.

(1p)
3. Give definition of the nonlinear eigenvalue problem which is also called matrix
polynomial.

(1p)

Question 2

1. Explain need of pivoting procedure by doing LU decomposition of a matrix

1072 1
=]
(2p)
o 2.
0 AT . T
Let H = A o | where A is square and A = UX V"' is the SVD of A. Let

Y =diag(oy,...,0,), U = [u1,...,u,), and V = [vy,...,v,]. Prove that then the
2n eigenvalues of H are +o;, and corresponding eigenvectors are \/LE { Vi ] .

:|:U7;
(3p)

Question 3

e 1. Derive stability result for the solution of the problem Ax = b.

(2p)
e 2. Prove that pseudoinverse ATof a matrix A of order m x n satisfies AATA = A.

(2p)

Question 4

e Suppose that A is m by n with m > n and is rank-deficient with rank » < n. Using
the SVD decomposition of A give definition of the Moore-Penrose pseudoinverse
AT for rank-deficient A.

(2p)



e Derive formula for the solution of least squares problem min, ||Az — b||3 using the
method of normal equations.

(2p)

Question 5

e Transform the given matrix A to the upper Hessenberg matrix using Householder
transformation.

(2p)
e Transform the given matrix A to the upper Hessenberg matrix using Given’s rota-
tion

0 —1 1
A=13 4 0
4 0 2
(1p)
Question 6
e 1. Let ) is an orthogonal matrix, dim @) = n x n. Prove that ||Qz||2 = ||z||2.
(1p)
e 2. Let Q*AQ = T be the Schur canonical form. Describe how to compute eigen-

vectors of A by knowing the Schur canonical form 7.
(2p)

Question 7

1. Briefly present algorithm of QR iteration for the solution of the non-symmetric
eigenproblems. (2p)

2. Describe procedure how to choose Wilkonson’s shift in the algorithm of QR iter-
ation with shift which is used for the solution of the non-symmetric eigenproblems.

(2p)
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Question 1

1. By definition of singular values o = /A\(A*A) we have:

. 142 1 . 3 241
A_AT_[O 2—@']’ AA_[Q—Z’ 5]’
and characteristic equation to solve for X is A> — 8\ + 10 = 0.

Solving above equation we get eigenvalues \j o = 4 £ \/6, or \; = 6.4495, \y = 1.5505.
Then singular values will be: o1 = A; = 2.5396,00 = o = 1.2452, and ||A|, =
max(oy, 02) = 2.5396.

2. Symmetric: A = AT Indefinite matrix: if for some vectors z we have 27 Az > 0 and
for some other vectors x we have 27 Az < 0. We can also define an indefinite matrix as a
Hermitian matrix which is neither positive definite, negative definite, positive semidefinite,
nor negative semidefinite.

3. The nonlinear eigenvalue problem or matriz polynomial is defined as

d
Z NA, = MNA;+ 2N A,  + -+ N+ Ay
1=0

Question 2

1. See Lectures 3,4 and examples therein as well as the course book.
LU decomposition without pivoting gives following L and U:

10 1072 1
L:[m? 1}’(]:{ 0 —102}

Then LU is not the same as A- we loss accuracy without pivoting :

1072 1}

LU:{1 0

Compare the condition number of A to the condition numbers of L and U. In our case:
o k(A) = [|A]|w - ||A711||oo ~ 44

o k(L) = ||L - [[L!|oc ~ 100

o k(U) = [|U]los - IU™|oc ~ 10

Since k(A) << k(L) - k(U) - warning:loss of accuracy.

2.

T
We substitute A = UXV7T into H to get: H = 0 vy

Uxvrt 0



Choose orthogonal matrix G such that

G 1 vV

V2l U U
, : Vvt 4 vvr 0
_oaT 1
It is orthogonal since I = GG* = 3 [ 0 UUT + UUT }

Then we observe that

> 0 T 0 vxuT |
G{O E]G_[UEVT 0 }_H
Then using the spectral theorem we can conclude that the 2n eigenvalues of H are +o;,

with corresponding eigenvectors = { Vi }

Question 3

1. We have: Az =b, A(x + 0x) = b+ b, dx = A~15b. Take norms: [|0x|| < [|A7Y|(|6b]].

Then HII(S;H” < [|AY) 1A ” [190]] A) AL < gy 128l

Allfll Al — (o]

2. To prove that AATA = A we use definition of AT = (ATA)~1AT:

AATA = A[(ATA)TATIA = A(ATA)TATA = A.
1

Question 4

1. Suppose that A is m by n with m > n and is rank-deficient with rank » < n. Let
A=UxVT = U3,V being a SVD decompositions of A such that

X110
010
Here, size(X) = r x r and is nonsingular, U; and V; have r columns. Then

AT =wytut

A =[Uy, Uy { } Vi, VolF = U 2 ViF

is called the Moore-Penrose pseudoinverse for rank-deficient A.

2. See Lecture T:
(A(z +e) —b)T(A(x +¢e) —b) — (Az — b)T(Az — b)

0 = lim
e—0 H%H?
. 2eT(AT Az — ATh) + eT AT Ae
= lim
e=0 |lel]2

e AT Ae| - [JAIB]lell3 _ 201,12
T S T, = || Al|5]|e||5 approaches 0 as e goes to 0, so the factor

AT Az — ATbh in the first term must also be zero, or AT Az = A”b. This is a system of n
linear equations in n unknowns, the normal equations.

The second term

Question 5



e 1. To get upper Hessenberg matrix, we need to zero the (3,1) entry of A.
We have:
u =X+ aey,

where x = (3,4)T, a = —sign(3) - ||z]|, ||| = \/(4)2 + 32 = 5, then a = —5.
We can construct u = x+ae; = (3,4)7 —5(1,0)" = (-2,4)”. Next, we construct
u
vV=—:.
[[uli

with ||ul = 1/(—2)? + 42 = v/20. Therefore v = (\;—2%, \/%)T, and then
—2
P’—I—2/20(4 ) (-2 4)
4 =8
B
(06 08
-~ \0.8 —=0.6)"°

Then the matrix of the Householder transformation is

1 0 0
P=10 06 08
0 0.8 —0.6
Now, we can get the upper Hessenberg matrix as
0o -1 1
PA=1|5 24 16
0 32 —1.2

e 2. To obtain the upper Hessenberg matrix of the matrix

0 -1 1
A=13 4 0
4 0 2

using Given’s rotation we have to zero out (3, 1) element of the matrix A.
To do that we compute ¢, s from the known a = 3 and b = 4 as

R RAN

r=va®+b? =+/(3)?+4% =5,

to get formulas:

a
=—-=3/5
c . /5,
—b
= 2= 45
S . /

The Given’s matrix will be



or

1 0 0
G=1|0 06 038
0 —-0.8 0.6

Then the upper Hessenberg matrix will be

0 -1 1
GA=1|5 24 16
0 —-32 1.2

The Givens matrix can be also constructed as

(¢ 0 —s
G=101 0

_SOC

fora=0,b=4 and thus r =v02+42=4,¢=0,s = —1:

0 O

G=|0 1

-1 0

Then the upper Hessenberg matrix will be
0

4

1

GA =

O W =~

—1

Question 6
L [|Qz]3 = 2" Q"Qx = 2"z = ||z[|3 and thus [|Qz|2 = [|z]2.

2. Let Q*AQ =T be the Schur form. Then if Tx = Az, we have
Tr =X — (Q"AQ)xr =Tx = \x — AQx = QTx = \Qx,

and Qx is an eigenvector of A. Thus, to find eigenvectors Qx of A, it suffices to find
eigenvectors x of T

Question 7

1. Algorithm of QR iteration: Given Ay, we iterate
1=0
repeat
Factorize, A; = Q;R; (the QR decomposition)
A1 = RiQ;
1=14+1
until convergence

2. How to choose Wilkonson’s shift: let shift o; is chosen as an eigenvalue of the matrix

Ap—1n—-1 Qn—1n
Apn—1 Ap.n

which is closest to the value a,,, of the matrix A;.



