
L�osningsf�orslag till TMA401/MAN670 2004-05-291. Consider the BVP( Lu = u00(x)� u(x) = �12(1 + u(x2)); x 2 [0; 1℄u(0) = u0(0) = 0; u 2 C2([0; 1℄) (�)Cal
ulation of Green's fun
tiong(x; t) = (a1(t)ex + a2(t)e�x)�(x� t) + b1(t)ex + b2(t)e�xwhere ( a1(t)et + a2(t)e�t = 0a1(t)et � a2(t)e�t = 1 i.e. a1(t) = 12e�ta2(t) = �12etand ( b1(t) + b2(t) = 0b1(t)� b2(t) = 0 i.e. b1(t) = 0b2(t) = 0Hen
e we have g(x; t) = sinh(x� t)�(x� t).Now set T : C([0; 1℄) �! C([0; 1℄);where Tu(x) = R 10 g(x; t)(�12(1 + u(t2)))dt. From Bana
h's �xed pointtheorem we 
on
lude that (�) has a unique solution if T is a 
ontra
tion.For u; v 2 C([0; 1℄) we havejTu(x)� Tv(x)j = j Z 10 g(x; t)12(u(t2)� v(t2))dtj �� 12 Z 10 jg(x; t)jdtku� vk1 = 12(
osh k � 1)ku� vk1 �� 14(e+ 1e � 2)| {z }<1 ku� vk1:Here T is a 
ontra
tion and the statement follows.2. Set, for f 2 L2([a; b℄); T f(x) = 1b�a R ba f(x)dx; x 2 [a; b℄.Tf 2 L2([a; b℄) sin
ekfk2L2 = Z ba ( 1b� a j Z ba f(x) dxj)2dt == ( 1b� a)2 Z ba j Z ba f(x)dxj2dt � fH�olderg �� ( 1b� a)2 Z ba (b� a) Z ba jf(x)j2dxdt = Z ba jf(x)j2dt = kfk2L2 :1



T linear: easy to show.T bounded: see above. In parti
ular we get kTk � 1.To show that T is an orthogonal proje
tion it suÆ
es to show that T 2 = Tand T � = T .(a) Take f 2 L2([a; b℄). Then(T 2f)(x) = T ( 1b� a Z ba f(t)dt) = 1b� a Z ba 1b� a Z ba f(x)dtds == 1b� a Z ba f(t)dt = (Tf)(x); all x 2 [a; b℄:Hen
e T 2 = T:(b) Take f; g 2 L2([a; b℄). We obtainhTf; gi = Z ba 1b� a Z ba f(x)dx � g(t)dt == Z ba f(x) 1b� a Z ba g(t)dtdx == Z ba f(x) 1b� a Z ba g(t)dtdx = hf; TgiHen
e T � = T:The statement is proved.3. Let h 2 C([0; 1℄� [0; 1℄) be real-valued andh(x; y) = h(y; x) > 0 all x; y 2 [0; 1℄: (�)Set Tf(x) = R 10 h(x; y)f(y)dy; x 2 [0; 1℄, for f 2 L2([0; 1℄). We want toshow that T has an eigenvalue � = kTk whit
h is simple. (All eigenvalues� satisfy j�j � kTk). Sin
e the kernel is 
ontinuous and satis�es (�) wesee that T is a 
ompa
t, self-adjoint operator or L2([0; 1℄) and hen
e has aneigenvalue � 2 R with j�j = kTk. Sin
e h > 0 we see that � = kTk (see �rstand se
ond observation below). It remains to prove that this eigenvalue issimple.First observation: f eigenfun
tion for �) f 2 C([0; 1℄) whi
h follows fromLebesgues dominated 
onvergen
e. ThenSe
ond observation: f eigenfun
tion for �) f has 
onstant sign, say f � 0,sin
e if f 
hanges sign, then�kfk = kTkkfk = kTfk < kT jf jk � kTk kjf jk = kTk kfk:2



Moreover we 
an 
on
lude that f > 0 sin
e h > 0.Third observation: f1; f2 eigenfun
tion for �) f1 = �f2 for some � 6= 0.To see this assume that it is false and sets(�) = jfx 2 [0; 1℄ : f1(x)� �f2(x) � 0gj; � � 0;where jEj denotes the measure of the set E. Here s(0) = 1; s(�) de
reasingand lima!+1 s(�) = 0. Also s(�) = 1 for � 2 [0; ~�℄ for some ~� > 0 sin
ef1; f2 2 C([0; 1℄) and f1; f2 > 0 on [0; 1℄. Then there exists 0 < �0 < �1su
h that 1 > s(�0) � s(�1) > 0. �)This means thatf1(x) < �0f1(x) on a set of positive measuref1(x) � �0f2(x) on a set of positive measurebut sin
e alsof1(x) � �1f2(x) on a set of positive measure;together with 0 < �0 < �1 and f2 > 0 we see thatf1(x) > �0f2(x) on a set of positive measure:Then f = f1��0f2 is an eigenfun
tion for � (note that f 6= 0) that 
hangessign. Contradi
iton!The statement follows.
�)It 
annot happen that 9� > 0 sth.( s(�) = 1 for � < �s(�) = 0 for � > � easy to see:and if there exists a � > 0 sth s(�) = 1 for � � �s(�) = 0 for � > �then f1 = �f2. 3


