
EXERCISE 11: LINEARLY CONSTRAINTED NONLINEAROPTIMIZATIONNICLAS ANDR�EASSONThe Frank-Wolfe algorithmStep 0: Generate the starting point x0 2 X , for example by letting it be anyextreme point in X . Set k := 0.Step 1: Solve the problem tominimizey2X zk(y) := rf(xk)T(y � xk): (1)Let yk be a solution (extreme point) to this LP problem, and pk := yk�xkbe the searh diretion.Step 2: Approximately solve the one-dimensional problem to minimize f(xk+�pk) over � 2 [0; 1℄. Let �k be the resulting step length.Step 3: Let xk+1 := xk + �kpk.Step 4: If, for example, zk(yk) or �k is lose to zero, then terminate! Oth-erwise, let k := k + 1 and go to Step 1.Exerise 1 (the Frank-Wolfe method). Consider the linearly onstrainted nonlinearoptimization problem tominimize z = 12(x1 � 12)2 + 12x22subjet to x1 � 1;x2 � 1;x1; x2 � 0:(a) Start at the extreme point (1; 1)T and perform two iterations of the Frank-Wolfe algorithm to get the point x2!(b) Is x2 optimal?() Give upper and lower bounds for the optimal solution!
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2 EXERCISE 11: LINEARLY CONSTRAINTED NONLINEAR OPTIMIZATIONThe simpliial deomposition algorithmStep 0: Generate the starting point x0 2 X , for example by letting it be anyextreme point in X . Set k := 0. Let P0 := ;.Step 1: Let yk be a solution (extreme point) to the LP problem (1).Let Pk+1 := Pk [ fkg.Step 2: Let �k+1 be a solution to the restrited master problem tominimize f 0�xk + Xi2Pk+1 �i(yi � xk)1Asubjet to Xi2Pk+1 �i � 1;�i � 0; i 2 Pk+1:Step 3: Let xk+1 := xk +Pi2Pk+1(�k+1)i(yi � xk).Step 4: If, for example, zk(yk) is lose to zero, or if Pk+1 = Pk, then termi-nate! Otherwise, let k := k + 1 and go to Step 1.Exerise 2 (the simpliial deomposition method). Consider the linearly onstraintednonlinear optimization problem tominimize z = 12(x1 � 12)2 + 12x22subjet to x1 � 1;x2 � 1;x1; x2 � 0:(a) Start at the extreme point (1; 1)T and perform two iterations of the sim-pliial deomposition algorithm to get the point x2!(b) Is x2 optimal?Exerise 3 (�nite onvergene of the simpliial deomposition algorithm). Show thatthe simpliial deomposition algorithm onverges in a �nite number of steps!Exerise 4 (the gradient projetion algorithm). Consider the problem tominimize f(x)subjet to x 2 X;where X � Rn is non-empty, losed and onvex, and f : Rn ! R is in C1 on X .Let x 2 X , � > 0, and p = ProjX [x� �rf(x)℄� x:Show that if p 6= 0n, then it de�nes a desent diretion (this is exatly the diretionused in the gradient projetion algorithm)!


