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## Exam instructions

## When you answer the questions

Use generally valid methods and theory. State your methodology carefully.
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EXAM
TMA947/MAN280 - APPLIED OPTIMIZATION

## Question 1

(the Simplex method)
Consider the following linear program:

$$
\begin{array}{lcr}
\operatorname{minimize} \quad z=\quad & x_{2}, \\
\text { subject to } & x_{1} \quad \leq \frac{3}{2}, \\
& 2 x_{1}+3 x_{2} & \geq 6 \\
& x_{1}, \quad x_{2} & \geq 0
\end{array}
$$

(2p) a) Solve this problem by using phase I and phase II of the simplex method.
[Aid: Utilize the identity

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)^{-1}=\frac{1}{a d-b c}\left(\begin{array}{cc}
d & -b \\
-c & a
\end{array}\right)
$$

for producing basis inverses.]
$(1 \mathbf{p}) \quad$ b) Suppose that $c_{1}=0$ (the cost coefficient of $x_{1}$ ) changes to $c_{1}=3$. Establish whether the optimal basis in the problem solved in a) is optimal in this new problem, or provide an optimal basis to this new problem if it is not.

## Question 2

## (the Karush-Kuhn-Tucker conditions)

Consider the nonlinear program to

$$
\begin{aligned}
& \operatorname{minimize} \\
& \text { subject to } \\
& \\
& \\
& \left(x_{1}-2\right)^{2}+\left(x_{1}^{2}+x_{2}^{2} \leq 2\right)^{2} \leq 2
\end{aligned}
$$

$(1 \mathbf{p}) \quad$ a) Establish theoretically or graphically that $\boldsymbol{x}^{*}=(1,1)^{\mathrm{T}}$ is the unique globally optimal solution.
$(\mathbf{2 p}) \quad$ b) Are the KKT conditions satisfied at $\boldsymbol{x}^{*}$ ? Verify!
If they are not, explain why, and relate your explanation to the known results on necessary and sufficient optimality conditions.

## Question 3

## (The Frank-Wolfe method)

Consider the nonlinear program to

$$
\begin{array}{ll}
\operatorname{minimize} & f(\boldsymbol{x}):=\frac{1}{2} x_{1}^{2}+\frac{1}{2} x_{2}^{2}-2 x_{2}+\frac{1}{4} x_{1} x_{2} \\
\text { subject to } & \boldsymbol{x} \in X:=\left\{\boldsymbol{x} \in \mathbb{R}^{2} \mid 0 \leq x_{j} \leq 1, \quad j=1,2\right\}
\end{array}
$$

$(2 \mathbf{p})$ a) Starting at the origin, solve this problem using the Frank-Wolfe method, using exact line searches. Apply at most two iterations. For each iteration, provide the smallest known interval wherein the optimal value (that is, $f^{*}$ ) of the problem lies.
$(\mathbf{1 p})$ b) Suppose the problem is to be solved using the simplicial decomposition method. Explain this method briefly, in particular the main difference(s) to the Frank-Wolfe method.
What is the maximum number of iterations that this method may need to converge to an optimal solution? Explain your answer in theory, and then apply it to the given problem. Do not compute the answer by applying the simplicial decomposition method to the problem.

## Question 4

(convexity of functions)
Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a continuously differentiable function.
(1p) a) Prove that $f$ is convex on $\mathbb{R}^{n}$ if and only if

$$
f(\boldsymbol{y}) \geq f(\boldsymbol{x})+\nabla f(\boldsymbol{x})^{\mathrm{T}}(\boldsymbol{y}-\boldsymbol{x}), \quad \boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}
$$

$(\mathbf{2 p}) \quad$ b) Suppose that $f$ is in $C^{2}$ on $\mathbb{R}^{n}$. Prove that $f$ is convex on $\mathbb{R}^{n}$ if and only if its Hessian $\nabla^{2} f(\boldsymbol{x})$ is positive semidefinite for every $\boldsymbol{x} \in \mathbb{R}^{n}$.

## Question 5

## (linear programming duality and optimality)

Consider the linear program

$$
\begin{array}{lr}
\operatorname{minimize} \quad z=-x_{1}-2 x_{2} & , \\
\text { subject to } \quad x_{1} & \leq 1, \\
x_{2} & \leq 2, \\
x_{1}+x_{2} & \leq 3, \\
x_{1}, \quad x_{2} & \geq 0 .
\end{array}
$$

$(\mathbf{1 p})$ a) Solve the problem geometrically, and utilize the primal-dual optimality conditions in linear programming to provide all optimal solutions to its dual.
$(2 \mathbf{p}) \quad$ b) Looking at the primal problem geometrically reveals that $\boldsymbol{x}^{*}$ can be represented by three primal bases. However, it may be that some of these three bases may not be optimal; such a basis can of course not be a terminal basis when applying the simplex method to the problem. Provide the three basic feasible solutions that correspond to $\boldsymbol{x}^{*}$, and investigate which one (ones) is (are) primal optimal (that is, dual feasible).

## Question 6

## (fixed points)

Consider the quadratic equation

$$
\begin{equation*}
f(x):=x^{2}+a x+b=0, \tag{1}
\end{equation*}
$$

where $a, b \in \mathbb{R}$. We are interested in finding a real root of the equation (that is, a zero of $f$ ) if one exists, using a convergent algorithm that is based on elementary operations only. The present question illustrates how some pocket calculators work (or, used to work).

Consider first the fixed point iteration

$$
\begin{equation*}
x_{0} \in S ; \quad x_{k+1}:=\frac{x_{k}^{2}+b}{-a}, \quad k=0,1, \ldots, \tag{2}
\end{equation*}
$$

where $S$ is a closed and bounded interval containing a solution to (1). Observe that $x_{k+1}=x_{k}$ holds if and only if $x_{k}$ is a root, in which case the iterations would

| Calculator | "Root" of $f$ |
| :---: | :---: |
| SHARP-EL 506S | 0 |
| TI-36X SOLAR | 0 |
| TI Programmable 58 | $10^{-6}$ |
| Java, double precision | $7.292255 \ldots \cdot 10^{-7}$ |

Table 1: "Roots" of $f$ in (1) from some calculators.
be terminated. The convergence of the iteration (2) is of course not guaranteed for every value of $a$ and $b$, as is evident from the fact that real solutions to (1) do not always exist.
(1p) a) Let $a=-12345678$ and $b=9$. Using MS Calculator V. 5, an estimate of a root of $f$ is $7.290000597780479 \ldots \cdot 10^{-7}$. Interestingly, using some other calculators, answers can vary substantially; cf. Table 1.
Starting at $x_{0}=0$, utilize five iterations of the formula (2) and present the result. Does the algorithm seem to converge to a fixed point, that is, to a solution to the quadratic equation?
Compare the rate of convergence of the algorithm with that of the following alternative fixed point algorithm:

$$
x_{0} \in S ; \quad x_{k+1}:=\sqrt{-\left(a x_{k}+b\right)}, \quad k=0,1, \ldots
$$

(Do not start at $x_{0}=0$, but at some larger value.) Which method is to prefer?
$(\mathbf{2 p}) \quad$ b) Provide a sufficient condition on $a$ and $b$ such that the convergence of the algorithm (2) is guaranteed, supposing that a root exists within $S$.
[Hint: Provide sufficient conditions such that the iteration defines a contraction.]

## Question 7

## (linear programming duality and matrix games)

Let $\boldsymbol{c} \in \mathbb{R}^{n}, \boldsymbol{b} \in \mathbb{R}^{m}$, and $\boldsymbol{A} \in \mathbb{R}^{m \times n}$, and consider the canonical LP problem

$$
\begin{array}{lr}
\operatorname{minimize} & z=\boldsymbol{c}^{\mathrm{T}} \boldsymbol{x} \\
\text { subject to } & \boldsymbol{A} \boldsymbol{x} \geq \boldsymbol{b} \\
& \boldsymbol{x} \geq \mathbf{0}^{n}
\end{array}
$$

and its associated dual LP problem. In the following, we denote the respective problem by (P) and (D).
(1p) a) If $m=n$ and $\boldsymbol{A}^{\mathrm{T}}=-\boldsymbol{A}$, we then say that the matrix $\boldsymbol{A}$ is skew-symmetric. Suppose that in the problem ( P ), the matrix $\boldsymbol{A}$ is skew-symmetric and that $\boldsymbol{b}=-\boldsymbol{c}$ also holds. Establish that if an optimal solution to (P) exists, then $z^{*}=0$ holds.
$(2 \mathbf{p}) \quad$ b) The problem studied in a) is known as a self-dual LP problem.
Consider again the canonical primal-dual pair (P), (D) of LP problems. Construct a self-dual LP problem in $n+m$ variables and $n+m$ linear constraints which is equivalent to (P), (D). By "equivalent" we refer to the property that any primal-dual optimal solutions $\boldsymbol{x}^{*}$ and $\boldsymbol{y}^{*}$ to the pair (P), (D) are obtained immediately as an optimal solution to the problem constructed. (In other words, we can solve any primal-dual pair of canonical LP problems as a self-dual LP problem in a higher dimension.)
[Remark: Self-dual LP problems arose perhaps first in applications of linear two-player matrix games, where the variable vectors $\boldsymbol{x}$ and $\boldsymbol{y}$ are associated with the two players' respective strategies, and the matrix $\boldsymbol{A}$ with the resulting pay-off, that is, the redistribution of wealth between the players. A self-dual LP corresponds to a linear two-player matrix game called "fair", because the fact that the optimal value is zero means that on average, the two players' optimal strategies will lead to no redistribution of wealth between the two players.]

Good luck!

