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tober 15, 2010TMA947 Optimization, �rst 
ourse, 7.5 
reditsMMG620 Optimization, 7.5 
reditsThe purpose of this basi
 
ourse in optimization is to provide(I) knowledge of some important 
lasses of optimization problems and of appli
ationareas of optimization modelling and methods;(II) pra
ti
e in des
ribing relevant parts of a real-world problem in a mathemati
al opti-mization model;(III) an understanding of ne
essary and su�
ient optimality 
riteria, of their 
onsequen
es,and of the basi
 mathemati
al theory upon whi
h they are built;(IV) examples of optimization algorithms that are naturally developed from this theory,their 
onvergen
e analysis, and their appli
ation to pra
ti
al optimization problems.EXAMINER/LECTURER:Mi
hael Patriksson, professor of applied mathemati
s, Ma-tematiska Vetenskaper (Mathemati
al S
ien
es), room 2084; tel: 772 3529;e-mail: mipat�
halmers.seLECTURER/EXERCISE ASSISTANT/PROJECT MANAGER: Adam Woj
ie-
howski, Tek. Li
., Ph. D. student, Matematiska Vetenskaper, room 2099; tel: 772 5352;e-mail: woj
adam�
halmers.seEXERCISE ASSISTANT: Emil Gustavsson, Ph. D. student, Matematiska Vetenskaper,room 2085; tel: 772 5372;e-mail: emilg�
halmers.se Course presentationCONTENTS: The main fo
us of the 
ourse is on optimization problems in 
ontinuousvariables; it builds a foundation for the analysis of an optimization problem. We 
anroughly separate the material into the following areas:Convex analysis: 
onvex set, polytope, polyhedron, 
one, representation theorem, ex-treme point, separation theorem, Farkas Lemma, 
onvex fun
tionOptimality 
onditions and duality: global/lo
al optimum, existen
e and uniquenessof optimal solutions, variational inequality, Karush�Kuhn�Tu
ker (KKT) 
onditions,
omplementarity 
onditions, Lagrange multiplier, Lagrangian dual problem, globaloptimality 
onditions, weak/strong dualityLinear programming (LP): LP models, LP algebra and geometry, basi
 feasible so-lution (BFS), the Simplex method, termination, LP duality, optimality 
onditions,strong duality, 
omplementarity, interior point methods, sensitivity analysis1



Nonlinear optimization methods: dire
tion of des
ent, (quasi-)Newton method, Frank�Wolfe method, gradient proje
tion, exterior and interior penalty, sequential quadrati
programmingWe also tou
h upon other important problem areas within optimization, su
h as integerprogramming and network optimization.PREREQUISITES: Passed 
ourses on analysis (in one and several variables) and lin-ear algebra; familiarity with matrix/ve
tor notation and 
al
ulus, di�erential 
al
ulus.Reading Chapter 2 in the book (i) below provides a partial ba
kground, espe
ially to themathemati
al notation used and most of the important basi
 mathemati
al terminology.ORGANIZATION: Le
tures, exer
ises, a proje
t assignment, and 
omputer exer
ises.COURSE LITERATURE:(i) An Introdu
tion to Optimization by N. Andréasson, A. Evgrafov, and M. Patriksson,published by Studentlitteratur in 2005 and found in the Cremona book store(ii) Hand-outs from books and arti
lesCOURSE REQUIREMENTS: The 
ourse 
ontent is de�ned by the literature referen
esin the plan below.EXAMINATION:
• Written exam (�rst opportunity XX/12, 8.30�13.30)�gives 6 
redits
• Proje
t assignment�gives 1.5 
redits
• Two 
orre
tly solved 
omputer exer
isesSCHEDULE:Le
tures: on Wednesdays 13.15�15.00 and Fridays 8.00�9.45. Ex
eptions: Le
ture 2 fol-lows immediately after Le
ture 1, on 27/10 15.15�17.00. Le
tures are given in En-glish. For lo
ations, see the s
hedule below.Exer
ises: on Wednesdays 15.15�17.00 and Fridays 10.00�11.45 in two parallel groups:(I) exer
ises in Swedish (Emil); (II) exer
ises in English (Adam). Ex
eption both for(I) and (II): no exer
ise 27/10 (see above). For lo
ations, see the s
hedule below.Proje
t: Tea
hers are available for questions in the 
omputer rooms, whi
h are alsobooked for work on the proje
t, on 25/11 (rooms: MV:F24, MV:F25) at 15.15�19.00.(Presen
e is not obligatory.) At other times, work is done individually. Deadlinefor handing in the proje
t model: 9/11. Hand-out of 
orre
t AMPL model: 22/11.Deadline for handing in the proje
t report: 6/12.Computer exer
ises: The 
omputer exer
ise are s
heduled to take pla
e when also tea
h-ers are available, on 18/11 and 2/12, respe
tively (room booked: MV:F25), and onboth o

asions at 15.15�19.00. (Presen
e is not obligatory.) The 
omputer exer-
ises 
an be performed individually, but preferably in groups of two (and stri
tlynot more than two). Deadline for handing in the report, unless passed through oralexamination on site during the s
heduled sessions: one week following ea
h 
omputerexer
ise. 2



Important note: The 
omputer exer
ises require at least one hour of preparationea
h; having done that preparation, two�three hours should be enough to 
ompletean exer
ise by the 
omputer.Information about the proje
t and 
omputer exer
ises are found on the web pagehttp://www.math.
halmers.se/Math/Grundutb/CTH/tma947/1011/index.html.This 
ourse information, the 
ourse literature, proje
t and 
omputer exer
ise materials,most hand-outs and previous exams will also be found on this page.COURSE PLAN, LECTURES:Le 1 (27/10) [Euler, Physi
s building℄ Course presentation. Subje
t des
ription. Course Week 1map. Appli
ations.Optimization modelling. Modelling. Problem analysis. Classi�
ation.(i): Chapter 1, 2Le 2 (27/10) [Euler, Physi
s building℄ Convexity. Convex sets and fun
tions. Polyhe-dra. The Representation Theorem. Separation. Farkas Lemma.(i): Chapter 3Le 3 (29/10) [Euler, Physi
s building℄ Optimality 
onditions, introdu
tion. Lo
al andglobal optimality. Existen
e of optimal solutions. Feasible dire
tions. Ne
essary andsu�
ient 
onditions for lo
al or global optimality when the feasible set is 
onvex.(i): Chapter 4.1�4.3Le 4 (3/11) [Euler, Physi
s building℄ Un
onstrained optimization methods. Sear
h di- Week 2re
tions. Line sear
hes. Termination 
riteria. Steepest des
ent. Derivative-free methods.(i): Chapter 11(ii): Material on derivative-free optimizationLe 5 (5/11) [Euler, Physi
s building℄ Optimality 
onditions, 
ontinued. Ne
essary andsu�
ient 
onditions for lo
al or global optimality when the feasible set is 
onvex, 
ontin-ued.The Karush�Kuhn�Tu
ker 
onditions. Introdu
tion to the primal�dual optimality 
ondi-tions (KKT).(i): Chapter 4.4�, 5.1�5.4Le 6 (10/11) [FB, Physi
s buildning℄ The Karush�Kuhn�Tu
ker 
onditions, 
ontinued. Week 3Constraint quali�
ations. The Fritz�John 
onditions. The Karush�Kuhn�Tu
ker 
ondi-tions: ne
essary and su�
ient 
onditions for lo
al or global optimality.(i): Chapter 5Le 7 (12/11) [Euler, Physi
s building℄ Convex duality. The Lagrangian dual problem.Weak and strong duality. Getting the primal solution.(i): Chapter 6
3



Le 8 (17/11) [Pas
al, Math building℄ Linear programming. Introdu
tion to linear pro- Week 4gramming. Modelling. Basi
 feasible solutions and extreme points (algebra versus geome-try in linear programming). The simplex method, introdu
tion.(i): Chapter 7, 8Le 9 (19/11) [Euler, Physi
s building℄ Linear programming, 
ontinued. The Simplexmethod. The revised Simplex method. Phase I and II. Degenera
y. Termination. Com-plexity.(i): Chapter 9Le 10 (24/11) [Pas
al, Math building℄ Linear programming, 
ontinued. Optimality. Week 5Duality. Sensitivity analysis.(i): Chapter 10Le 11 (26/11) [Euler, Physi
s building℄ Linear programming, 
ontinued. Sensitivityanalysis, 
ontinued.Integer programming. Appli
ations. Modelling.(i): Chapter 10(ii): On integer programmingLe 12 (1/12) [Pas
al, Math building℄ Nonlinear optimization methods: 
onvex feasible Week 6sets. The gradient proje
tion method. The Frank�Wolfe method. Simpli
ial de
omposi-tion. Appli
ations.(i): Chapter 12, 6.3Le 13 (3/12) [Euler, Physi
s building℄ Nonlinear optimization methods: general sets.Penalty and barrier methods. Interior point methods for linear programming, orientation.(i): Chapter 13Le 14 (8/12) [Pas
al, Math building℄ Nonlinear optimization methods: general sets, Week 7
ontinued. Sequential quadrati
 programming, orientation. Appli
ations of optimizationalgorithms. An overview of the 
ourse.(i): Chapter 13
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COURSE PLAN, EXERCISES:Ex 1 (29/10) [MV:F26,33℄ Modelling. Week 1(i): Chapter 1Ex 2 (3/11) [MV:F31,33℄ Convexity. Polyhedra. Separation. Optimality. Week 2(i): Chapter 3Ex 3 (5/11) [MV:F26,33℄ Lo
al and global minimum. Feasible sets. Optimality 
ondi-tions. Weierstrass' Theorem(i): Chapter 4Ex 4 (10/11) [MV:F31,33℄ Un
onstrained optimization. Week 3(i): Chapter 11Ex 5 (12/11) [MV:F26,33℄ The KKT 
onditions.(i): Chapter 5Ex 6 (17/11) [MV:F31,33℄ Lagrangian duality. Week 4(i): Chapter 6Ex 7 (19/11) [MV:F26,33℄ Geometri
 solution of LP problems. Standard form. Thegeometry of the Simplex method. Basi
 feasible solution.(i): Chapters 7, 8Ex 8 (24/11) [MV:F31,33℄ The Revised Simplex method. Phase I & II. Week 5(i): Chapter 9Ex 9 (26/11) [MV:F26,33℄ Duality in linear programming. Sensitivity analysis.(i): Chapter 10Ex 10 (1/12) [MV:F31,33℄ Sensitivity analysis, 
ontinued. Week 6(i): Chapter 10(ii): Hand-outsEx 11 (3/12) [MV:F26,33℄ Algorithms for 
onvexly 
onstrained optimization. TheFrank�Wolfe and simpli
ial de
omposition algorithms.(i): Chapter 12Ex 12 (8/12) [MV:F31,33℄ Constrained optimization methods. Penalty methods. Rep- Week 7etition. 5



(i): Chapter 13
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