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LÖSNINGAR
INTEGRATIONSTEORI (5p)
(GU[MAF440] ;CTH[TMV 100])
Dag, tid: 8 oktober 2004 fm
Hjälpmedel: Inga.

1. Suppose

fn(x) = n j x j e�
nx2

2 ; x 2 R; n 2 N+:

Show that there is no g 2 L1(m) such that fn � g for all n 2 N+:

Solution. We have
lim
n!1

fn(x) = 0; all x 2 R

and Z 1

�1
fn(x)dx =

�p
nx = y

�
=

Z 1

�1
j y j e�

y2

2 dy = 2; all n 2 N+:

The Lebesgue Dominated Convergence Theorem now implies that there is no
g 2 L1(m) such that j fn j� g for all n 2 N+: Since fn =j fn j we are done.

2. Set

f(x) = lim
T!1

Z T

0

sin t

x+ t
dt; x � 0

and

g(x) =
f(x)p
x
; x � 0:

Prove that g is Lebesgue integrable on [0;1[ :

Solution. Let x � 0: By partial integrationZ T

�
2

sin t

x+ t
dt = � cosT

x+ T
�
Z T

�
2

cos t

(x+ t)2
dt
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and we get

f(x) =

Z �
2

0

sin t

x+ t
dt�

Z 1

�
2

cos t

(x+ t)2
dt:

Note that f is a Borel function by the Tonelli Theorem. Moreover,

j f(x) j�
Z �

2

0

j sin t j
t

dt+

Z 1

�
2

1

(x+ t)2
dt

and since j sin t j� t for t � 0; we get

j f(x) j� �

2
+

1

x+ �
2

� �

2
+
2

�
:

Hence Z 1

0

j f(x) jp
x
dx <1:

Furthermore,

j f(x) j�
Z �

2

0

1

x
dt+

Z 1

�
2

1

(x+ t)2
dt

=
�

2x
+

1

x+ �
2

� (�
2
+ 1)

1

x

and it follows that Z 1

1

j f(x) jp
x
dx <1:

Summing up we conclude that g is Lebesgue integrable on [0;1[ :

3. a) LetM be an algebra of subsets of X and N an algebra of subsets of
Y: Furthermore, let S be the set of all �nite unions of sets of the type A�B;
where A 2M and B 2 N . Prove that S is an algebra of subsets of X � Y:
b) AssumeM is a �-algebra of subsets of X and N a �-algebra of subsets

of Y and let (X � Y;M
N ; �) be a �nite positive measure space. Prove
that to each E 2M
N and " > 0 there exists F 2 S such that

�(E�F ) < ":

(Here S is as in Part a).)
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Solution. a) The main point in the proof is to show that S is closed under
�nite intersections. To see this let

E = [Mk=1(Ak �Bk)

and
F = [Nk=1(Ck �Dk)

where A1; :::; AM ; C1; :::; CN 2 M and B1; :::; BM ; D1; :::; DN 2 N : It is
enough to prove that E \ F 2 S. But

E \ F = [1�i�M
1�j�N

((Ai \ Cj)� (Bi \Dj))

and we are done.
To prove that S is an algebra �rst note that � 2 S and that S is closed

under �nite unions. If E is as above it remains to prove that the complement
Ec belongs to S. But

Ec = \Mk=1(Ak �Bk)c

= \Mk=1((Ack � Y ) [ (X �Bck))
and it follows Ec 2 S.
b) Let � be the class of all E 2M
N for which the property in b) holds.

Clearly, � 2 �. Now let E 2 �: If F 2 S, then F c 2 S and E�F = Ec�F c:
Hence Ec 2 �:
Finally, let Ei 2 �; i 2 N+:We shall prove that E = [1i=1Ei 2 �: To this

end let " > 0 be arbitrary and choose Fi 2 S such that

�(Ei�Fi) < 2
�i"

for all i 2 N+: Since

E�([1i=1Fi) � [1i=1Ei�Fi;

�(E�([1i=1Fi) � �1i=1�(Ei�Fi) < ":
Now

E�([1i=1Fi) = (\1i=1(E \ F ci )) [ (Ec \ ([1i=1Fi))
and since � is a �nite positive measure it follows that

�((\ni=1(E \ F ci )) [ (Ec \ ([1i=1Fi))) < "
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if n is su¢ ciently large. Hence

�(E�([ni=1Fi)) = �((\ni=1(E \ F ci )) [ (Ec \ ([ni=1Fi))) < "

if n is large, which proves that [1i=1Ei 2 �: Thus � is a �-algebra contained
inM
N and since � contains all measurable rectangles � =M
N .

4. Formulate and prove the Fatou�s Lemma.

5. Let C be a collection of open balls in Rn and set V = [B2CB: Prove that
to each c < mn(V ) there exist pairwise disjoint B1; :::; Bk 2 C such that

�ki=1mn(Bi) > 3
�nc:

LÖSNINGAR
INTEGRATIONSTEORI (5p)
(GU[MAF440] ;CTH[TMV 100])
Dag, tid: 10 september 2005 fm
Hjälpmedel: Inga.
Skrivtid: 4 timmar

1. Suppose (X;M; �) is a positive measure space and (Y;N ) a measurable
space. Furthermore, suppose f : X ! Y is (M;N )-measurable and let
� = �f�1; that is �(B) = �(f�1(B)) if B 2 N : Show that f is (M�;N�)-
measurable, whereM� denotes the completion ofM with respect to � and
N� the completion of N with respect to �:

Solution: Suppose B 2 N�. We will prove that f�1(B) 2 M�: To this
end, choose B0; B1 2 N such that B0 � B � B1 and �(B1 n B0) = 0: Then
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f�1(B0); f
�1(B1) 2 M and f�1(B0) � f�1(B) � f�1(B1): Furthermore,

f�1(B1) n f�1(B0) = f�1(B1 nB0) and we get

�(f�1(B1) n f�1(B0)) = �(B1 nB0) = 0:

Thus f�1(B) 2M� and we are done.

2. Compute the following limit and justify the calculations:

lim
n!1

Z 1

0

(1 +
x

n
)n

2

e�nxdx:

Solution. We have
(1 +

x

n
)n

2

e�nx = en
2 ln(1+ x

n
)�nx

= en
2( x
n
� x2

2n2
+( x

n
)3B( x

n
))�nx

where B is bounded in a neighbourhood of the origin. Accordingly from this,

lim
n!1

(1 +
x

n
)n

2

e�nx = e�
x2

2 :

To �nd a majorant, let x � 0 be �xed and introduce the function

f(n) = n2 ln(1 +
x

n
)� nx

de�ned for all real n � 1: We claim that

f 0(n) = 2n ln(1 +
x

n
)�

2x+ x2

n

1 + x
n

� 0:

To see this put

g(t) = 2(1 + t) ln(1 + t)� (2t+ t2) for t � 0

and note that f 0(n) � 0 if and only if g(x
n
) � 0: But g(0) = 0 and

g0(t) = 2(ln(1 + t)� t) � 0
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and it follows that g � 0: Thus f 0(n) � 0 and, hence, f(n) � f(1). Now

(1 +
x

n
)n

2

e�nx � (1 + x)e�x 2 L1(m0;1)

where m0;1 is Lebesgue measure on [0;1[ and the Lebesgue Dominated
Convergence Theorem implies that

lim
n!1

Z 1

0

(1 +
x

n
)n

2

e�nxdx =

Z 1

0

e�
x2

2 dx =

r
�

2
:

3. Suppose a > 0 and

�a = e
�a

1X
n=0

an

n!
�n

where �n is the Dirac measure on N = f0; 1; 2; :::g at the point n 2 N; that
is �n(A) = �A(n) if n 2 N and A � N: Prove that

(�a � �b)s�1 = �a+b

for all a; b > 0 if s(x; y) = x+ y; x; y 2 N:

Solution. If � and � are �nite positive measures on N; we de�ne � � � =
(�� �)s�1: Now, given a; b > 0 and A 2 P(N), the Tonelli Theorem implies
that

(�a � �b)(A) = (�a � �b)(
�
(x; y) 2 N2; x+ y 2 A

	
)

=

Z
N

�a(fx 2 N; x+ y 2 Ag)d�b(y)

and by applying the Lebesgue Monotone Convergence Theorem we have,

(�a � �b)(A) =
1X
i=0

e�a
ai

i!

Z
N

�i(fx 2 N; x+ y 2 Ag)d�b(y)

=

1X
i=0

e�a
ai

i!
(�i � �b)(A):
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In a similar way,

(�i � �b)(A) =
1X
j=0

e�b
bj

j!
(�i � �j)(A):

Since �i � �j = �i+j; we get

(�a � �b)(A) =
1X
i;j=0

e�(a+b)
aibj

i!j!
�i+j(A)

=
1X
n=0

(e�(a+b)�n(A)
X
i+j=n
i:j�0

aibj

i!j!
) =

1X
n=0

e�(a+b)
(a+ b)n

n!
�n(A) = �a+b(A):

4. Suppose f : ]a; b[�X ! R is a function such that f(t; �) 2 L1(�) for each
t 2 ]a; b[ and, moreover, assume @f

@t
exists and

j @f
@t
(t; x) j� g(x) for all (t; x) 2 ]a; b[�X

where g 2 L1(�). Set

F (t) =

Z
X

f(t; x)d�(x) if t 2 ]a; b[ :

Prove that F is di¤erentiable and

F 0(t) =

Z
X

@f

@t
(t; x)d�(x) if t 2 ]a; b[ :

5. Suppose � is an outer measure on X and letM(�) be the set of all A � X
such that

�(E) = �(E \ A) + �(E \ Ac) for all E � X:

Prove that M(�) is a �-algebra and that the restriction of � to M(�) is a
complete measure.
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LÖSNINGAR
INTEGRATIONSTEORI (5p)
(GU[MAF440] ;CTH[TMV 100])
Dag, tid: 28 jan 2006
Hjälpmedel: Inga.
Skrivtid: 5 timmar

1. Suppose f(x) = x cos(�=x) if 0 < x < 2 and f(x) = 0 if x 2 Rn ]0; 2[ :
Prove that f is not of bounded variation on R.

Solution. We have

�nk=1 j f(
1

k + 1
)� f(1

k
) j= �nk=1 j

1

k + 1
cos(k + 1)� � 1

k
cos k� j

= �nk=1(
1

k + 1
+
1

k
) =

1

n+ 1
+ 1 + 2�nk=2

1

k
!1 as n!1:

2. Let (X;M; �) be a �nite positive measure space and suppose '(t) =
min(t; 1); t � 0: Prove that fn ! f in measure if and only if '(j fn�f j)! 0
in L1(�):

Solution: ): For any " > 0;Z
X

'(j fn � f j)d� �
Z
jfn�f j�"

'(j fn � f j)d�

+

Z
jfn�f j>"

'(j fn � f j)d� �
Z
jfn�f j�"

'(")d�+

Z
jfn�f j>"

1d�

� '(")�(X) + �(j fn � f j> "):
Thus

0 � lim sup
n!1

Z
X

'(j fn � f j)d� � '(")�(X)

and by letting " # 0;

lim
n!1

Z
X

'(j fn � f j)d� = 0:
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(: For any " > 0;

�(j fn � f j> ") � �('(j fn � f j) � '("))

and the Markov inequality gives

�(j fn � f j> ") �
1

'(")

Z
X

'(j fn � f j)d�:

Thus �(j fn � f j> ")! 0 as n!1:

3. Let P denote the class of all Borel probability measures on [0; 1] and L
the class of all functions f : [0; 1]! [�1; 1] such that

j f(x)� f(y) j�j x� y j; x; y 2 [0; 1] :

For any �; � 2 P; de�ne

�(�; �) = sup
f2L

j
Z
[0;1]

fd��
Z
[0;1]

fd� j :

(a) Show that (P; �) is a metric space. (b) Compute �(�; �) if � is linear
measure on [0; 1] and � = 1

n
�n�1k=0� k

n
; where n 2 N+ (linear measure on [0; 1]

is Lebesgue measure on [0; 1] restricted to the Borel sets in [0; 1]).

Solution. (a): (1) Clearly, �(�; �) � 0 and

�(�; �) � �([0; 1]) + �([0; 1]) = 2 <1:

Moreover, if � 6= � there is a compact set K � [0; 1] such that �(K) 6= �(K):
If fn(x) = max(0; 1� nd(x;K)); x 2 [0; 1] ; then fn # �K ; and the Lebesgue
Dominated Convergence Theorem implies thatZ

[0;1]

fnd� 6=
Z
[0;1]

fnd�

if n is su¢ ciently large. But 1
n
fn 2 L; and, hence, if n is large

�(�; �) �j
Z
[0;1]

1

n
fnd��

Z
[0;1]

1

n
fnd� j
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=
1

n
j
Z
[0;1]

fnd��
Z
[0;1]

fnd� j> 0:

Thus �(�; �) > 0:
(2) Since j t j is an even function of t; �(�; �) = �(�; �):
(3) If f 2 L and �; �; � 2 P;

j
Z
[0;1]

fd��
Z
[0;1]

fd� j

�j
Z
[0;1]

fd��
Z
[0;1]

fd� j + j
Z
[0;1]

fd� �
Z
[0;1]

fd� j

� �(�; �) + �(� ; �)

and we get �(�; �) � �(�; �) + �(� ; �):
(b) If f 2 L;

j
Z
[0;1]

fd��
Z
[0;1]

fd� j=j
Z 1

0

f(x)dx� 1

n

n�1X
k=0

f(
k

n
) j

=j
n�1X
k=0

Z k+1
n

k
n

(f(x)� f(k
n
))dx j

�
n�1X
k=0

Z k+1
n

k
n

j f(x)� f(k
n
) j dx

�
n�1X
k=0

Z k+1
n

k
n

j x� k
n
j dx = 1

2n

where equality occurs if f(x) = x: Thus �(�; �) = 1
2n
:

4. Suppose (X;M; �) is a positive measure space and w : X ! [0;1] a
measurable function. De�ne

�(A) =

Z
A

wd�; A 2M:
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Prove that � is a positive measure andZ
X

fd� =

Z
X

fwd�

for every measurable function f : X ! [0;1] :

5. Suppose f 2 L1loc(mn) and set

(Arf)(x) =
1

mn(B(x; r))

Z
B(x;r)

f(y)dy; (x; r) 2 Rn � ]0;1[

where B(x; r) is the open ball of centre x 2 Rn and radius r > 0 (with
respect to the Euclidean metric d(x; y) =j x� y j).
(a) Set

f �(x) = sup
r>0

j (Arf)(x) j; x 2 Rn:

Prove that
ff � � �g 2 B(Rn) if � � 0:

(b) Use the (Wiener) Maximal Theorem to prove that

lim
r!0+

(Arf)(x) = f(x) a.e. [mn] :

LÖSNINGAR
INTEGRATIONSTEORI (5p)
(GU[MAF440] ;CTH[TMV 100])
Dag, tid: 25 febr 2006
Hjälpmedel: Inga.
Skrivtid: 5 timmar

1. Suppose

f(t) =

Z 1

0

xe�x
2

x2 + t2
dx; t > 0:
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Compute

lim
t!0+

f(t) and
Z 1

0

f(t)dt:

Finally, prove that f is di¤erentiable.

Solution. Suppose tn # 0: Then for each x > 0; xe
�x2

x2+t2n
" 1
x
e�x

2
and the LMCT

implies that Z 1

0

xe�x
2

x2 + t2n
dx "

Z 1

0

1

x
e�x

2

dx =1

since e�x
2
> 1

3
�[0;1](x) if x � 0 andZ 1

0

1

x
dx =1:

Hence
lim
t!0+

f(t) =1:

Furthermore, the Tonelli Theorem yieldsZ 1

0

f(t)dt =

Z 1

0

(Z 1

0

xe�x
2

x2 + t2
dt

)
dx

=

Z 1

0

�
e�x

2

arctan
t

x

�t=1
t=0

dx =
�

2

Z 1

0

e�x
2

dx =
�
3
2

4
:

Finally, it is enough to prove that f(t) is di¤erentiable on the interior of
any given compact subinterval [a; b] of ]0;1[ : To this end, �rst note that

@

@t

xe�x
2

x2 + t2
= � 2txe�x

2

(x2 + t2)2

and

sup
a�t�b

j @
@t

xe�x
2

x2 + t2
j� 2bxe�x

2

(x2 + a2)2
2 L1(m0;1):

Therefore, by a familiar result (Folland Theorem 2.27 or LN, Example 2.2.1)
f 0(t) exists for all a < t < b and equalsZ 1

0

@

@t

xe�x
2

x2 + t2
dx = �2t

Z 1

0

xe�x
2

(x2 + t2)2
dx:
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2. Suppose � is a �nite positive Borel measure on Rn: (a) Let (Vi)i2I be a
family of open subsets of Rn and V = [i2IVi. Prove that

�(V ) = sup
i1;:::;ik2I
k2N+

�(Vi1 [ ::: [ Vik):

(b) Let (Fi)i2I be a family of closed subsets of Rn and F = \i2IFi. Prove
that

�(F ) = inf
i1;:::;ik2I
k2N+

�(Fi1 \ ::: \ Fik):

Solution. (a) Since V � Vi1 [ ::: [ Vik for all i1; :::ik 2 I and k 2 N+;

�(V ) � sup
i1;:::;ik2I
k2N+

�(Vi1 [ ::: [ Vik):

To prove the reverse inequality �rst note that

�(A) = sup
K�A

K compact

�(K)

if A 2 Rn. Now �rst choose " > 0 and then a compact subset K of Rn such
that

�(K) > �(V )� ":
Then there are �nitely many i1; :::; ik 2 I such that Vi1 [ ::: [ Vik � K:
Accordingly from this,

�(Vi1 [ ::: [ Vik) > �(V )� "

and we get
sup

i1;:::;ik2I
k2N+

�(Vi1 [ ::: [ Vik) � �(V ):

Thus
�(V ) = sup

i1;:::;ik2I
k2N+

�(Vi1 [ ::: [ Vik):
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b) Since � is a �nite measure, by Part (a)

�(F ) = �(Rn)� �(F c)

= �(Rn)� sup
i1;:::;ik2I
k2N+

�(F ci1 [ ::: [ F
c
ik
)

= inf
i1;:::;ik2I
k2N+

(�(Rn)� �(F ci1 [ ::: [ F
c
ik
))

= inf
i1;:::;ik2I
k2N+

�((F ci1 [ ::: [ F
c
ik
)c)

= inf
i1;:::;ik2I
k2N+

�(Fi1 \ ::: \ Fik):

3. Suppose f and g are real-valued absolutely continuous functions on the
compact interval [a; b]. Show that the function h = max(f; g) is absolutely
continuous and h0 � max(f 0; g0) a.e. [ma;b] (ma;b denotes Lebesgue measure
on [a; b]).

Solution. If (Ai)1�i�2 and (Bi)1�i�2 are sequences of real numbers

Ai � Bi+ j Ai �Bi j

� Bi + max
1�i�2

j Ai �Bi j� max
1�i�2

Bi + max
1�i�2

j Ai �Bi j

and, hence,
max
1�i�2

Ai � max
1�i�2

j Ai �Bi j + max
1�i�2

Bi

and
max
1�i�2

Ai � max
1�i�2

Bi � max
1�i�2

j Ai �Bi j :

Thus, by interchanging Ai and Bi;

j max
1�i�2

Ai � max
1�i�2

Bi j� max
1�i�2

j Ai �Bi j :

Next choose " > 0: Then there exists a � > 0 such that

�nk=1 j f(ak)� f(bk) j< "=2
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and
�nk=1 j g(ak)� g(bk) j< "=2

if n 2 N+ and ]ai; bi[ ; i = 1; :::; n; are mutually disjoint subintervals of [a; b] :
Thus, for such intervals

�nk=1 j h(ak)� h(bk) j

� �nk=1max(j f(ak)� f(bk) j; j g(ak)� g(bk) j)
� �nk=1(j f(ak)� f(bk) j + j g(ak)� g(bk) j) < "

and it follows that h is absolutely continuous.
As above it follows that

max
1�i�2

Ai � max
1�i�2

Bi � max
1�i�2

(Ai �Bi):

Therefore, for each x 2 ]a; b[ and ! 2 ]0; b� x[ ;

h(x+ !)� h(x) � max(f(x+ !)� f(x); g(x+ !)� g(x))

and

h(x+ !)� h(x)
!

� max(f(x+ !)� f(x)
!

;
g(x+ !)� g(x)

!
):

Since f; g; and h are absolutely continuous, by letting ! # 0; we get h0(x) �
max(f 0(x); g0(x)) for ma;b-almost all x 2 [a; b] :

4. Suppose (X;M; �) is a positive measure space. (a) If fn ! f in measure
and fn ! g in measure, show that f = g a.e. [�] : (b) If fn ! f in L1; show
that fn ! f in measure.

5. (Lebesgue�s Dominated Convergence Theorem) Suppose (X;M; �) is a
positive measure space and fn : X ! R; n 2 N+; measurable functions such
that

j fn(x) j� g(x); all x 2 X and n 2 N+

where g 2 L1(�):Moreover, suppose the limit limn!1 fn(x) exists and equals
f(x) for every x 2 X:
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Prove that f 2 L1(�),

lim
n!1

Z
X

j fn � f j d� = 0

and

lim
n!1

Z
X

fnd� =

Z
X

fd�:

LÖSNINGAR
INTEGRATIONSTEORI (5p)
(GU[MAF440] ;CTH[TMV 100])
Dag, tid, sal: 9 sept 2006, fm, v
Hjälpmedel: Inga
Skrivtid: 5 timmar

1. Suppose f 2 L1(m) and
R
R
j f j dm > 0; where m is Lebesgue measure

on R. Moreover, de�ne

g(x) = sup
I2Ix

1

m(I)

Z
I

j f j dm

where for each x 2 R, Ix denotes the class of all open, non-empty intervals I
such that x 2 I: Prove that the level set fg > cg is open for each real c and
that g =2 L1(m):

Solution. If x 2 fg > cg there is an I 2 Ix such that

1

m(I)

Z
I

j f j dm > c:

Hence I � fg > cg and it follows that the set fg > cg is open.
By the LDCT we �nd a; b 2 R such that a < b and

C =def

Z b

a

j f j dm > 0:
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Now if x � b;

g(x) � 1

x+ 1� a

Z x+1

a

j f j dm

� C

x+ 1� a
and we conclude that Z 1

b

g(x)dx =1:

Consequently,
R
R
gdm =1 and g =2 L1(m):

2. Let f : R! R be an even Lebesgue measurable function such thatR1
0
j f(x) j dx <1 and de�ne

g(x) =

Z 1

jxj

f(y)

y
dy; x 6= 0

and

h(t) =

Z 1

�1
f(x) cos txdx; t 2 R:

(a) Show that Z 1

�1
j g(x) j dx �

Z 1

�1
j f(x) j dx:

(b) Show that Z 1

�1
g(x) cos txdx =

1

t

Z t

0

h(s)ds; t 6= 0:

(Hint for (b): First consider the case when f is an even and continuous
function that vanishes in a neighbourhood of the origin and outside a bounded
interval.)

Solution. (a) We have

j g(x) j�
Z 1

jxj

j f(y) j
y

dy; x 6= 0:
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Moreover, by the Tonelli TheoremZ 1

�1
j g(x) j dx �

ZZ
jxj�y

j f(y) j
y

dxdy

=

Z 1

0

j f(y) j
y

(

Z
jxj�y

dx)dy = 2

Z 1

0

j f(y) j dy =
Z 1

�1
j f(y) j dy:

(b) The space of all real-valued continuous functions with compact support
is dense in L1(m0;1): Therefore by Part (a) and the LDCT it can be assumed
that f is an even continuous function that vanishes in a neighbourhood of
the origin and outside a bounded interval. In addition, since g and h are
even we may assume t > 0: Now the function f(x) cos sx; x 2 R; 0 � s � t;
is Lebesgue integrable and by integrating the relation

h(s) =

Z 1

�1
f(x) cos sxdx

with respect to s over the interval [0; t] the Fubini Theorem implies thatZ t

0

h(s)ds =

Z 1

�1
f(x)(

Z t

0

cos sxds)dx =

Z 1

�1
f(x)

sin tx

x
dx

= 2

Z 1

0

f(x)

x
sin txdx = 2

�
[�g(x) sin tx]10 + t

Z 1

0

g(x) cos txdx

�
= 2t

Z 1

0

g(x) cos txdx = t

Z 1

�1
g(x) cos txdx:

This proves Part (b).

3. Suppose (X;M; �) is a �nite positive measure space and f 2 L1(�): De�ne

g(t) =

Z
X

j f(x)� t j d�(x); t 2 R:

(a) Prove that

g(t) = g(a) +

Z t

a

(�(f � s)� �(f � s))ds if a; t 2 R:
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(b) If c 2 R and min g = g(c) show that

�(f � c) � 1

2
�(X)

and

�(f � c) � 1

2
�(X):

Solution. The special case � = 0 is trivial and it is enough to consider the
case when �(X) > 0: Moreover by replacing � by �=�(X) and g by g=�(X)
it may be assumed that � is a probability measure.
(a) Suppose " > 0 is given and let ]ak; bk[ ; k = 1; :::; n; be disjoint open

intervals such that �n1 (bk � ak) < ": Then

j g(ak)� g(bk) j=j
Z
X

j f(x)� ak j � j f(y)� bk j d�(x) j

�
Z
X

jj f(x)� ak j � j f(x)� bk jj d�(y)

�
Z
X

j (f(x)� ak)� (f(x)� bk) j d�(y) =j ak � bk j

and consequently
nX
1

j g(ak)� g(bk) j� ":

This proves that g is absolutely continuous and therefore g0 exists a.e. with
respect to Lebesgue measure on R and

g(t) = g(a) +

Z t

a

g0(s)ds:

Let A = ft 2 R; �(f = t) > 0g and note that A is at most denumerable.
To compute g0(s) for �xed s =2 A; let (hn)10 be a sequence of non-zero real
numbers which converges to zero. Then

g(s+ hn)� g(s)
hn

=

Z
X

j s+ hn � f(x) j � j s� f(x) j
hn

d�(x)
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=

Z
ff 6=sg

j s+ hn � f(x) j � j s� f(x) j
hn

d�(x):

Here

j j s+ hn � f(x) j � j s� f(x) j
hn

j� 1

and

lim
n!1

j s+ hn � f(x) j � j s� f(x) j
hn

=

�
1 if s > f(x)
�1 if s < f(x):

Thus the LDCT gives

g0(s) =

Z
ff 6=sg

(�ff<sg � �ff>sg)d� =
Z
X

(�ff<sg � �ff>sg)d�

= �(f < s)� �(f > s) = �(f � s)� �(f � s):

In particular,
g0(s) = �(f � s)� �(f � s)

a.e. with respect to Lebesgue measure on R; which proves Part (a).
(b) Since

g(t) �j t j �
Z
X

j f(x) j d�(x)

the continuous function g attains a minimum at a certain point c: Now

g(t)� g(c) =
Z t

c

(�(f � s) + �(f < s)� 1)ds

and it follows that Z t

c

(2�(f � s)� 1)ds � 0 if t � c:

Note that the function �(f � t) is a right continuous function of t: Therefore,
if 2�(f � c)� 1 < 0 then 2�(f � s)� 1 < 0 for all s > c su¢ ciently close to
c which is a contradiction. Thus �(f � c) � 1=2: By replacing f by �f and
c by �c it follows that �(�f � �c) � 1=2; that is �(f � c) � 1=2:
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4. Let (X;M) and (Y;N ) be measurable spaces and suppose x 2 X and
E 2 M
N : Prove that the set Ex = fy 2 Y ; (x; y) 2 Eg belongs to the
�-algebra N :

5. (Egoro¤�s Theorem) Suppose (X;M; �) is a �nite positive measure space
and let fn; n 2 N+; and f be real-valued measurable functions on X such
that fn ! f a.e. [�] as n!1: Show that to every " > 0 there exists E 2
M such that �(E) < " and fn ! f uniformly on Ec:

Solutions:
INTEGRATION THEORY (7.5 hp)
(GU[MMA110GU ] ;CTH[TMV 100])
October 22, 2009, morning (5 hours), H
No aids.
Examiner: Christer Borell, telephone number 0705292322
Each problem is worth 3 points.

1. Let n 2 N+ and de�ne fn(x) = ex(1� x2

2n
)n; x 2 R: Compute

lim
n!1

Z p
2n

�
p
2n

fn(x)dx:

Solution. We have

In =def

Z p
2n

�
p
2n

fn(x)dx =

Z 1

�1
gn(x)dx

where gn(x) = �[�
p
2n;
p
2n](x)e

x(1� x2

2n
)n; x 2 R: Now

lim
t!1

gn(x) = e
x�x2

2 =def h(x)

and, as ey � 1 + y; y 2 R;

(1� x2

2n
)n � e�x2

2 if �
p
2n � x �

p
2n:
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Hence,
j gn(x) j� h(x); x 2 R; n 2 N+

where h 2 L1(m ) and by using the dominated convergence theorem,

lim
n!1

In = lim
n!1

Z 1

�1
gn(x)dt

=

Z 1

�1
ex�

x2

2 dx = e
1
2

Z 1

�1
e�

(x�1)2
2 dx = e

1
2

p
2�:

2. Let (X;M; �) be a positive measure space and f : X ! R an (M,R)-
measurable function. Moreover, for each t > 1; let

a(t) =
1X

n=�1
tn�(tn �j f j< tn+1):

Show that

lim
t!1+

a(t) =

Z
X

j f j d�:

Solution. De�ne

gt =
1X

n=�1
tn�ftn�jf j<tn+1g if t > 1

and note that the Beppo Levi theorem implies thatZ
X

gtd� = a(t):

If j f(x) j= 0; then gt(x) = 0. Moreover, if tn �j f(x) j< tn+1 for some
integer n; then gt(x) = tn andj f(x) j� gt(x): Thus

j f j� gt

and we get Z
X

j f j d� �
Z
X

gtd� = a(t):
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Next suppose j f(x) j> 0 and choose n such that tn �j f(x) j< tn+1:
Then

tgt(x) =
1X

n=�1
tn+1�ftn�jf j<tn+1g(x) = t

n+1 >j f(x) j

and, hence,
tgt �j f j :

Now, by integration,

ta(t) �
Z
X

j f j d�:

Thus

t�1
Z
X

j f j d� � a(t) �
Z
X

j f j d�

and

lim
t!1+

a(t) =

Z
X

j f j d�:

3. Suppose (X;M; �) is a �nite positive measure space and f 2 L1(�): De�ne

g(t) =

Z
X

j f(x)� t j d�(x); t 2 R:

Prove that g is absolutely continuous and

g(t) = g(a) +

Z t

a

(�(f � s)� �(f � s))ds if a; t 2 R:

Solution. Suppose " > 0 is given and let ]ak; bk[ ; k = 1; :::; n; be disjoint
open intervals such that �n1 j bk � ak j< "=(1 + �(X)): Then

j g(ak)� g(bk) j=j
Z
X

j f(x)� ak j � j f(x)� bk j d�(x) j

�
Z
X

jj f(x)� ak j � j f(x)� bk jj d�(x)

�
Z
X

j (f(x)� ak)� (f(x)� bk) j d�(x) = �(X) j bk � ak j
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and, consequently,
nX
1

j g(ak)� g(bk) j� ":

This proves that g is absolutely continuous and therefore g0 exists a.e. with
respect to Lebesgue measure on R and

g(t) = g(a) +

Z t

a

g0(s)ds for all t 2 R:

Let A = ft 2 R; �(f = t) > 0g and note that A is at most denumerable.
To compute g0(s) for �xed s =2 A; let (hn)10 be a sequence of non-zero real
numbers which converges to zero. Then

g(s+ hn)� g(s)
hn

=

Z
X

j s+ hn � f(x) j � j s� f(x) j
hn

d�(x)

=

Z
ff 6=sg

j s+ hn � f(x) j � j s� f(x) j
hn

d�(x):

Here

j j s+ hn � f(x) j � j s� f(x) j
hn

j� 1

and

lim
n!1

j s+ hn � f(x) j � j s� f(x) j
hn

=

�
1 if s > f(x)
�1 if s < f(x):

Now the dominated convergence theorem gives

g0(s) =

Z
ff 6=sg

(�ff<sg � �ff>sg)d� =
Z
X

(�ff<sg � �ff>sg)d�

= �(f < s)� �(f > s) = �(f � s)� �(f � s):

In particular,
g0(s) = �(f � s)� �(f � s)

a.e. with respect to Lebesgue measure on R and since g is absolutely con-
tinuous we have

g(t) = g(a) +

Z t

a

(�(f � s)� �(f � s))ds if a; t 2 R:
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4. Suppose (X;M; �) is a positive measure space and An 2M; n 2 N+: Set

E =
[
n2N+

An and F =
\
n2N+

An:

(a) Show that
lim
n!1

�(An) = �(E)

if A1 � A2 � A3 � ::: .

(b) Show that
lim
n!1

�(An) = �(F )

if �(A1) <1 and A1 � A2 � A3 � ::: .

5. State and prove the monotone convergence theorem.

Solutions:
INTEGRATION THEORY (7.5 hp)
(GU[MMA110] ;CTH[TMV 100])
January 11, 2010, morning (5 hours), v
No aids.
Examiner: Christer Borell, telephone number 0705292322
Each problem is worth 3 points.

1. Suppose p 2 N+ and de�ne fn(x) = npxp�1(1� x)n; 0 � x � 1; for every
n 2 N+: Show that

lim
n!1

Z 1

0

fn(x)dx = (p� 1)!:

Solution. We haveZ 1

0

fn(x)dx =

�
x =

t

n

�
=

Z n

0

tp�1(1� t

n
)ndt
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=

Z 1

0

�[0;n](t)t
p�1(1� t

n
)ndt:

Set gn(t) = �[0;n](t)t
p�1(1� t

n
)n; t � 0: Then

lim
t!1

gn(t) = t
p�1e�t =def h(t)

and, as ey � 1 + y; y 2 R; it follows that

j gn(t) j� h(t); t � 0; n 2 N+:

Here h 2 L1(m on [0;1[); and by using the dominated convergence theorem
we have

lim
n!1

Z 1

0

fn(x)dx = lim
n!1

Z 1

0

gn(t)dt

=

Z 1

0

tp�1e�tdt = �(p) = (p� 1)!:

2. Let (X;M; �) be a probability space and suppose the sets A1; :::; An 2M
satisfy the inequality

Pn
1 �(Ai) > n� 1: Show that �(\n1Ai) > 0:

Solution. We have

nX
1

�(Aci) =
nX
1

(1� �(Ai)) = n�
nX
1

�(Ai) < n� (n� 1) = 1:

Hence

�(
n[
1

Aci) �
nX
1

�(Aci) < 1

and

�(

n\
1

Ai) = �((

n[
1

Aci)
c) = 1� �(

n[
1

Aci) > 0:

3. Let � and � be probability measures on (X;M) such that j ��� j (X) = 2:
Show that � ? �:
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Solution. Set � = (� +�)=2 and note that � and � are absolutely continuous
with respect to the probability mesure �: By applying the Radon-Nykodym
theorem we get non-negative measurable functions f and g such that d� =
fd� and d� = gd�: Here Z

X

fd� =

Z
X

gd� = 1;

d(�� �) = (f � g)d�
and

d j �� � j=j f � g j d�:
Now, since j f � g j� f + g;

2 =

Z
X

j f � g j d� �
Z
X

(f + g)d� = 2

and we conclude there exists a set A 2M with �(A) = 1 such f+g =j f�g j
on A or, stated otherwise, (f + g)2 =j f � g j2 on A: Thus fg = 0 on A: Now
set P = fx 2 A; f(x) > 0g and N = P c: Then �(P ) = 1 and �(N) = 1 as
�(Ac) = �(Ac) = 0: This proves that � ? �:

4. State and prove Fatou�s Lemma.

5. Let � be a �nite signed measure and � a positive measure on (X;M):
Show that � << � if and only if for every " > 0 there exists � > 0 such that
j �(E) j< " whenever �(E) < �:

Solutions:
INTEGRATION THEORY (7.5 hp)
(GU[MMA110] ;CTH[TMV 100])
August 16, 2010, morning , V.
No aids.
Examiner: Christer Borell, telephone number 0705292322
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Each problem is worth 3 points.

1. Let (X;M; �) be a positive measure space, fEkgnk=1 a collection of mea-
surable sets, and fckgnk=1 a collection of positive real numbers. Set

�(A) =
nX
k=1

ck�(A \ Ek); A 2M:

Show that � is absolutely continuous with respect to � and �nd its Radon-
Nikodym derivative d�

d�
:

Solution. If A 2 M and �(A) = 0 we have �(A \ Ek) = 0 for k = 1; :::; n
and it follows that �(A) = 0: Hence � << �: Moreover, if A 2M;

�(A) =
nX
k=1

ck

Z
A

�Ekd� =

Z
A

nX
k=1

ck�Ekd�

and thus
d�

d�
=

nX
k=1

ck�Ek :

2. Suppose a > 1. Show thatZ 1

0

xa�1

e2x � 1dx = 2
�a�(a)&(a)

where

�(a) =

Z 1

0

ta�1e�tdt

and

&(a) =

1X
n=1

n�a:

Solution. We have

I =def

Z 1

0

xa�1

e2x � 1dx = 2
�a
Z 1

0

xa�1e�x

1� e�x dx
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= 2�a
Z 1

0

xa�1e�x
1X
n=0

e�nxdx:

Thus by monotone convergence

I = 2�a
1X
n=0

Z 1

0

xa�1e�xe�nxdx

= 2�a
1X
n=0

1

(n+ 1)a

Z 1

0

ya�1e�ydy = 2�a�(a)

1X
n=0

1

(n+ 1)a

= 2�a�(a)&(a):

3. Suppose

�(A) = �1(A) =
1

2

Z
A

e�jtjdt; A 2 BR;

�2 = �� �; :::; and �n = �n�1 � �; n � 2. Moreover, let " > 0 and de�ne

An =
�
x 2 Rn; jj x j2 �2n j� "n

	
where j x j=

p
x21 + :::+ x

2
n if x = (x1; :::; xn) 2 Rn: Show that

�n(A
c
n) �

20

n"2

and conclude that
lim
n!1

�n(An) = 1:

Solution. First note that �n is a probability measure andZ
R

t2d�(t) = 2:

By the Markov inequality

�n(A
c
n) �

1

n2"2

Z
Rn

(j x j2 �2n)2d�n(x)

=
1

n2"2

Z
Rn

(

nX
1

(x2k � 2))2d�n(x)
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=
1

n2"2

nX
1

Z
Rn

(x2k � 2)2d�n(x) +
2

n2"2

X
1�j<k�n

Z
Rn

(x2j � 2)(x2k � 2)d�n(x):

Here, if j 6= k;Z
Rn

(x2j � 2)(x2k � 2)d�n(x) =
Z
R

(x2j � 2)d�(xj)
Z
R

(x2k � 2)d�(xk) = 0

and we get

�n(A
c
n) �

C

n"2

where

C =

Z
R

(t2 � 2)2d�(t) = 20:

Consequently,
lim
n!1

�n(A
c
n) = 0

and since 1� �n(Acn) = �n(An) � 1; we have

lim
n!1

�n(An) = 1:

4. Let C be a collection of open balls in Rn and let V = [B2CB: Prove that
to each c < mn(V ); there exist pairwise disjoint B1; :::; Bk 2 C such that

�ki=1mn(Bi) > 3
�nc:

(Here mn denotes Lebesgue measure on Rn.)

5. State and prove the Hahn decomposition theorem.


