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1 Mobius transformations and the Riemann sphere

There is a deep connection between circles and lines in the plane C ~ R?, and any circle or line
can be mapped to any other circle or line by a so called M&bius transformation. By “adding” a
point to C in a certain way one obtains a new space C, the Riemann sphere, which indeed has
many properties in common with an ordinary sphere. Mobius transformations are then certain
natural bijective maps from C to C.

One may visualize the Riemann sphere C and its connection to the plane C geometrically
as follows. Consider a sphere in R? with two antipodal points; a south pole s and a north
pole n. The corresponding equator is a circle in a certain plane which we identify with C in
such a way that the center of the circle is the origin in C. We can then define a bijective map
7 from the sphere minus the north pole to C: Given a point p # n on the sphere there is a
well-defined line in R? through p and n. This line intersects C in a unique point ¢; the map
7 is then defined by setting m(p) = ¢. This map 7, which is a version of the Stereographic
projection, has many interesting geometric features. For instance, it explains the connection
between circles and lines in C. Indeed, circles on the sphere (i.e., the intersection of the sphere
and a plane in R?) not going through the north pole are mapped by 7 to circles in C whereas
circles going through the north pole are mapped to lines in C.

1.1 Circles and lines

A line ¢ in C can be described in several ways. For instance, if zg and wg are two different
points on ¢, then ¢ is the set of complex numbers of the form zg + t(wg — z9) where t is a real
number; if zg = xg + Yo and wg = ug + vy, then this is just the usual parametrization of the
line in R? through (x¢,vo) and (ug,vp) written in complex notation. Another way to describe
¢ is first to pick a line ¢+ orthogonal to £ and two points « and 8 on ¢+ with the same distance
to £. Then / is the set of points z such that the distances |z — a| and |z — | are the same, i.e.,

t={z€Clz—al=|2-08} ={2€C; |z —al/|z - | = 1}.

Circles in C may also be described in different ways. Given the center a and the radius r
the circle is conveniently described as the set of z € C such that |z —a| = r, and the circle can
be parametrized by the interval [0, 27) using the map

tsa+re =Rea+rcost+i(Ima+ rsint).

However, a circle can also be described in a, at least at first sight, less intuitive way. Let
a,f € Cand X € [0,00) \ {1} be given. One can verify (do it, it’s a good check that you're
fluent in the computation rules in Appendix A) that the equation

zZ—«
=A 1.1
— (1)
is equivalent to the equation
MB—a| Na-4
— = . 1.2
TN T e (12)

This means that in fact is the equation of a circle with center (A28 — a)/(A? — 1) and
radius A\ja— 3|/|A\%2 —1|. Conversely, by Exercise 2, any circle may be described by an equation
like .

We have thus seen that is the equation of a line if A = 1 and the equation of a circle
if A € [0,00)\ {1} (the case A = 0 is degenerate, the corresponding circle has radius 0, i.e., it is
just a point). This observation is a first indication of the correspondence between circles and
lines.
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1.2 Mobius transformations

We will now look at maps that preserve the set of all circles and lines. For any a € C\ {0} and
any b € C the maps
fia(2) =az and fop(z) =2+

map circles to circles and lines to lines since fi 4 is a scaling and a rotation about 0 of C and
fap is a translation. To be able to change a circle into a line, and vice versa, we introduce
f3(z) =1/z. A priori this is not defined for z = 0 but we give it a meaning as follows. Let

C:=CU{x}.

This requires some explanations; “00” is just a (suggestive) notation of an abstract point and C
is the set of all complex numbers together with this abstract point. (We don’t do any geometric
interpretation of C yet, at this point it is just a set.) We define f3 to be the map C—C given
by
f3(0) =00, f3(c0) =0, f3(z)=1/zfor z € C\ {0}.

We also extend the maps fi, and fa 5 to be maps of C by setting f1,q(0c0) = oo and f3 (00) = o00.
In this way we have obtained bijective map or automorphisms, fi 4, f2, f3 of C and their
inverses are of the same type (what are the inverses?). Clearly compositions of such maps are
again automorphisms of C and we obtain a group of automorphisms where the group operation

is composition. In view of Exercise 3, any composition of maps of the types fi 4, fo, and f3
is of the form

et N S AT
f(z) =¢ ,z2=—0/v (1.3)

o
>

where «, 8,7, € C and ad — By # 0. Conversely, see Exercise 47 any map of the form (11.3))
is a composition of maps of the types fi14, f2s, and f3. The automorphisms of C of the form
(1.3) are called Mobius transformations.

, 2 = 00,

Theorem 1.1. Mobius transformations preserve the set of circles and lines in C.

Bevis. Since any Mobius transformation is a composition of maps of the types f1,4, fo, and
f3, and maps of the types f1, and fa; preserve the set of circles and lines, it is sufficient to
check that the map f3 preserves the set of circles and lines.

Let C be a circle or line. We know that it can be described by an equation |z —a|/|z— ] = A
for some a, 5 € C and A > 0. Then

f3(C) = {w=1/z|z—al/lz - B] = A}
_ S [1/w— «f _
- { ' iw—p] A}‘

Yw=al [1—aw| |a|jw=1/a]

[1jw—Bl  [1=pw [B|lw—1/8]
so f3(C) is again described by the equation |w — 1/al/|lw — 1/5| = A|B|/|al, i.e., it is a circle
or a line. The cases @ = 0 or § = 0 may be checked separately in a similar way. O

But

!These are in fact continuous in the sense described in Appendix B.
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1.3 Visualizing Mo6bius transformations of the Riemann sphere

Let ¥ be the sphere {(x,y,2) € R3; 22 +¢y% 4+ 22 = 1} and let P be the zy-plane, i.e., P =
{(z,y,2) € R3 2z = 0}. We denote the north pole (0,0,1) by n and the south pole (0,0, —1)
by s; we will define two stereographic projections, m,: ¥\ {n} — P and ms: ¥\ {s} — P.

Given (z,y,2) € X\ {n} consider the line in R3 through n and (=, y, 2); it can be parametri-
zed by R using the map ¢ — (tz,ty,1 + t(z — 1)). This line intersects the plane P in a point
that we denote by 7, (x,y, z). We can obtain an explicit expression for m,(x,y, z) as follows.
The line intersects P when ¢ is such that 1 +¢(z — 1) = 0, that is when ¢t = 1/(1 — z). Putting
this value of ¢ into the parametrization of the line we see that

Tn(z,y,2) = (2/(1 - 2),y/(1 - 2),0).

Similarly, given (z,y,2) € ¥\ {s} we define m4(z,y, z) to be the point of intersection between
P and the line through s and (z,y, z), and we get

ms(2,y,2) = (2/(1+2),y/(1 + 2),0).

One can check (Exercise [I|5)that the inverses of m, and m, are given by

_ 2x 2y vty -1
1
0 — d 1.4
, (g;’y’ ) <1+x2+y271+x2+y2’1+x2+y2 an ( )

_ 2x 2y —$2—y2_|_1
7751(‘/1:)?%0): < ,

1.5
1+22+y? 1+224+9y2 1422+ 42 (1:5)
respectively.

_ We can identify the plane P and C in two different ways using the maps id: P — C and
id: P — C defined by id(z, y,0) = z+iy and id(x, y,0) = z—iy, respectively. For w = z+iy # 0
we now have

= = — 2 2 21
idOT('soﬂ';lOid_l(’U)) = idOﬂ'SOﬂ'El(x7y’O):idoﬂ-s< € Yy |1U| >

1+ w2’ 1+ w2 1+ |w|?

— X Y T Ly w
= d 777,0 = — =
1 <|w2 jw]? > W~ Tl T JwP

1

w

This means that if we identify C with by identifying w = x +iy with m, (z,y,0) and oo with
n, then the map f3 defined above is the automorphism of ¥ defined by (z,y, 2) — (z, —y, —2),
Le., reflection in the z-axis.

Via this identification of C with 3 we get a geometric interpretation of Casa sphere which is
called the Riemann sphere. Moreover, since we already have geometric interpretations of maps
of the types f1, and foy, defined above, and any Mobius transformation is a composition of
such maps and f3-maps, we have a way of visualizing any M&bius transformation as a certain
automorphism of the Riemann sphere.

Exercises
M1 Show that Equation (1.1) and Equation (|1.2]) are equivalent.

M2 Let a € C and r > 0. Show that there are o, f € C and A € [0,00) \ {1} such that

7)\2ﬁ—04 ~ Ala—3]

“=or M T ey
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3 Show, for instance using induction, that any composition of maps of the types fi 4, fap,

and f3 is of the form ([1.3).

M4 Show that a Mobius transformation is a composition of maps of the type fi 4, fap, and

[
.5 Check that the inverses of 7, and 74 are given by and , respectively.
M6 Compute f3(¢) where £ is the line {1 + it; t € R}.
M7 Find a Mobius transformation that maps the real line to the unit circle.

08 Let f(2) = (# —1)/(2 + 1). Find the fixed points of f, i.e., find all points z on C such
that f(z) = z. Compute the images of the unit circle and the real axis respectively.
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2 Two-variable real calculus in complex notation

We will recall some results and notions from calculus in two real variables and rewrite them in
a notation that is suitable for complex analysis.

2.1 Differentiability

Let f be a (possibly complex-valued) function defined in an open subset Q C C ~ R2. Recall
from calculus that f is differentiable at a point zg = xo+iyo € 2 if there are (possibly complex)
numbers A and B such that

f(x,y) = f(xo,y0) + Az — 20) + B(y — 1) + o(v/(z — 20)% + (y — y0)?). (2.1)

If there are such A and B then the partial derivatives of f at the point (xq,yo) exist and

A= g—f(ﬂ],yo), B = g—f(ajo,yo). By setting C' := (A —iB)/2 and D := (A +iB)/2 we can
x Yy
rewrite (do it!) (2.1]) as
f(z) = f(z0) + C(z — 20) + D(z — Zo) + o(|z — 20]).

Thus, if we define partial derivatives with respect to z and z by setting

0 0 0
87]20(20) = %(8*;8(900, Yo) — ié;(ﬂfo,yo)>, (2.2)
0 0 0
S ) i= 5 (50 Canan) + 51 (0,0)), 2.3)
then may be written as
£(2) = F(0) + 9L (z0)(z — 20) + P (0)(z — 7o) + (1= — 2ol (2.4

Proposition 2.1. Let f: Q) — C be differentiable at zo € . Then

lim f(zo+h) — f(20)
h—0 h

(2.5)

exists if and only if g‘f(zo) = 0. Moreover, if (2.9)) exists then it is equal to gf(zo).
z z
of . .
Proof. Assume first that §(zo) = 0. Setting z = zp + h in ([2.4) we get
z

f(z0+h) = f(z0) _ Of
h E

o(|hl)
o

(Zo) +

0
and since o(|h|)/h — 0 as h — 0 we see that (2.5]) exists and equals 8—f(zo).
z
Conversely, assume that (2.5)) exists. Setting z = z9 + h in (2.4]) and rewriting we get

of flzo+h) = f(z0) Of o(|h])

h
97203 = h EX h

0z (20) +

By assumption the limit as A — 0 of the right-hand side exists and so the limit of the left-
hand side exists; recall (see, e.g., Appendix B) that this means that for every sequence {h,}
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h
of complex numbers converging to 0, the sequence ?(zo)h—n converges to one fixed number.
< n
If we let h — 0 along the real axis, e.g., we choose h,, = 1/n, then

of
0z

ho, of
(zo)h—n — g(zo), n — 00.

On the other hand, if let h — 0 along the imaginary axis, e.g., choosing h,, = i/n, then

of , \hn  Of
%(zo)hfn—)—g(zo), n — O0.
of . of of .
:[_Iel'lce7 5(2’0) = 5(20) and SO 5(20) = 0 D

A function f: Q — C such that the limit exists is said to be complex differentiable at
zo. We notice that if f is complex differentiable at zy then f is continuous at zo, Exercise[2]4. We
notice also that the proposition above in this terminology says that a differentiable function is
complex differentiable if and only 0f/0z = 0. We will see in Theorem below that a function
f that is complex differentiable, but a priori not necessarily differentiable, in fact still satisfies

af /9% = 0.

2.2 Curves and contour integrals

Let Q C C ~ R? be open. By a parametrized curve in Q we mean a continuous map v: I — €,
where I C R is an interval. A parametrized curve = is said to be simple if 7 is injective and
closed if the image (I) is a closed subset of C and lim;_,,+ y(¢) = lim;_,;— y(t), where a and b
are the left and right end points (possibly —oo and 00) of the interval I, respectively. A subset
C of Q is called a curve in Q if it is the image of a parametrized curve in Q, i.e., if C = y(I) for
some parametrized curve v in ). A curve is simple and closed, respectively, if it correspond to
a parametrized curve which is simple and closed, respectively. We will refer to a parametrized
curve corresponding to a curve C as a parametrization of C.

General curves may look very non-curve-like, for instance the so called Peano curve (google
it) fills the 2-dimensional square [0,1] x [0,1]. In these notes such curves will not be of in-
terest and we always assume some extra conditions to ensure that our curves are curve-like.
Specifically, we often assume that our parametrized curves are C''-smooth, or simply smooth,
meaning that v is continuously differentiable, or at least that they are piecewise C''-smooth.
This means that there are points - -t < ¢ < tg4+1 < --- in I such that the restriction,
Vgt of v to the sub-interval (tg,tx11) of I is Cl-smooth for all k. We say that a subset C

of  is a C'-smooth (piecewise C'-smooth) curve if C = (I) for some C'-smooth (piecewise
Cl-smooth) parametrized curve .

Example 2.2. Let v(t) = e = cost + isin t, 0 <t < 2m. Then 7 is a smooth closed curve in
C. The image of ~ is the unit circle {z € C; |z| = 1}, which is smooth, closed, and simple. We
can make v simple too by restricting ¢ to [0, 27).

Example 2.3. Theset {z=2+iy € C;y=0,-1<2z<1}U{z € C; |z|] = 1,Imz > 0},
which is the upper part of the unit circle together with the interval [—1, 1], is a simple closed
piecewise smooth curve.

A simple closed curve in C divides C into two connected pieces, one bounded piece, called
the interior of the curve, and one unbounded. This follows in general from the Jordan curve
theorem which is a rather deep result. However, for most curves appearing in these notes this
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will be obvious. An orientation of a curve C is a choice of traveling direction along C. A simple
closed curve C is said to be positively oriented if the traveling direction is such that one has
the interior of C on the left-hand side; it is said to be negatively oriented if the interior is on
the right-hand side. When we say that «v: I — C is a parametrization of an oriented curve C
we always mean that «(¢) runs through C in the direction given by the orientation as ¢ runs
through I from left to right.

Let C ¢ C ~ R? be a C'-smooth simple oriented curve and let P and Q be continuous
functions defined on C. We recall from calculus that the line integral of the differential formE|
Pdz 4+ Qdy is defined as follows. Let v: I — R? be a simple C'-smooth parametrization of C
(tacitly assumed compatible with the orientation). We write v(t) = (z(¢), y(¢)). Then

/CPd:c + Qdy = / (P(v(8)2'(t) + Q(v(1)y'(t)) dt. (2.6)

tel

This is well defined since we know from calculus that the right-hand side is independent of
the choice of simple parametrization v of C. More generally, if C is a piecewise smooth curve,
which is also piecewise oriented, then we divide C into pairwise disjoint curve-pieces C; that
are smooth, simple, and oriented, and we set

/de + Qdy := Z/ Pdx + Qdy.
c —~ Jc;
7 J

Let us rewrite line integrals in R? ~ C in complex notation. If z = x + iy then z = x — iy
and it is natural to define

dz :=dx+idy and dz:=dzx —idy. (2.7)

It follows that dr = (dz + dz)/2 and dy = (dz — dz)/2i and a simple computation shows that
we can write a differential form Pdx + Qdy as

Pdx + Qdy = %(P —iQ)dz + %(P +1iQ)dz.

In particular, if f is a differentiable function we have by (2.2) and (2.3)) that

of of . of of
a$dx+ ayaly— (9de+ Oidz’ (2.8)

cf. Exercise 7 below. If now «(t) = z(t) + iy(t) is a C'-smooth function I — C ~ R?, then
~(t) := x(t) — iy(t) is a Ct-smooth function and we can rewrite the right-hand side of (2.6] as

/tEI (P(v(t)) —iQ(v(t)) V)t P(y(t) + iQ(y(t”’y’(t)) dt,

2 2

which we define to be the integral of the differential form (P —iQ)dz/2 + (P +iQ)dz/2 along
the curve (7).

To sum up, any differential form Pdz+Qdy may be written fdz+gdz, where f = (P—iQ)/2
and g = (P+1iQ)/2, and, conversely, any differential form fdz+ gdz may be written Pdx+ Qdy
by setting P = f + g and Q = i(f — g). Moreover, the contour integral of fdz + gdz along an
oriented curve C is defined by

/fdz—i—gdz ::/(f+g)d:v+i(f—g)dy,
C C

where the right-hand side is the ordinary line integral as defined in calculus.

2We presume some basic operative knowledge about differential forms.
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Example 2.4. Let C = {z € C; |z| = r} with positive orientation (i.e., run through counter-
clockwise) and let f(z) = 1/z; notice that f is defined for z € C. Compute the contour integral

/fdz

Solution: Choose 7(t) = re
then have

i = rcost+isint, 0 <t < 2m, as simple parametrization of C. We

2w

2
/C fds = /c fo +ifdy = /0 F(v®) (@) + i/ (1))t = /0 ()7 (1)t

2m : . 27

— t t

_ / rsin +.z7“ <.:os g — / idt — 9.
o rcost+irsint 0

This computation can be made shorter and more suggestive by noting that if z = re’, then
dz = ire'dt (show this!), and so

27 itdt 21
/deZ/ Ui :/ idt = 2mi.
c o re 0

We now recall Green’s formula from calculus; it relates the line integral of a differential
form along the boundary of an open set €2 to an integral over 2. More precisely, we have

Theorem 2.5 (Green’s formula). Let  be a bounded open subset of R?> ~ C and assume
that its boundary, 0, is a piecewise C'-smooth curve, positively oriented. Let P and Q be
continuously differentiable functions defined in some open set U D ). Then

_ 0@ _or
- Pdz + Qdy = // ( y) dxdy.

In particular, if f is a continuously differentiable function in U D € it follows that

of
fdz = 2i // ——dzdy. 2.9
20 o 0% (29)
In fact, by Green’s formula and (2.3 we have

fose = [ s [
= // <+ )dwd —21// azdazdy

Remark 2.6. If 02 is a union of piecewise smooth positively oriented curves 0€2;, then the
conclusion still holds if we construe the left-hand side as the sum of integrals over the boundary
parts 052;.

Let v: I — C be a smooth simple parametrized curve and assume that I is bounded. Then
the number [; |¥/(t)|dt is independent of such parametrization and thus only depends on the
curve C := y(I). We call this number the length of C and denote it by ¢(C). We define the
length of a piecewise smooth curve by dividing it into smooth simple pieces and sum up the
lengths of these.

Proposition 2.7. Let C C C be a piecewise smooth oriented curve and let f be a continuous

function defined on C. Then
| f)a
C

<sup|f(2)] - £(C).

zeC
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Proof. Possibly after dividing C into suitable pieces we may assume that C is given by a smooth
simple parametrized curve v: I — C. Then we have

/If(v(t))v’(t)dt‘ S/Ilf(v(t \dt<sup|f }/!v )|dt

= sup[f(2)] - £(C).

zeC

The second inequality is well-known from calculus as is the first, at least if f(v(¢))7'(t) is real
for all t. A proof that it holds in general is outlined in Exercise [25. 0

Exercises

21 Let f and g be differentiable functions. Show that

0 af 0 _ af dg

(a) p (af + bg) ag + b@ and 53 (af + bg) = a5 b@ for all complex constants
a and b,
0 of 0 8f

() 5-(f-9) = f + 95 and ==(f-9) = f 9%

9

@ 2() = gaf/az 1009z g 0 (1) 01/0% — fog/02

92 and — p

7 53 if g #0.

212 Compute g and a—{ when
0z 0z

af of of\ _of
213 Show that (8,2) 5 and <82) =55

24 Show that if f is complex differentiable at zg, then f is continuous at zg.

2l5 Let I C R and let g: I — C be a function. The purpose of this exercise is to outline a

proof of the inequality
st < [lawla (20)
I I

given that we know the corresponding inequality for real-valued functions.
(a) Assume that [, g(t)dt is a real number, i.e., that [,Im g(¢)dt = 0, and show ([2.10))
in this case using computation rule (12) in Appendix A.

(b) Show that there is a # € R such that e J;9( ; 9(t)dt is a real number and conclude
using part (a).

26 Compute the integral / f(2)dz, where f(z) = Rez and C is the oriented curve given by
C

the parametrization () = ¢t +it?, 0 < ¢t < 1. Notice that f is real-valued; is the integral
a real number?

L7 Let v: I — C be a smooth parametrized curve and let f be a differentiable function in
an open set containing y(I). Set ¥ (t) = f o y(t) and use the Chain rule of calculus to

show that ¥/'(t) = gﬁ(’y(t)) (1) + g’i (v(®) -7 (®).
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218 Let C be a piecewise smooth oriented curve of finite length in C and let f,, n=1,2,...,
be continuous functions on C such that f,(z) converges uniformly on C to some function
f(2). Show, e.g., using Proposition that

lim fn(z)dz:/cf(z)dz.

n—oo Id

2mi if k= —1
219 Show that / (z —a)kdz = W.Z : " cf. Example [2.4
8D(a’7‘) 0 lf kj # -1
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3 Holomorphic functions and Cauchy’s theorem and formula

We define a holomorphic function as a C'-smooth function that is complex differentiable and
we show some basic properties. We also show that complex differentiability alone implies that
the Cauchy-Riemann equation(s) are satisfied. We then prove Cauchy’s theorem using Green’s
formula and show how Cauchy’s formula follows from his theorem.

3.1 Definition and basic properties of holomorphic functions

Recall that a function f defined in an open subset Q of R? ~ C is C'-smooth in 2, f € C}(Q),
if the partial derivatives 0 f/0x and J0f /0y exist at each point z € ) and depend continuously
on z. From calculus we know that if f is C''-smooth in €2 then f is in particular differentiable
at each point of Q2.

Definition 3.1. Let € be an open subset of C and let f: & — C be a function. Then f is
holomorphic in Q if f € C'(Q) and f is complex differentiable at each point of €, i.e., if the
limit (2.5)) exists for each zp € Q.

Notice that, by Proposition a C'-smooth function f is holomorphic if and only if
df/0z = 0. Moreover, if f is holomorphic then the limit (2.5 is equal to 9f/0z at the point
20; we will then usually write [’ instead 0f/0z and refer to f’ as the derivative of f.

Remark 3.2. The requirement f € C'(Q) is actually superfluous and indeed follows if f is
assumed complex differentiable at each point. This is an interesting fact that we will prove
below (Goursat’s theorem) but, in my opinion, not so important for complex analysis since
checking C'-smoothness often is easier than checking that exists everywhere.

Let f and g be holomorphic functions in an open set {2 C C. Then af + bg is holomorphic in
) for all constants a and b, fg is holomorphic in €2, and f/g is holomorphic in 2 if ¢ is non-zero.
Indeed, it is clear that af + bg, fg, and f/g are C'-smooth and since df/0z = dg/dz = 0 it
follows that d(af + bg)/0z = 0, that d(fg)/0z = 0, and that d(f/g)/0z = 0, see Exercise [2]1.

Example 3.3. The function f(z) = z is holomorphic in C since it is obviously C!, and complex
differentiability is straightforward to check. (It is also straightforward to check that 0f/0z = 0,
cf. Exercise 2.) Thus, any polynomial Y 7_, axz" is holomorphic in C. Moreover, if p(z) and
q(z) are polynomials, then the rational function p(z)/q(z) is holomorphic in C\ {z; ¢(z) = 0}.

If f is holomorphic in © and g is holomorphic in an open set containing the image f(2), then
the composition go f is holomorphic in Q. In fact, it is known from calculus that go f € C1(Q)
and as in one-variable real calculus one can show that g o f is complex differentiable at each
point of 2. A different argument is suggested in Exercise |1 below which also shows that we
have the following version of the Chain rule for holomorphic functions:

(g0 ) (2) =4 (f(2) - f'(2).

The following result can be seen as a version of the Fundamental theorem of calculus for
holomorphic functions.

Proposition 3.4. Let f be holomorphic in an open set £ and let C be an oriented piecewise
smooth curve in ) starting at a and ending at b. Then / f'(2)dz = f(b) — f(a).
c

Notice in particular that the contour integral / f'(2)dz only depends on the start and end

points of C, not on the particular curve connecting these points.
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Proof of Proposition[3.7) Possibly after dividing C into pieces we may assume that we have a
C'-smooth parametrization «: I — C of C. Write «(t) = z(t) + iy(t) and let tq and ¢; be the
left and right endpoints, respectively, of I. Now, since f is holomorphic we have, in view of

([2-8), that f/(z)dz = 0f /0x dx + 0f /0y dy and so

[rea =[S S [ (Sew+ Svw)a- [ Lo

= f(v(t1) — f(v(to)) = f(b) — f(a).

The third equality follows from the chain rule of calculus (cf. Exercise 7) and the fourth
equality is the Fundamental theorem of calculus applied to the function g(t) = f ('y(t)) O

One indication that the existence of the limit alone has strong consequences is the
next result; it shows that a function f that is complex differentiable at a point, but a priori
not necessarily differentiable, satisfies 0f/0z = 0, cf. Proposition above and the comment
following its proof.

Theorem 3.5 (The Cauchy-Riemann equations). Let f be a function that is complex differen-
tiable at a point zo and write f(z) = u(z) +iv(z). Then the partial derivatives Ou/0x, Ou/dy,
ov/0x, and Ov/dy exist at zo and

ou ov ou ov
%(zo) = 87/(20)’ (’JTy(ZO) = —%(zo)

The equations (3.1)) are known as the Cauchy—Riemann equations (at zp) and they are
equivalent to the equation df/0z = 0. To see this we recall (| and compute:

of  1(af  .of du Ov (O O
e <agc+ ay) <8x "or T (8y+ ay)>
_!;@_@+4@+@>
2\ 0z Oy oy 0x/)°

Identifying real and imaginary parts we thus see that 0f/9z = 0 at zg if and only if (3.1]) hold.

(3.1)

Proof of Theorem[3.5. We know that the limit (3.1]) exists; denote it by f’(zp). By Lemma(14.10
(b) applied to the function g(h) := (f(z0 + h) — f(20))/h, the limits lims_o Re((f(z0 + k) —
f(20))/h) and limp,_,o Im((f (20 + h) — f(20))/h) exist and

flaoth) = flz0) s L20HR) = Fl20)
h h—0 h
If h is real, then Re((f(z0 + h) — f(20))/h) = (w(z0 + k) — u(z0))/h and Im((f(z0 + h) —
f(20))/h) = (v(z0+h)—v(20))/h, and so if we let i — 0 along the real axis, then the right-hand
side of (3.2)) equals Ou/dx + i0v/Jx at zyp. Hence, Ou/dx and dv/dx exist at zp and
ou ov
/ _ s
F(z0) = 5-(20) +i5-(20)- (3-3)
On the other hand, if h = it where ¢ is real, then Re((f(z0 + h) — f(20))/h) = (v(z0 +
it) — v(20))/t and Im((f (20 + h) — f(20))/h) = —(u(z0 + it) — u(z0))/t, and so if we let b — 0
along the imaginary axis, then the right-hand side of (3.2) equals Ov/dy —i0u/dy at zy. Thus,
OJv /0y and Ou/dy exist at zp and

f'(z0) = ’llli)I%) Re (3.2)

ov ou

f'(z0) = gy 20 i, (0) (3-4)

Identifying real and imaginary parts in (3.3)) and (| . ) the Cauchy-Riemann equations ([3.1))
follow. O
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Proposition 3.6. Let (2 C C be an open connected set and let f be a holomorphic function in
Q.

(a) If f' =0 in Q, then f is constant.
(b) If | f| is constant, then f is constant.
(c) If f(z) € R for all z € Q, then f is constant.

Parts (b) and (c) say that if the image, f(€2), is contained in a circle centered at 0 or in the
real axis, then f has to be a constant function. Thus, there are restrictions on what images of
holomorphic functions may look like.

Proof of Proposition[3.6, Part (a) follows from Proposition Indeed, any two points a and b
of 2 may be connected by a piecewise smooth curve C since €2 is open and connected. Therefore

f(b) = fla) = /f’(z)dz =0if f/ =0, and so f(a) = f(b) for any two points a and b of Q. It

C
follows that f is constant. A slightly different argument is suggested in Exercise [3]2.
To show part (b) assume that |f(z)| = ¢ for all z € Q. If ¢ = 0, then f(z) =0 for all z € Q

and we are done. Assume tharefore that ¢ # 0. We have ¢ = |f(2)|? = f(2)f(z) and so

_oun _of L of
0=—0: =1a: = 1o

_ _ of
Multiplying by f and using that ff = ¢ we then get 0 = c20—f. Since ¢ # 0 we must have
z
df/0z =0, ie., f/ =0. It thus follows from part (a) that f is constant.

To show part (c) assume that f(z) is real for all z. Then f(z) = f(z) and so 0f/0z =
O0f 0z = (0f/0z) = 0, see Exercise [2|3. Hence, f' = 0 and so f is constant by part (a). O

We conclude this section by saying something about “holomorphicity at co”. Let f be a
holomorphic function defined in Q@ = {z € C; |z| > r}. If we think of Q as a subset of the
Riemann sphere, then 2 is a “hat” on it with the north pole removed. The Mobius transfor-
mation g(z) = 1/z interchanges the north and the south poles and transforms € to the set
Q={weC; 0< |w <1/r}. Then f transforms to a holomorphic function f defined on
by setting f (w) := f(1/w). If it happens that f, a priori holomorphic in the punctured disc
{0 < w < 1/r}, can be extended to a holomorphic function in the disc {|w| < 1/r}, then we
say that f is holomorphic at oco.

3.2 Cauchy’s theorem and formula

Without further ado, here is

Theorem 3.7 (Cauchy’s theorem). Let Q C C be a bounded open set with piecewise smooth
positively oriented boundary 0. If f is a function holomorphic in an open set containing S,
then
f(z)dz=0.
o0
Notice that if f happens to be the derivative of a holomorphic function, then Cauchy’s
theorem follows from Proposition |3.4
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Proof of Cauchy’s theorem. From Green’s formula in complex notation, see (2.9)), we have

i [ g —
8Qf(z)dz—21//ﬂ 57 dxdy =0

since f is holomorphic. O

Remark 3.8. As with Green’s formula, the result also holds if 9€) is a union of curves 0f2;
provided that they satisfy the hypothesis and that we construe the integral over 0f2 as the sum
of integrals over the oriented boundary pieces 0f2;.

Cauchy’s theorem is fundamental for complex analysis and is the basis of our development of
the theory. The main reason why we assume C'-smoothness in the definition of holomorphicity
is that we want to get to Cauchy’s theorem quickly and without ad hoc methods.

Our first application of Cauchy’s theorem is Cauchy’s formula, which provides a way of
recovering a holomorphic function in 2 from its values on 9€2. In particular, if two holomorphic
functions agree on 0%, then they agree on .

Theorem 3.9 (Cauchy’s formula). Let Q C C and f be as in Cauchy’s theorem. Then

f@)= o [ LD

27 Joq z—a

for each point a € €.
To prove Cauchy’s formula we need the following analysis lemma.
Lemma 3.10. Let ¢ be a continuous function defined on the disc {z € C; |z| <r}. Then
lim o(z)dz/z = 2mi - ¢(0).
070 |z|=¢
Proof of Lemma[3.10 In view of Example 2.4 we have

o = [ @ Ey [ w0
/|Z|Q z /Z|g z I2|=0 P

= [ plO) T - 2wi0) = Iy 4 2w,

so if we can show that lim, oI, = 0, then we are done. To this end, let € > 0 be given. Since
¢ is continuous at 0 there is some § > 0 such that if |z| < § then |p(2) — ¢(0)| < e. Hence, if
0 < 0 then, by Proposition

dz z)— (0 €
=/ o) - o) | < sup M\ U(J2] = o) = <20 = 2me.
|z|=0 Z |z|=0 z 0
Since € > 0 is arbitrary it follows that lim,_,q I, = 0. ]

Proof of Cauchy’s formula. After a translation we may assume that ¢ = 0. Since now 0 € ) and
() is open there is some g > 0 such that the closure of the disc D(0, p) = {z; |2| < o} is contained
in Q. Then 9Q together with dD(0, p) is the boundary of an open set  C Q. We orient
0D(0, p) as the boundary of D(0, g) as usual, i.e., 9D(0, p) is oriented counterclockwise. Letting
—0D(0, o) denote the curve with opposite orientation we have that —9D(0, ) is oriented as
a boundary part of Q. By Cauchy’s theorem and Remark applied to Q and the function

f(2)/z we get
B f(z)dz f(z)dz _ f(z)dz B f(z)dz
- i /—317(0,@) /Z|Q .

o0 z z o0 z z

But this holds for all sufficiently small ¢ > 0, and so, letting 0 — 0 and using Lemma [3.10], we
get the desired equality. O
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Exercises

Bl1 Let f(z) be holomorphic, let g(w) be holomorphic on the image of f, and let h = go f

be the composition. Show, using the chain rule of two-variable real calculus and the

Cauchy-Riemann equations (3.1)), that % = 0 and that ?(zo) gz (f(z0)) - %(zo).

B2 Let f be a holomorphic function in an open connected set and assume that f/ = 0. Show
that 0f /0x = 0f /0y = 0 and conclude, using a suitable result from calculus, that f is a
constant function.

B3 Show that if f is holomorphic at oo then lim|,_, f(2) exists.

az+b
+d

Bl4 Show that f(z) = is holomorphic at oo if ¢ # 0.

[Bl5 Compute the contour integral / f(2)dz when
C

(a) f(z) = 2% and C is the line segment from 0 to 1 + 1,

(b) f(2) = Y}_garz® and C is the upper half of the unit circle starting at —1 and
ending at 1.

Bl6 Let h be holomorphic in a disc D and set k(z) := h(z).

(a) Show that k satisfies the Cauchy-Riemann equation(s) at a € D if and only if
h(a)=0
(b) Show that & is holomorphic in D if and only if £ (and hence also h) is constant.

[Bl7 Let f be holomorphic in an open connected set €2 and assume that f(€2) is contained in
a line or in a circle. Show that f is constant.

2d
[Bl8 Use Cauchy’s formula to compute the integral / 22 :
ap(i) #°+1

Bl9 Let ¢ be a Cl-smooth function in C and assume that o(z) = 0 if |2 is sufficiently large.
The purpose of this exercise is to outline an argument for the equality

[ o ey
a) = Tr//(cazz—a' (3:5)

(a) Let Q(a,e) = C\ D(a,¢). Show that

// Op dxdy 1/ o(z)dz
O(aye) 0zz—a 2 OD(ae) Z— @
(Hint: (29))

(b) Show , where the right-hand side is understood as hm —— / /

(Hint: Lemma [3.10)

Bl10 Let f be holomorphic in the disc D(a, R). Show that f satisfies the mean value property,

which means that f(a) is the mean value of f on the circle 9D(a,r) for any r < R, that
27

is f(a):% ; f(a+re'ydt for any r < R.

Op dxdy

(a,6) 82z—a
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4 Series and power series

Holomorphic functions behave in many ways as polynomials, at least locally. In fact, we will
see in Section below that any holomorphic function close to any point is given by a power
series, which loosely speaking is a “polynomial of infinite degree”. The purpose of Sections
and is to recall some theory of power series to have it at hand when needed.

4.1 Series and convergence tests

Let {ax}32, be sequence of complex numbers. Then we can define a new sequence {s,} by
setting s, = > __ a. This sequence may or may not converge. If it converges we say that the
series Y ay is convergent and we define > "7 ay = limp 00 sp. If the sequence {s,} is not
convergent we say that the series > ay is divergent.

From basic properties of limits it follows that if ) aj is convergent, then ay — 0 as
k — oo, and, if > by is another convergent series and ¢ € C, then Y aj, + cby, is convergent and
Soreolar +cby) = >0 g ar + ¢ g bi

We say that a series Y ay is absolutely convergent if the series Y |ag| is convergent. If Y ay
is absolutely convergent, then > ay, is convergent; this is probably well-known at least if all the
ay, are real. An argument showing it in general given the knowledge of it for a; € R is outlined
in Exercise [41.

We recall the following convergence tests from calculus.
Direct comparison test: Let {ar} and {bx} be sequences of complex and real numbers respecti-
vely. Assume that |ai| < cby, for some constant ¢ and assume that ) by is convergent. Then
> ay is absolutely convergent, and in particular convergent.

Ratio test: Let {ax} be a sequence and suppose that limy_,o |ag+1]/|ak| exists. If the limit is
< 1, then the series > ay is absolutely convergent; if the limit is > 1, then the series > ay, is
not absolutely convergent (but might still be convergent); if the limit is 1, then we do not get
any information about convergence properties of > ay.

Root test: Let {a} be a sequence such that limg_,o, ¥/|ax| exists. Then the same conclusions
as in the Ratio test hold.

Example 4.1 (Geometric series). Let 2z € C and consider the sequence {zF}2° : it is called a
geometric sequence. The series > oo 2" is called a geometric series. If |z| > 1, then |zF| > 1
and so z¥ cannot go to 0 as k — oo. Hence, > 2 is divergent if [z] > 1. On the other hand,
(1-2)A+z4+22+--+2")=1- 2" 50, if 2 # 1, we have

1— 2"
Zz 11—z

If |z] < 1, then limy_,o, 2¥ = 0, and we see that the right-hand side goes to 1/(1—z) as k — oo.
Hence, Y z¥ is convergent if |2| < 1E| and Y 52 28 =1/(1 - 2).

+1

4.2 Functions defined by power series

A power series is a series of the form > ¢;b*, where b and the ¢, are complex numbers. Given
an a € C and a sequence {c,} we get for each z € C a power series 3. cx(z — a)¥; it may
converge for some values of z (it converges at least for z = a) and diverge for other, depending
on the sequence {cx}. If it converges for z in some set D C C, then we can define a function

on D by setting f(z) = > 5o ck(z — a)*.

30ne can also use the Ratio or Root test to check this.
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Definition 4.2 (Radius of convergence). The radius of convergence of the power series ) _ ¢y (z—
a)¥ is defined as sup{|z — a|; 3_ cx(z — a)¥ is absolutely convergent}.

Let R be the radius of convergence of 3 ¢i(z — a)*. Then, by definition, for any r < R
there is some w such that 7 < |w — a| and 3" ¢ (w — a)¥ is absolutely convergent. Moreover,
if |w — a| > R, then Y cx(w — a)* cannot be absolutely convergent. Notice that R may be oo;
this is the case if and only if there is, for any r > 0, some w € C such that |w — a| > r and
S~ cr(w — a)k is absolutely convergent. Notice also that R = 0 if and only if 3" cx(z — a)*
absolutely convergent only for z = a.

is

Example 4.3. Compute the radius of convergence of ), K22k,
Solution: We have ( 2k
kE+1)z 9
lim ——-—F——— = lim (1+1/k = |z|.
O A s RNl = e
If |2| < 1 it thus follows from the Ratio test that >, k22" is absolutely convergent. On the
other hand, if |2| > 1, then 3_, k22" is divergent since k22* does not go to 0 as k — oo. Hence

the radius of convergence is 1.

We see in this example that the series converges absolutely for all z in the disc determined by
the radius of convergence, and diverges for all z outside of that disc. This is not a coincidence,
in fact we have

Lemma 4.4. Let Y, ci(z — a)* be a power series with radius of convergence R.
(a) If |z — a| < R then Y, cx(2 — a)* is absolutely convergent.
(b) If |z —a| > R then 3", ck(z — a)¥ is divergent.

Proof. After a translation we may assume that a = 0. To prove part (a), let z be a point such
that |z| < R. By definition of R there is a w such that |z| < |w| < R and }_ czw” is absolutely
convergent. Then, since |z/w| < 1, we have

5k
\ckzk\ < \ckwk\ ’E‘ < \ckwk\,

and so it follows by the Direct comparison test that > |c;z*| is convergent, i.e., > cp2¥ is
absolutely convergent.

To prove part (b), let z be a point such that |z| > R. By definition of R we know that
3" |er2¥| is divergent but we want to show that 3 ¢, 2"* is divergent. Assume therefore, to get
a contradiction, that " ¢,z is convergent. Then |c;2*| — 0 as k — oo and in particular the
sequence {c;z"}; has to be bounded. There is therefore an M > 0 such that |c;2*| < M for
all k. Let w be any point such that R < |w| < |z|. Then

w |k w |k
awt| = et | 7| < 2| 2]

and, since |w/z| < 1, the geometric series > M|w/z|¥ converges. Thus, by the Direct com-

parison test, 3 |cpw”| converges. But since |w| > R this contradicts the definition of R. Our
assumption must therefore be wrong and hence 3" ¢,2* cannot be convergent. O

From this lemma we thus see that if the power series _ ¢, (2 —a)* has radius of convergence
R then we get a function f defined in the disc D(a,R) = {z € C; |z — a|] < R} by setting
f(z) =32 ck(z — a)*. We will show in the remainder of this section that functions defined
by power series in fact are C°°-smooth and holomorphic. We begin with the preliminary
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Lemma 4.5. Let . c;.2* be a power series with radius of convergence R. Then
(a) 3 crkz*"1 has radius of convergence R,

(b) S, cxk(k—1)--- (k — £)zF=*~1 has radius of convergence R for for each natural number
L.

Proof. Notice that part (b) follows from repeated use of part (a).

To prove part (a) we first show that 3 cpkz*~! has radius of convergence < R. If not,
then there is a z such that |z| > R and 3 cxkzF~! is absolutely convergent. Since |cjz*| =
|z||erz® | < |2||exkz¥T1] it thus follows from the Direct comparison test that 3 |cx2¥| is
convergent, contradicting the definition of R since |z| > R.

To show that > cxkzF~! has radius of convergence > R, let z be any point # 0 such that
|z| < R. From the definition of R there is a w such that |z| < |w| < R and Y |czwF| is
convergent. Since |z/w| < 1 we know from one-variable calculus that k|z/w| — 0 as k — oo,
and so, in particular, there is a constant M > 0 such that k|z/w| < M for all k. Hence,

k k M
lepkzF 1 = — z lepw®| < —|epw”|
|| ]
and the Direct comparison test implies that > cxkz*~! is absolutely convergent. O

Theorem 4.6. Let > ci.(z—a)* be a power series with radius of convergence R > 0 and define
f:D(a,R) — C by f(2) = >.70,ck(z — a)k. Then

(a) f is C°°-smooth in D(a, R),
(b) f is holomorphic in D(a, R),
(c) for each natural number £, fO(2) =302 cxk(k —1) - (k — £+ 1)(z — a)**.

Notice that part (c) says that the /! derivative of f is given by the term-wise differentiated
power series, which by by Lemma has radius of convergence R.

Proof of Theorem[[.6, After a translation we may assume that a = 0. We begin with the
technical part of the proof which is to show that for each fixed z € D(0, R) we have

flz+h) = f(2) =h > cpkz"1 + O(R]). (4.1)
k=1
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By the Binomial theorem we have

flz+h) = [(2)

23

k=1 k=2 (=2
hY erk2* 1 4+ h?B(h)
k=1

To show (|4.1) we thus need to show that B(h) is bounded as h — 0, i.e., that there are numbers
C and § > 0 such that |B(h)| < C when |h| <. Take 6 < R — |z|. Then, if |h| < J, we have

|B(h)]

M8

IN

k—2 k
k—2—m|1,|1m
1 3 (5 o )1t n

m=0

s k=D (k=2\ o mim
kZ_2|0k|mZ::o(m+2)(m+l)( m )|Z| A

k—2

. k—2 —2—m | |m
> tedie= 1) Y (*72)1e2
k=2 m=0

S Jerlk(k — 1) (l2] + |a)) "2
k=2

< Y lerlh(k = 1) (12l +6)" 7,

k=2

where we in the third step have used basic properties of binomial coefficients and in the fifth
step have used the Binomial theorem backwards. Moreover, in view of Lemma the last
series is convergent since |z|4+0 < R. Hence, we may take the sum of this series as the constant
C, and so follows. We notice in particular that it by follows that f is continuous in

D(0,R).

From it also readily follows that f is complex differentiable at all points z € D(0, R)
with derivative f’(2) given by Y32, k2", which has radius of convergence R by Lemma
By Theorem the partial derivatives df/0z and 0f /0y exist in D(0, R) and f' = 0f/0x =
—i0f /0y, see and . Hence, 0f /0x and Jf/Jy are given by power series converging in
D(0, R) and so, as in the first part of the proof, 9f/0x and df /0y are continuous in D(0, R).
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Thus, f is C'-smooth and complex differentiable in D(0, R), i.e., f is holomorphic in D(0, R),
and, moreover, f'(z) => 72, cpkz*~1. But then we can apply precisely the same reasoning to
f! to see that f is holomorphic in D(0, R) and f”(z) = > 52, ckk(k — 1)2%=2, which again by
Lemma has radius of convergence R. Thus f” is holomorphic in D(0, R) with derivative
given by a power series converging in D(0, R). Continuing in this way (formally using induction)
Theorem [4.6] follows. O

4.3 Holomorphic functions are power series locally

We will see that if f is a holomorphic function in an open set €2 C C, then for any given a € 2
and any disc D(a,r) centered at a such that D(a,r) C , J1p(ary 1S given by a power series
>~ cx(z — a)* converging in D(a,r). This is the content of the next result which is a version of

Taylor’s theorem for holomorphic functions.

Theorem 4.7. Let f be a holomorphic function in an open set containing D(a,r). Then there is
oo

a unique power series Y., cx(z—a)¥ converging absolutely in D(a,r) such that f(z) = cx(z —a)k
k=0
for all z € D(a,r). Moreover, the coefficients ci are given by
1 fw)dw _ f9(a) i
Ck—T PRV A (4.2)
Tt JoD(a,r) (w CL) :

Remark 4.8. By Cauchy’s theorem, the integration contour dD(a,r) in (4.2)) may be replaced
by any piecewise smooth simple closed curve enclosing a.

Remark 4.9. If f is holomorphic merely in D(a,r), then the conclusions of Theorem still
hold except for that we need to replace the integration contour dD(a,r) in (4.2) by a slightly
smaller curve. To see this we simply apply Theorem to the smaller disc D(a,r — €) and let
e —0.

Since holomorphicity and smoothness are local properties and since convergent power series
define holomorphic C'*°-smooth functions by Theorem we get the following corollary of
Theorem 4.7

Corollary 4.10. If f is holomorphic in an open set Q@ C C, then f € C®(Q) and f*) is
holomorphic in Q for any natural number k.

Proof of Theorem[[.7 After translation and scaling we may assume that a = 0 and r = 1.
First, notice that if 3 cx2" is absolutely convergent in D(0, 1) and f(2) = >3, cx2" there,
then f(0) = ¢y and, by differentiating term-wise ¢ times,

= ¢yl!.
2=0

F90) =) ot
k=0

Hence, any absolutely convergent series in D(0, 1) representing f there must have coefficients
cr, = f%)(0)/k!. This proves the uniqueness part.

Now we define coefficients ¢, by ¢, = (2mi) ! f|w|:1 f(w)dw/wk* i.e., so that the left-hand
equality of holds, and we set

N
An(z) == f(z) — chzk.
k=0
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To prove the theorem it suffices to show that limy_,oc An(z) = 0 for each fixed z € D(0,1)
because then 3 cpz* has to be convergent for each z € D(0,1) with sum f(z). Moreover,
> epz* then also has to be absolutely convergent in D(0,1) since if not, then 3 c,2* would
not be convergent in D(0, 1) by Lemma From the uniqueness part it will then also follow
that the right-hand equality of holds.

To show that limy_,o An(2z) = 0 we plug in the definition of the coefficients cg, use
Cauchy’s formula to write f(z) = (2mi)~! f|w|:1 f(w)dw/(w — z), and compute:

N

1 fw)dw k1 f(w) dw
An(z) = 27Ti/|w|:1 w— 2z kzoz 271 /|w|:1 wht1

N
“ o (R ARG e

k=0
_ 1 f(w) o al V) duw
2 =1 W (1—z/w kzzo( /w) ) d
N Y A S S O A v
o 2mi =1 W <1 —z/w 1—z/w > d

L )
/|w|1 a

2mi w o 1—z/w

where we in the forth equality have used the formula for a geometric sum, cf. Example
noticing that |z/w| < 1 for any z € D(0,1) and any w with |w| = 1. Now, f is in particular
continuous on the circle {|w| = 1} and so | f(w)| < M if |w| = 1 for some constant M. Moreover,
by the Reverse triangle inequality, |1 — z/w| > 1 — |z/w| = 1 — || if |w| = 1, and hence

f(w) (z/w)*

w 1—z/w

’Z‘N'H ‘Z|N+1

sup
|w|=1

:|1sul|l£1‘f(w)‘]1—z/w\ - 1—z|

By Proposition we thus get

1 f(w) (z/w)** M |2V 2|V
[An(2)] 27 /wl w 1—z/w Y=o || (lof=1) 1—|z|’
and since |z| < 1 we see that limy_,o |[An(2)] = 0. O
Exercises

M1 Let ar = =) + iyx be a sequence of complex numbers such that > |ax| is convergent.
Show that >, || and >, |yx| are convergent. Use Lemma [14.10| to conclude that ) ay

is convergent.

M2 Compute the radius of convergence of the power series

(a) D ZF/ES, (b)) D O(=DFRF, (o) Y8R (a) D AR (e) DKl
k k

k k k

M3 Find a power series representing f in the disc D where

(a) f(z)=1/(z+1) and D = D(0,1),
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(b) f(2) =1/z and D = D(i, 1),
(c) f(2) =1/(2%> —2) and D = D(1/2,1/2),
(d) f(2) =1/(z2+2z+1) and D = D(0,1).

M4 Find a power series representing f in D(0,1) where

A5 Cauchy’s estimate. Show that if f is holomorphic in D(0,7) and |f(z)| < M for all
z € D(0,r), then | f*)(0)| < k!M/r* for all integers k > 0. (Hint: Use Theorem and

Proposition [2.7})
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5 Liouville’s theorem and the Fundamental theorem of algebra

We show two more important consequences of Cauchy’s formula.

5.1 Liouville’s theorem

Liouville’s theorem says that a non-constant holomorphic function in C cannot be bounded.
Put in another way, if f is a holomorphic function in C such that its image f(C) is contained
in some disc, then f is constant.

Theorem 5.1 (Liouville’s theorem). Let f be a holomorphic function in C and assume that
there is an M > 0 such that |f(z)| < M for all z € C. Then f is a constant function.

Proof. Let a,b € C be arbitrary points. It suffices to show that f(a) = f(b). Let R >
2max{|al,|b|}. Then, for any z with |z| = R we have

|z—a| > R/2 and |z—b > R/2.
By Cauchy’s formula we also have

Fla) = £(b) = — f)de 1 f)ds 1 FE)a—b)d

27 Jopor) z—a 27 Jopor) 2—b 27 Jopor (z—a)(z—b)
1

f(z)(a—b)dz
2 /aD(o,R>(z—a)(z—b)
1 £ (2)[la — b]
27 |.1=r |2 — al|z — b]
< Mla —b|R :4M]a—b\
— (R/2)(R/2) R

Hence, by Proposition [2.7] we get

|[fla) = f)] =

< -27R

But this holds for all sufficiently large R and since 4M|a —b|/R — 0 as R — oo it follows that
fla) = f(b). B

A slightly different proof, giving a more general Liouville theorem, is outlined in Exerci-
se [B13.

5.2 The fundamental theorem of algebra

The fundamental theorem of algebra says that any polynomial equation p(z) = 0 has a complex
solution (unless p is a non-zero constant). Let the degree of p be n > 0 and let a; € C be a
solution of p(z) = 0. By polynomial division it then follows that p(z) = p1(2)(z —a1), where p;
is a polynomial of degree n—1. Applying the Fundamental theorem of algebra to p; we see that
there is an as € C such that pi(a2) = 0 and then, by polynomial division, p1(z) = p2(z)(z — a2)
for some polynomial ps of degree n — 2. Continuing in this way we finally get a polynomial p,
of degree 0, i.e., p, is a constant ¢, such that p,—1(z) = ¢(z — a,). Hence, the Fundamental
theorem of algebra implies that any polynomial of degree n with complex coefficients can be
factorized as

p(z) =c(z —a1) - (z = az) - (2 — an),

where ¢ and the a;’s are complex numbers. The terminology to express this property of the
complex numbers is to say that C is algebraically closed.
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Theorem 5.2 (Fundamental theorem of algebra). Let p(z) be a non-constant polynomial with
complex coefficients. Then there is an a € C such that p(a) = 0.

Proof. Assume, to get a contradiction, that p(z) # 0 for all z € C. Then 1/p(z) is a holomorphic
function in C. Since p is a non-constant polynomial, |p(z)| — oo as |z] — oo; an argument for
this fact is outlined in Exercise [5]1. It follows that there is an M > 0 such that 1/|p(z)| < M
for all z € C. In fact, since |p(z)| — oo as |z| — oo there is an Ry > 0 such that 1/|p(z)| < 1
if |z| > Ry and, moreover, since 1/|p(z)| is a continuous function on the closed and bounded
set D(0, Ry) there is an M’ such that 1/|p(z)| < M’ if z € D(0, Ry). Hence, we may take
M = max {1, M'}. Now, since 1/p(z) is a bounded holomorphic function in C Liouville’s
theorem shows that 1/p(z) is constant, but then p(z) is constant, which is a contradiction. Our

assumption must thus be false and so there is an a € C such that p(a) = 0. O

Exercises

Bl1 Let p(z) = Yp_ockz® where ¢, # 0. Show that lim lp(2) = |ep| and conclude that

2|00 |2|™

Ip(2)] > (1/2)|cn||z|™ if |2| is sufficiently large.
[Bl2 Show that if f is holomorphic in C and |f(z)| > M > 0 for all z € C, then f is constant.

Bl3 Generalized Liouville theorem. The purpose of this exercise is to show that if f is a
holomorphic function in C and |f(2)| < C(1 + |z|)™ for some constants C' and n and all
z € C, then f is a polynomial of degree < n. This means roughly speaking that if |f(z)]
does not grow faster than a polynomial as |z| — oo, then f is a polynomial.

(a) Use Exercise 5 to show that | f*)(0)| < kE!C(147)"/r* for all » > 0 and all integers
k> 0.

(b) Use Theorem to conclude that f is a polynomial of degree < n.
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6 Elementary functions via power series

We will use power series to define exponential, trigonometric, and hyperbolic functions. We
then define logarithms by inverting the exponential function. As the exponential function turns
out not to be injective this requires some care and involves making choices.

6.1 Exponential functions

The series Y 2¥/k! converges absolutely in C; this follows for instance from the Ratio test
since |21 /(k + 1)!|/|2%/k!| = |2|/(k + 1) — 0 as k — oo for any z € C. Thus, it defines a
holomorphic function in C that we take as definition of the exponential function, i.e.,

2
_1+z+—+—+ Zk, (6.1)

Notice that we now have two potentially different definitions of ¢’ for § € R but we will soon
see that they coincide. We notice also that is an extension to C of the exponential function
on R, i.e., that the right-hand side of , with z = € R, equals e” as defined in elementary
calculus. Indeed, from calculus we know that > 7, z*/k! is the Taylor series of e®.

The following result extends familiar computation rules of the exponential function from R
to C.

Theorem 6.1. The exponential function e* has the following properties:

%e =e®, (c) e =¢%", (d) e #0 VzeC.
z

Proof. Part (a) is clear from the definition (6.1]). Part (b) follows since

(a) =1, (b)

[e.e]

B k2 B 2k—1 _Ooze_ .
82 azzk' Z@zk'_l k! _Z(kl)!_;;ﬂ_e’

where we have used Theorem (c) to differentiate the series term-wise.

To show part (c), let a € (C be an arbitrary complex number and consider the function
f(z) = e*e? %; notice that €7 is a composition of holomorphic functions and thus holomorp-
hic. leferentlatmg, cf. Exercise 21 (b) and Exercise 3|1, and using part (a) we get

fI(Z) — 7T — P — ().

Hence, by Proposition f is constant and so f(z) = f(0) = e® in view of part (a). Thus,

e?ev % = e for all a,z € C and choosing a = z + w we get e*e?’ = e*T¥,
Part (d) follows from parts (a) and (c) since for any z € C, e*e™* = € = 1, and so ¢?
cannot be 0. U

Another property of the exponential function worth pointing out is the following.
Proposition 6.2. If 2 = z + iy, then |e*| = €*. In particular, %] = 1.
Proof. In view of Exercise [6]1 we have
z|2 27z z, Z z+Z 2x z\2
\ = = ().
O

We define the exponential function with base a € (0,00) by setting a* := €*1°8%. It is clear
that the standard computation rules of these exponential functions then extend to C too.
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6.2 Trigonometric and hyperbolic functions

We define the basic trigonometric and hyperbolic functions by the following series.

ZQ Z4 oot f Z?k
cosz::1—§+ﬁ—“'22(_1) (2k)! (6.2)
k=0
3 5 o 2k+1
z z z
— s 4z .= — 6.3
sinz:=z 3 + 5l kz;)( ) 2k 1 1) (6.3)
22 4 L2k
cosh z —1+—+—+ Z (6.4)
k:O
PR L 2k+1
hz:— Zo4Z e — 6.5
sinh z : z—|—3‘+5|—|— ;O(Qk—l-l)! (6.5)

The radius of convergence of these series is oo, Exercise [6]2, and, as with the exponential
function, we see that these definitions extend the usual trigonometric and hyperbolic functions
from R to holomorphic functions in C. Moreover, by differentiating term-wise (do it!) we get
that

dcosz . Osinz
= —sinz = Cosz
0z ’ 0z ’
0 cosh z . Osinh 2z
———— =sinh 2, = cosh z.
0z 0z

We notice also that cos z = cosh(iz), since (iz)?* = (—1)*22*, and that isin z = sinh(iz) since
(i2)?F*1 = §(—1)F22k*1, By summing the series and with z replaced by iz we thus
obtain

cos z + isin z = cosh(iz) + sinh(iz) = ¢**

In particular, e = cos# + isin @ for § € R.
The standard addition formulas for sin and cos extend to hold also for complex variables.
This can be checked, Exercise [614, using, e.g., the following identities, which follow easily from

the definitions. .

2

e + e "), sinz = %(eiz —e ), (6.6)

COS z —

—

coshz = = (e +e77%), sinhz = %(ez —e?). (6.7)

N | =

As we know, |cosz| < 1 and |sinz| < 1 for z € R but this is not the case for a complex
variable. In fact, both cos and sin are unbounded functions on C. For instance, by ,

| cos(z +iy)| = %‘em_y +e‘m+y} > %Hei“’"_” - |e_”"+y|‘ = %}e‘y — e,

which goes to +00 as y goes to either +00 or —oo.

Another thing we need to get used to is that the exponential function is periodic in the
imaginary direction since e**27*F = ¢2e2™k = ¢%(cos 2mk + isin 27k) = e* for any integer k. In
particular, the exponential function is not injective, which causes problems when we will try

to define logarithms in the next section.
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6.3 Logarithms, arguments, and general powers

As mentioned, the exponential function is not injective on C and therefore it cannot have an
inverse defined on all of C. We encounter a similar problem in calculus when defining arccos
and arcsin, and the way out is to restrict the domains of definition of cos and sin to make them
injective. We will do the same thing with the exponential function.

Consider the horizontal strip S, = {#z € C; ¢ <Imz < ¢+ 27}. Then the restriction of e
to S, is injective. To see this, assume that e* = €. Then e*~" = 1 and so, by Exercise @3,
2z —w = 2mik for some integer k. If both z and w are in S, then their imaginary parts cannot
differ by a non-zero integer multiple of 27 and hence k = 0, i.e., z = w. Thus, we may invert
the restriction of e* to S,. This amounts to finding w € S, such that e = z given some 2. To
do this we write z on polar form;

s = |Z’€i9 _ elog|z|ei6 _ elog|z|+i9’ (6.8)

where 6 is an appropriate angle. Thus we may take w = log|z| 4 if. As above we notice that
there is no unique 6 such that holds; 6 is only determined up to an integer multiple of 27,
i.e., two different €’s doing the job may differ by an integer multiple of 27r. This is “the reason”
why the exponential function is not injective. But since we require w to be in the strip S, 0
must satisfy ¢ < 0 < ¢ + 27 and then there is no ambiguity and so 6 is uniquely determined.

Given ¢ € R we define the argument function arg, by setting arg,z = 6, where ¢ <
6 < ¢+ 2 and z = |z|e?. Notice that arg,, is not defined at 0. Notice also that arg, is not
continuous on C \ {0} because if it were, then the the restriction of arg, to the unit circle
would be continuous, and then ¢ (t) := argw(e”) would be continuous on R. But ¢ jumps up
27 at the points ¢ = ¢ + 2k, k € Z. On the other hand, arg,, restricted to the cut plane
Cy, :=C\ {re*¥ € C; r > 0}, i.e., points on the ray starting at 0 and going through e'¥ are not
allowed, is smooth (Exercise @5) We define the logarithm logwﬂ on C, by

log,, 2 = log |z| +iarg, .

Then log,, is smooth and u(z) = log |z| and v(z) = arg,, satisfy the Cauchy-Riemann equations
(3.1) in C,, Exercise @6. Hence, log,, is holomorphic in Cy,. Knowing this we can compute
the derivative of log,, using the Chain rule. In fact, for any z € C, we have z = €80 % and
differentiating this identity we get 1 = €!°8¢ *(log,, z) = z(log,, z)'. Hence,

(log, 2)" = %

Different choices of ¢ give different logarithms and one often says that one chooses branch

of the logarithm. The choice ¢ = —m is called the principal branch and we will simply write Log

to denote it. Similarly, we let Arg := arg_._ be the principal branch of the argument functions.

Let a € R. Then, given ¢, we define 2z := e85 ) Notice that the left-hand side depends

in general on the choice of ¢ even though it is not visible from the notation. When dealing

with general powers it is necessary to take care to specify what one means! Notice also that if
« is an integer, then there is no ambiguity.

Example 6.3. Compute all possible values of (22’)1/ 2,

Solution: We shall compute e(logv(m)/ 2 for all possible values of ¢. The possible values of
arg,, 2i are m/2+2nk, k € Z, so the possible values of log,,(27) are log,,(2i) = log 2+i(m/2+27k)

4This should not be confused with logarithms with respect to other bases than e; we are not concerned with
such logarithms here.
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for k € Z. Thus, the possible values of (2i)'/? are

e ( log 2+i(7r/2+27rk:)) /2 _ e(log 2)/26i(7r/4+7rk) _ \/iezﬁr/4ei7rk

\/51 + iei”k ) 1+4, .if k is odd,
V2 —1 —14, if k is odd.

1/2

We notice in particular that the possible values of (2i)"/¢ are the solutions of the equation

2% = 2i. In general, if w # 0, then the possible values of w'/™ are the solutions of the equation
2" = w.
Exercises

Bl.1 Let f(z) = Y., k2", where the series has radius of convergence R. Show that f(z) =
>, exz* for all z with |z| < R.

[612 Show that the series in (6.2]), (6.3]), (6.4)), and (6.4) have infinite radius of convergence.
[6l3 Show that

(a) e* =1 if and only if z = 27ik, k € Z,
(b) cosz =0if and only if z = 7/2+ kn, k € Z,
(c) sinz =0 if and only if z = km, k € Z.

614 Show that

(a) cos(z 4+ w) = cos zcosw — sin zsinw for all z,w € C,

(b) sin(z + w) = sinz cosw + sinw cos z for all z,w € C.

[6l5 Show that arg,, is smooth on the cut plane C, and compute the partial derivatives
darg, /Ox and darg,, /Jy.

66 Let u(z,y) = log /2?2 +y? and v(z,y) = arg,(z + iy). Show that u and v satisfy the
Cauchy-Riemann equations (3.1) in C,,.

[6l7 Let f be holomorphic in C. Show that f is constant if

(a) /) is bounded,
(b) Re f or Im f is bounded. (Hint: Part (a) and Proposition [6.2])

6.8 Write e* as a power series Y, cx(z — 1)* in C.

6.9 Write sin® 2 as a power series >, cx2* in C.
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7 Conformal mappings

Concrete problems often become computationally easier if the underlying geometry is simple.
For instance, certain physical problems amount to solving a differential equation in an open
set 2 C C given relevant data specified on the boundary 9. If  is geometrically simple then
the computations naturally become simpler; in particular the unit disc, the upper half-plane,
and annuli have simple geometries with lots of symmetries that facilitate computations. It is
therefore desirable to be able to transform problems with complicated underlying geometry
into problems involving, e.g., the unit disc.

Conformal mappings are mappings that preserve angles between curves. Loosely speaking
this means that they preserve the local geometry up to rotation and scaling. Consequently,
problems of geometric nature transform well under conformal mappings, and so it is desirable
to be able to map complicated sets to simpler ones by conformal mappings.

7.1 Angles between curves

Let C; and Co be two smooth oriented curves intersecting at the point a. We define the angle
between C; and Cy at a as follows. Let w; # 0 be a tangent to C; at a pointing in the direction
given by the orientation; we identify tangent vectors in R? with complex numbers in the usual
way. Then the angle between C; and Cs at a is defined by

w
v(C1,Cp) = Arg wii

In terms of parametrizations this means that if v;: I; — C is a parametrization of C; such that
0 € Ij, 7;(0) = a, and [y;(0)] = 1, then v(C1,C2) is the unique number in (-7, 7] such that
€11 (0) = 74(0).

Notice that the angle is a number in the interval (—m, 7]. Notice also that if v(Cy,Cs) # m,
then V(Cl,CQ) = —I/(CQ,Cl); if V(Cl,CQ) =T, then I/(Cl,CQ) = Z/(CQ,Cl).

Example 7.1. Let C; be the unit circle oriented counterclockwise and let Cy be the imaginary
axis oriented upwards. The angle between C; and Co at —i is w/2 and the angle at i is —7/2.

Holomorphic functions with non-zero derivative preserve angles; this is the content of

Theorem 7.2. Let C; and Cy be two smooth oriented curves intersecting at a and let f be
a holomorphic function in an open set containing a such that f'(a) # 0. Then f(C1) and
f(C1) are smooth oriented curves in an open set containing f(a) intersecting at f(a), and

v(C1,Ca) = v(f(Cr), f(Ca))-

Proof. Let v, and 72 be parametrizations as above and set I';(t) = f(v;(t)), j = 1,2. Then T’}
is a smooth parametrization of f(C;) and I'j(0) = f(v;(0)) = f(a). Moreover, by the Chain
rule, I',(0) = f'(+;(0)) - v;(0) = f'(a) - 7;(0), see Exercise 7. Hence,

150) _ y  f(@)-1%0) 25(0)

v(f(C1), f(C2)) = Arg T (0) = rgm = Arg 0)

= V(Cl, Cz)
O

Definition 7.3 (Conformal mapping). A conformal mapping of an open set  C C is a
holomorphic function f defined on € such that f/(z) # 0 for all z € Q.

If f is a conformal mapping of Q then  and f(€2) have the same local geometry up to
rotation and scaling but the global shapes of Q and f(€2) may be quite different. In the next
section we will see lots of examples of conformal mappings and how they can change the global
shapes.
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7.2 Constructions of conformal mappings

We illustrate how one can construct conformal mappings with various properties by composing
Mobius transformations, exponential functions, logarithms and powers. Notice that, by the
Chain rule, the composition of conformal mappings is again conformal.

Mbbius transformations are conformal mappings. Recall that if f(z) = (az +b)/(cz +d) is
a Mobius transformation then we require that ad — be # 0. Hence,

a(cz+d) — (az+b)c  ad—bc

f(z) = (cz + d)? - (cz + d)? 70,

at least for z # —d/c; if ¢ = 0 then f is conformal for all z € C. With appropriate definitions a
Mobius transformation is in fact a conformal mapping of the Riemann sphere, but we will not
go further into conformal mappings in this generality.

Example 7.4. Let f(z) = (# —i)/(z + i). Compute the images of the upper half-plane, the
lower half-plane, the real axis, the imaginary axis, and the line {z; Imz = 1}.

Solution: A point z is in the upper half-plane if and only if its distance to ¢ is less than its
distance to —i, i.e., |z —i| < |z +1|. Similarly, z is in the lower half-plane if and only if |z —i| >
|z 4| and z is on the real axis if and only if |z —i| = |z +i|. Hence, |f(2)| = |z —i|/|z+ 1| < 1
if z is in the upper half-plane, |f(z)| = 1 if z is real, and |f(z)| > 1 if z is in the lower half-
plane. Since M6bius transformations are bijective maps of the Riemann sphere it follows that
the image of the upper half-plane is the unit disc D(0, 1), the image of the lower half-plane is
C\ D(0,1) (together with co), and the image of the real axis is the unit circle 9D(0, 1).

It remains to compute the images of the imaginary axis and the line {z; Imz = 1}. The
imaginary axis goes through —i, 0, and oo so its image must be a circle or line going through
f(=1) = oo, f(0) = —1, and f(oo) = 1. Hence, the image of the imaginary axis is the real
axis. Notice that the image of the imaginary axis intersects the image of the real axis at a right
angle. To find the image of the line {z; Imz = 1} we notice that it must be a circle since —1,
the point which is mapped to oo, is not on the line. Moreover, this circle must contain f(i) =0
and f(oo) =1 and, in addition, it must intersect the image of the imaginary axis, i.e., the real
axis, at a right angle since f is conformal. It follows that the image of {z; Imz = 1} is the
circle centered at 1/2 with radius 1/2. (Draw the picture!)

The exponential function is conformal in C since (e*)’ = e* # 0 by Theorem Let S
be the vertical strip {z; a < Rez < b}. The image of S under the exponential function is the
annulus {w; e* < |w| < e’} since

exp(S) ={w=¢*a<Rez<by={w=c% a<z<bl={w=re¥ ¢ <r<el

Similarly we see that the image of a vertical line is a circle centered at 0, and the image of a
horizontal line is a ray from 0. Notice in particular that the image of a vertical line intersects
the image of a horizontal line at a right angle.

Logarithms are conformal where they are defined since (log,2)" = 1/z for z € Cy; see
Chapter [0] for the notation.

Example 7.5. Let Q = {z; 6; < Argz < 02}, where —7 < 61 < 03 < w. Compute the image
of 2 under the principal branch of the logarithm.
Solution: We have

Log () = {w =Logz; 01 < Argz < 62} = {w = log |z| + iArgz; 61 < Argz < 02},

and so the image is the horizontal strip {w; 6; < Imw < 6a}.
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Power functions f(z) = 2* for k € Z are conformal in C\ {0} and power functions f(z) = 2®
for a € R\Z are conformal where they are defined, see Exercise 3. To see what power functions
may do to sets consider for instance f(z) = 21/2 defined by the principal branch of the logarithm
in the cut plane C_,. Then

FCp) = {w=ele2/2 s eC_} = {w=eloglHiAre2/2 1 o Avgr < 1}
= {w=/]z[eA82/% _x < Argz < 7} = {w = /|z]e"; —7/2 < 0 < 7/2},

which is the right half-plane. In a similar way we see that the image of the wedge {z =
re'?; —w/4 < 6 < 7/4} under the map f(z) = 22 is the right half-plane too. Power functions
can thus be used to open up wedges or make them sharper.

We now illustrate how one can construct conformal mappings with certain properties by
composing mappings of the above type. Consider a lens-shaped set {2 bounded by two circular
arcs C1 and C starting at 0 and ending at 1; for definiteness say that C] is the lower curve
and let @ be the angle between Cy and Cs. Our task is to find a conformal map of €2 onto the
unit disc. Viewed on the Riemann sphere there is no essential difference between 2 and the
set between two rays going out from the same point with angle 6. More precisely, if we choose
a Mobius transformation f; that maps fi(1) = co and f1(0) = 0, then f1(C1) and f1(C2) are
rays starting at 0 and f1(Q) is the wedge between f1(C1) and f1(C2) with angle 6. The choice
fi(z) = z/(z — 1) does the job and we set 1 := f1(Q).

We may open up the the wedge 21 to be a half-plane by using a suitable power. We first
make a rotation so that the ray fi(C7) becomes the positive real axis; if the angle between the
positive real axis and f1(C1) is v then fo(z) := e~z accomplishes this. Thus, Q3 := fo(Q1) is
the wedge with angle 6 between the positive real axis and the ray fa(f1(C1)). To open up Q9
to a wedge with angle m we let f3(z) := 2™/% where we use, e.g., the principal branch of the
logarithm to define 2™/, Then one checks (do it!) that Q3 := f3() is the upper half-plane.

Finally we let f4(z) := (2 — i)/(z + i), which maps the upper half-plane to the unit disc,
see Example The composition

(e7?z/(z — 1))7r/9 —1
(e=¥z/(z — 1))7r/9 +1

thus is a conformal mapping of €2 onto the unit disc.

fao fzofao fi(z) =

Exercises
1 Compute the images of the real and imaginary axes and

(a) the lower half-plane under the map f(z) = (z +1)/(z — i),
(b) the right half-plane under the map f(z) = (2 —1)/(z + 1),
(c) the left half-plane under the map f(z) = (z+1)/(z — 1).

72 Compute the image under the exponential function of the box
(@) {z=z+iy;a <z <b,0<y< 27}, (b){z=z+iy; a <z <b, 0 <y< b}

M3 Show that (2%) = az* ! if 2% and 2*~! are defined using the same branch of the
logarithm.

M4 Find a conformal mapping of the slit disc D(0,1) \ (—o0, 0] onto D(0, 1).

M5 Find a conformal mapping of the piece of cake {z; 0 < Argz < 7/2,|z| < 1} onto the
upper half-plane.
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8 Morera’s theorem and Goursat’s theorem

We will see that our definition of holomorphicity is equivalent to the “classical” one, i.e., that
complex differentiability in an open set implies holomorphicity in our sense. Morera’s theo-
rem says that a continuous function whose integral around the boundary of any triangle is 0
must be holomorphic in our sense. Goursat’s theorem shows that a function which is complex
differentiable in an open set satisfies the hypothesis of Morera’s theorem.

8.1 Morera’s theorem

By a triangle in an open set 2 we mean a bounded open subset A C €2 such that A C € and
the boundary A of A consists of three line segments.

Theorem 8.1 (Morera’s theorem). Let @ C C be an open set and let f be a continuous

function in Q such that / f(z)dz =0 for all triangles A in Q. Then f is holomorphic in €.
oA

Proof. Holomorphicity is a local property so it suffices to show that, given any point zg € €, f is
holomorphic in some disc D(zg,7), 7 > 0. Let 29 € Q and choose r > 0 such that D(zp,r) C €;
this is possible since ) is open. We define a function F' in D(zg,r) by setting

F(z) = f(2) dz,

[ZO ,Z}

where [29, z] is the line segment starting at zp and ending at z. Fix w € D(zp,r) and let h
be a complex number with |h| so small that the triangle with corners at zg, w, and w + h is
contained in D(zg, ). Since the integral of f around the boundary of any triangle in Q is 0 we

have
0:/ f(z)dz+/ f(z)d,z+/ f(z)d=.
[z0,w] [w,w+h] [w+h,z0]

Hence we get

w+h)— Flw) = 2)dz — 2)dz = 2)dz
F(w+ h) — F(w) /[ e /{ZO,w]f() /[w’wh]f()

1

1
- f(w—i—th)hdt:h/o (f(w) + f(w+th) — f(w)) dt

t=0 )
= h-f(w)—l—h/o (f(w+th) — f(w))dt,

where we in the third step have parametrized [w,w + h| by [0, 1] using t — w + th. Since f is
continuous, |f(w +th) — f(w)| — 0 as t — 0 and so we see that

F(w+h) — F(w) =h- f(w) 4+ o(|h]).

It follows that F is complex differentiable in D(zg,r) with F'(w) = f(w). Moreover, F €
CY(D(z,7)) since it also follows that —i0F /0y = OF /0x = f(w), which is continuous (cf. the
Cauchy-Riemann equations). Thus, F' is holomorphic in D(zg, ) and so, by Corollary
f = F’ is holomorphic in D(zg,r). O
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8.2 Goursat’s theorem

Theorem 8.2 (Goursat’s theorem). Let f be a function which is complex differentiable in an

open set Q) C C. Then / f(2)dz =0 for any triangle A C Q.
OA

Proof. We notice first that f is continuous in §, see Exercise [214. Let Ag C € be a triangle and

set [ := faAo f(2) dz; we will show that I = 0. Divide Ag into four triangles A2, j =1,...,4, by

inscribing a triangle in A¢ with corners on the midpoints of the edges of Ag. Then, Exercise[§]1,

4
fRdz=> | f(2)dz (8.1)
0Ag j=1 8A{)
and so there must be at least one j such that | [, \; f(2)dz| > |I|/4. Let Ay be one of the A%’s
0

with this property. Notice that the circumference of Ay, £(0A1), is half that of Ag. Repeating
this process of dividing a triangle into four smaller triangles we get a decreasing sequence of
triangles, Ag D Ay D Ag D -+, such that

‘/aAk f(z)dz

Let a € NpAyg; it is a fact of topology that a decreasing sequence of compact subsets
has non-empty intersection. Since f is complex differentiable at a there is an A (the limit of
(fla+ h) — f(a))/h as h — 0) such that f(a+ h) — f(a) = Ah + o(|h|). Hence, for any given
€ > 0 there is a 0 > 0 such that if |z — a| < § then

|f(2) = f(a) = A(z = a)| < €|z —al.

Take k so large that Ay C D(a,d); this is possible since the A;’s shrink to a. By Cauchy’s
theorem faAk(f(a) + A(z —a))dz = 0 and so we get

> |I]/4% and €(OA) = L(dAg)/2".

feaz) = || (1) - fa) - Al - ) dz
8Ak 8Ak
< sup [f(2) = f(a) — A(z — a)| - L(0A)
ZEDA
< sup €|z — all(0Ag)
ZEOA
< € L(OAR)? = e- (D)% /4",

Thus, for k large enough, |I]/4F < f(2)dz < e-£(8A0)?/4F s0 |I| < €- (D)% But € > 0
A,

is arbitrary so |I| =0, i.e., I = 0. O

Exercises
[B1 Show that (8.1)) holds.

Rl2 Let © C C be open and let {f,}, be a sequence of holomorphic functions in 2. Show that
if f,,(z) converges uniformly on each compact subset of 2 to some function f(z), then f
is holomorphic in Q. (Hint: Use Exercise 8 to show that f satisfies the hypothesis of
Morera’s theorem.)
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9 Zeros of holomorphic functions

A polynomial of degree at most n cannot have more than n zeros unless it is identically zero.
As we will see, something similar holds for holomorphic functions; a holomorphic function
cannot have “too many” zeros unless it is identically zero. The reason is, loosely speaking, that
a holomorphic function locally is given by a convergent power series, which can be thought of
as a polynomial of infinite degree. This means that holomorphic functions, just as polynomials,
are rigid objects; two holomorphic functions which agree at sufficiently many points have to
agree everywhere. This is in stark contrast to smooth or continuous functions which are much
more plastic.

9.1 Zeros, their orders, and rigidity theorems

Let 2 C C and let f be a holomorphic function in Q. We let Z(f) := {a € Q; f(a) = 0} be the
zero set of f. We say that a € Z(f) has multiplicity m, or that a is a zero of order m, if

fla)=f(a)=-=f"V@) =0, f™(a)#£0.

Example 9.1. Let f(z) = 22 — 1. Then Z(f) = {1, —1} and both 1 and —1 are zeros of order
1 since f(£1) =0 and f/(+1) = £2 # 0.

Example 9.2. The function cosz — 1 has a zero of order 2 at z = 0 since cos0 — 1 = 0,
(cosz —1)'(0) = —sin0 =0, and (cosz — 1)"(0) = —cos0 = —1 # 0.

A holomorphic function cannot have a zero of infinite order unless the function is identically
zero. More precisely, we have

Theorem 9.3 (Identity theorem I). Let 2 C C be a connected open set and let f be holomorphic
in Q. If there is an a € Q such that f*)(a) = 0 for all integers k > 0, then f is identically 0
in ).

Proof. Consider the set S of points a € Q such that f*)(a) = 0 for all integers k > 0. Then S
is a closed subset of Q since all f*) are continuous. On the other hand, by Theorem

® £(k)(g
e=3" W ap (9.1

in some disc D(a,r) and so, if a € S, then f = 0 in some open disc centered at a. This disc
then is a subset of S and so S open. Hence, both S and 2\ S are open subsets of €, and since
Q is connected either S or Q2 \ S has to be empty, see Appendix B. Thus, if there is an a € S,
then S = Q and so f is 0 in (. d

Example 9.4. Let ) be an open connected set, C a curve in €2, and f a holomorphic function
in . Show that if f =0 on C, then f =0 in .

Solution: Let zy € C. Since f'(z) is given by the limit it follows by letting h — 0 along
C that f’(z9) = 0. But 2y € C is arbitrary so f' = 0 on C. Repeating the argument it follows
that f*) =0 on C for all k¥ > 0. By the Identity theorem I, f = 0 in Q.

Proposition 9.5. Let f be holomorphic in a disc D(a,r). Then the following are equivalent.
(a) f has a zero of order m at a.

(b) There is a holomorphic function g in D(a,r) such that g(a) # 0 and f(z) = (z—a)™g(2).
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(¢) The limit lim,_,, f(2)/(z — a)™ exists and is non-zero.

Proof. Let ¢ be the least integer such that (a) # 0. Then f has a zero of order m at a if
and only if £ = m. Moreover, by Theorem see also (9.1]), we have

fO(a fED (g 2 (g
f(z)=(z—a)"- ( E!( ) + (€+1()!)(Z_a)+(6—1—2()!)('2_(1)2_{—”')' (9.2)

Thus, if f has a zero of order m at a then f(z) = (z — a)™g(z) and g(a) = f™(a)/m! # 0.
Hence, (a) = (b).

To see that (b) = (c) we just notice that if f(z) = (¢ — a)™g(z) with g(a) # 0, then
lim,_q f(2)/(z —a)™ = g(a) # 0.

It remains to see that (c) = (a). Assume that lim,_,, f(2)/(z —a)™ exists and is non-zero,
and let ¢ be the number defined above; we’ll show that / = m. In view of , if £ <m
then |f(2)|/|z — a|™ — o0 as z — a and so lim,_,, f(2)/(z —a)™ cannot exist; if £ > m then
lim,_,q f(2)/(z —a)™ = 0. Hence, ¢ = m and we are done. O

Example 9.6. Compute the multiplicity of the zero at z = 0 of sin'? z.

Solution: sin z has a zero of order 1 at z = 0 since sin0 = 0 and (sin z)’(0) = cos0 = 1 # 0. By
Proposition sin z = zg(z) where g is holomorphic and g(0) # 0. Hence, sin'? z = 2'2¢(2)'2.
Since ¢(0)'2 # 0, Proposition shows that sin'? z has a zero of multiplicity 12 at z = 0.

The next result, which can be seen as a jazzed-up version of the Identity theorem I, says
that a non-trivial holomorphic function must have isolated zeros. That a function in some open
set has an isolated zero at a means that for some r > 0 the only zero of f in the disc D(a,r)
is a.

Theorem 9.7 (Identity theorem II). Let f be a holomorphic function in an open connected
set 0 C C. Then either f is identically 0 in  or f has only isolated zeros in ).

Proof. Let E be the set of limit points of Z(f) in Q (see Appendix B); it is an exercise (do it!)
to show that £ C Z(f). The set E thus is the set of non-isolated zeros of f in 2. We will show
that either f is identically 0 or that E is empty, in which case f only has isolated zeros.
Assume that F is non-empty and let @ € F. If f is not identically zero, then a must be a
zero of f with some finite multiplicity m by the Identity theorem I. Thus, by Proposition [9.5
f(z) = (# — a)™g(#) in some open disc centered at a where g is holomorphic and g(a) # 0.
Since g in particular is continuous, g # 0 in some open set containing a and so there is a disc
D(a,r), r > 0, such that g # 0 in D(a,r). But then a is an isolated zero of f. This contradicts
that ¢ € E and so E must be empty. O

Corollary 9.8. Let 2 C C be open and connected and let f and g be holomorphic functions
in Q. If there is a set E C Q) that has a limit point in Q and f(z) = g(2) for z € E, then f =g
in €.

Proof. The function F(z) := f(z) — g(z) is holomorphic in Q and Z(F') contains E. Thus, F’
has non-isolated zeros in €2 and must therefore be identically zero in ) by the Identity theorem

II. O
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9.2 Analytic continuation

Let f be a holomorphic function in an open set 2 C C. Suppose that f is a holomorphic
function in some open set Q and that f= fin QN Q. Then we can extend f to a holomorphic
function in QU Q by setting f(z) := f(z) for z € €. So far this has nothing to do with f and
f being holomorphic but the point is that if Q U € is connected, then f can be extended to
a holomorphic function in € U Qin only one way. In fact, since €2 is open any point of Q is a
limit point of  and so, if Q U Q is connected, any holomorphic extension of f to QU Q must
agree with f in Q by Corollary

If a holomorphic function f a priori defined in some open set €2y can be extended to a
holomorphic function in some bigger open set €27 we say that f can be analytically continued
to 7; if 1 is connected the analytic continuation of f is unique.

Example 9.9. The power series > 7 2% has radius of convergence 1 and thus defines a
holomorphic function f in D(0,1). But S>30 2% = 1/(1 — 2) in D(0,1) and 1/(1 — z) is
holomorphic in C\ {1} so f can be analytically continued to C\ {1}.

Holomorphic functions cannot always be analytically continued but there is a, at least
theoretically, natural way to find the analytic continuation if it exists. Suppose that f is
holomorphic in some open set € and let a € Q. Let r be the distance from a to the boundary
0€). Then, by Theorem f is represented by its Taylor series in D(a,r). Now if this series
happens to converge in a bigger disc then f can be analytically continued beyond (2. On the
other hand, if f can be analytically continued across the boundary points of €2 closest to a,
then the Taylor series will converge in a larger disc by Theorem [.7]

Possibly unexpected things might happen in connection with analytic continuation. As an
illustration, consider the restriction of Log z to the set {z; —7/2 < Argz < 7}. Obviously it
can be extended across the negative imaginary axis to the third quarter as the principal branch
of the logarithm. But it can also be extended across the negative real axis to the third quarter
by defining it to be log_, /, z for z in the left half-plane. These two extensions do not agree
in the third quarter but differ by 27i. How come this doesn’t contradict Corollary or the
uniqueness of analytic continuation?

9.3 Counting the number of zeros

Let © C C be a bounded open set and assume that the boundary 92 is a finite union of
piecewise smooth simple closed curves. Then

1 [ d 1 i0eQ
z { ' (9.3)

2mi Joq = 0 if0ogQ
In fact, if 0 ¢ Q then 1/z is holomorphic in some open set containing 2 and so the integral is
0 by Cauchy’s theorem. On the other hand, if 0 € © we choose a small disc D(0,r) C 2 and
apply Cauchy’s theorem to 2\ D(0,7) to see that the integral is equal to faD(O,r) dz/z, which
equals 27i, see Example [2.4]

One way to think of is that the left-hand side counts the number of zeros of the
function f(z) = z in Q. Another interpretation is that the left-hand side computes the total
number of times the boundary 02 winds around the origin; this is the same as the total change
in argument, divided by 27, that a point traveling along 02 experiences.

The following result is a generalization of .
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Theorem 9.10 (Argument principle). Let Q C C be a bounded open set whose boundary 02
consists of a finite number of piecewise smooth simple closed curves. If f is holomorphic in an
open set containing Q and f(z) # 0 for z € 99, then

b f(z)dz
2mi Joo  f(2)

equals the number of zeros of f in Q) counted with multiplicity.

(9.4)

Proof. First notice that the set of zeros of f in 2 must be finite because if not, then, since 2
is bounded, the zero set of f in Q would have a limit point in Q by the Bolzano-Weierstrass
theorem (google it!) and so f would be identically zero in at least one connected component
of Q. But this is impossible since f(z) # 0 for z € 9. Let aq, ..., a, be the distinct zeros of f
in Q and let their multiplicities by my, ..., m,, respectively.

If r > 0 is sufficiently small then the discs D(ay,7),...,D(ay,r) are pairwise disjoint and
contained in Q. Then f’(z)/f(z) is holomorphic in an open set containing Q \ Uy D(ay,r) and
so Cauchy’s theorem shows that

1 f/ Z/ dz
271 Jaq f " 2mi oD(apr) f(2)

To compute the right-hand side we note that by Proposition f(z) = (z — ar)™ - gx(2) in
D(ag,r) where g is holomorphic and gx(ay) # 0. Shrinking r if necessary we may assume that
gr # 0 in D(ag,r). Thus

f'(z) _ mu(z — ar)™ gr(z) + (2 — ar) ™ gp(2) _ 1 o2
= = My

f(2) (z — ag)™ gr(2) z—ar  gr(z)

in D(ag,r) \ {ar} and so we get

1 f(2)dz mk/ dz n 1 95.(2) dz
0

2mi OD(ay,r) f(Z) 2 D(az,r) # — Ak 2mi dD(ag,r) gk(z)

= mg,

where the last equality follows from Cauchy’s formula (applied to the function 1) and Cauchy’s
theorem (applied to ¢’/g) noticing that ¢’/g is holomorphic in an open set containing D(ay, ).
Hence, (9.4) equals my + - - - +m,, and the theorem follows. d

We’'ll say some words hopefully explaining the name “Argument principle”. Assume for
simplicity that 9 consists of one simple smooth closed curve and let : [0,1) — C be a simple
smooth parametrization of it. Then f o~ is a parametrization of the curve f(99). But f(09)
need not be simple and, moreover, f o ~y(t) might run through f(9f) several times as ¢ runs
through [0, 1). We claim that equals the total number of times that fo~(¢) winds around
the origin as ¢t runs through [0, 1); this is the same as the total change in argument, divided by
27, that fo~(t) experiences as t runs through [0, 1), cf. the paragraph preceding Theorem
To see this we first notice that this “winding number” is computed by

1t (fe))dt
2mi Ji—o  fon(t) ’

cf. the beginning of this section. By the Chain rule, (fov)'(t) = f'(v(t))-y/(t) (see Exercise[2}7),

and so
N (fey) a1t f/(v(t))~7’(t)dt1/ f'(z) dz
2mi Joo  f(2)

omi Ji_g  fon(t) 2w Ji_g f(v(®)
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since 7 is a simple parametrization of 9.

The next result, Rouche’s theorem, which is a consequence of the Argument principle, is
often useful to compute/estimate the number of zeros in concrete examples.

Theorem 9.11 (Rouche’s theorem). Let @ C C be a bounded open set whose boundary OS2
consists of a finite number of piecewise smooth simple closed curves. Let f and g be holomorphic
in an open set containing Q and assume that |f(2)| > |g(2)| for = € 0. Then f and f + g
have the same number of zeros in ), multiplicities taken into account.

Proof. Consider the function

/ /
0 L[ 1Dt
2mi Joo f(2) +tg(z)

defined for ¢ € [0,1]. Notice that |f(z) + tg(z)| > |f(2)| — tlg(z)| > |f(2)] — |g(2)] > 0O for
all (z,t) € 99 x [0,1]. Tt follows that there is some ¢ > 0 such that |f(z) + tg(z)| > ¢ for all
(z,t) € 002x[0,1] (why?). By the Argument principle, ¢(¢) is the number of zeros of f(z)+tg(z)
in 2, counting multiplicities. In particular, ¢(0) is the number of zeros of f in © and (1) is
the number of zeros of f + g in Q.

We claim that ¢ is continuous. Given the claim we have that ¢ is a continuous function on
[0, 1] taking integer values. But then ¢ must be constant by the Intermediate value theorem
and so ¢(0) = ¢(1). It remains to show the claim. To do this we make a straightforward
computation to get

ot) - plto) = (”@+w<> ﬂ@+mm>)@

2mi Joo \ f(z) +tg(z)  f(2) +tog(2)

R (VLU (O

2mi Jaq (f(z) +tg(2)) (f(2) + tog(2))

Since ¢'(2) f(2) — f'(2)g(z) is continuous there is a C' > 0 such that |¢'(2)f(z) — f'(2)g(2)] < C
0

for all z € 9 and so the absolute value of the integrand is < C/c? for all (z,t) € 9 x [0,1]
By Proposition [2.7| we thus see that ¢(t) — p(tg) = O(|t — to|) and the claim follows. O

Example 9.12. Find the number of zeros of 2> — 3z 4 1 in the unit disc.
Solution: Set f(z) = —3z+ 1 and g(z) = 2°. Clearly, the only zero of f is z = 1/3 which is in
D(0,1). For z on the boundary of D(0,1), i.e., |z| = 1, we have

[f)=1=32+1>] =32/ = 1] =2> 1= 2]’ = |g(2)].
By Rouche’s theorem, f(z) and f(2) + g(z) = 2° — 32 + 1 have the same number of zeros in
D(0,1) and so z° — 3z + 1 has one zero in D(0,1).
Exercises

[Ol1 Show, using Identity theorem I or II, that
(a) sin®z+cos?z=1, (b) sin(2z) =2sinzcosz, (c) cos(2z) = cos? z — sin? 2,
for all z € C.
2

{2 Find the zeros and their multiplicities of (a) (22 — 1)sin7z and (b) e — 1.

@3 Let {z,} € D(0,1) be a sequence of points # 0 such that z, — 0 as n — oc. Is there a
holomorphic function f in D(0, 1) such that f(z,) = (—1)"z, for all n?
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@4

@5
@6

@7

Is there a holomorphic function in € such that f(0) = 1 and f(1 —1/2n) = 0 for
n=1,2...1i (a) @ =C, (b) Q is the unit disc?

Find all holomorphic functions f in C satisfying f(1/n) = n*f(1/n)® forn =1,2,....

Find the number of zeros of

(a) 525+ 2% — 2 + 2 in the unit disc,

(b) z*+ 22 + 32+ 5.5 in the annulus {z; 1 < |z| < 2},
(c) z*+ 22 + 52 in the annulus {z; 1 < |2| < 2},

(d) cos(mz) — 10021% in the unit disc.

Nk
Let R be a given positive number. Show that Z % #0 for all z € D(0,R) if N is
k=0

sufficiently large.
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10 Some topology and jazzed-up Cauchy theorems

We'll get a glimpse of the connection between topological properties of an open set and analytic
properties of holomorphic functions in that set.

10.1 Deformation and homotopy

Let © C C be open and let 79 and ; be parametrized closed curves in €2. A closed curve
can be parametrized by the interval [0, 1] and in this chapter we will tacitly assume that all
parametrized closed curves are parametrized by [0,1]. The curves 7y and ~; are said to be
homotopic in € if there is a continuous map H: [0, 1] x [0,1] — € such that

H(s,0) =90(s), H(s,1)=mm(s), H(0,t)=H(1,t) Vte[0,1].

The last condition ensures that s — H(s,t) is a closed curve. One should think of the curves
s — H(s,t) as interpolating continuously between vy and v in Q as ¢ goes from 0 to 1, i.e.,
that ~p is continuously deformed inside €2 to v; as t goes from 0 to 1. We will call the map H
a homotopy between vy and ;.

The notion of two curves being homotopic turns out to be an equivalence relation on the
set of parametrized closed curves in 2 and thus gives a partition of this set into equivalence
classes, called homotopy classes. A connected open set such that all curves are homotopic, i.e.,
the number of homotopy classes is 1, is called simply connected. Intuitively one can think of a
simply connect open set as having “no holes”.

If a is a point in an open set ) then the constant map 7(s) = a for all s € [0,1] is a
parametrized closed curve in 2. A parametrized closed curve in €2 is said to be null-homotopic in
Q if it is homotopic to a point in €2, viewed as such a trivial curve. Notice that an open connected
set is simply connected if and only if every parametrized closed curve is null-homotopic.

Example 10.1. Let €2 be an open convex set. Then {2 is simply connected. In fact, let v be
a closed parametrized curve in €2 and let a € . Since €2 is convex, the line segment between
a and y(s) is contained in Q for all s € [0,1], and so H(s,t) := v(s) - (1 —t) + ta € 2 for all
(s,t) € 10,1]x[0,1]. Since H clearly depends continuously on (s, t), H(s,0) = v(s), H(s,1) = a,
and H(0,t) = v(0)(1 —t) +ta =~v(1)(1 —t) +ta = H(1,t) it follows that H: [0,1] x [0,1] —
is a homotopy between v and the trivial curve a.

If f is holomorphic in 2 and ~ is a parametrized smooth closed curve in €} we set

1
/ f(2)dz = / F (v (®)Y (1)t
o7 t=0

if v is merely piecewise smooth we divide v into smooth pieces and add up the integrals. We
call such integrals Cauchy integrals; the content of the following result is that Cauchy integrals
only depend on the homotopy class of the curve.

Theorem 10.2 (Cauchy’s theorem, homotopy version). Let 2 C C be an open set and let v och
v1 be homotopic parametrized closed piecewise smooth curves in . Then, for any holomorphic
function f in ),
(2)dz= [ f(2)d=.
Yo 7
In particular, if Q is simply connected, then f,y f(z)dz =0 for any holomorphic function f in
Q and any parametrized closed piecewise smooth curve v in €.
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Sketch of proof. The last statement follows from the first since fy f(z)dz = 0 for any function
if v is constant.

To prove the first we take a homotopy H between ~y and ;. We divide [0, 1] into n pieces
of equal length. This gives us a grid of (n+ 1) - (n + 1) points (i/n,j/n), i,7 = 0,...,n, in
[0,1] x [0,1]. Consider the images H(z/n,j/n) in Q of these points. Let ¢;;, for i =0,1,...,n
and j = 0,1,...,n — 1, be the oriented line segment starting at H(z/n,]/n) and ending at
H (i/n, (j+1)/n); notice that foj = €ynj. Let I'y;, for i =0,1,...,n—land j=1,...,n—1, be
the oriented line segment starting at H(i/n,j/n) and ending at H((i + 1)/n,j/n); we let T
be the curve-piece vy([i/n, (i + 1)/n]) and I';, be the curve-piece v1([i/n, (i + 1)/n]). Since H
is continuous and €} is open ¢;; and I';; are contained in (2 if n is large enough. In fact, since
H([0,1] x [0,1]) is a compact subset of £ (why?) it has a positive distance to 9Q and so we
may choose n so large that all /;; and I';; are contained in 2 for all ¢ and j.

We get oriented closed curves F;j, for i =0,...,n —1and j =0,...,n — 1 by joining I';;,
liv1,5, =T j+1, and —£;; in this order. It is an exercise (do it!) to use Cauchy’s theorem and
check that

/ f(z)dz=0, Vi,j=0,...,n—1.

We also get oriented closed curves I';, for j = 0,1,...,n, by joining I'g;, I'1j,...,I'—1; in
this order. Notice that Iy and I';, are (the images of) vy and v; respectively. The theorem will
follow if we can show that

. f(z)dz — /1“j f(z)dz =0, (10.1)

for j =0,...,n— 1. To show (10.1)) we add and subtract integrals along the lines ¢;;:

/me(z) dz—/rj f(z)dz = g/m,m f(z)dz—/mjf(z) dz+/&j f(2) dz_/mw f(2)dz
_g/&j f(Z)dZ_/EiH,J- f(z)dz
= —/Pijf(z)dz—O:O,

where the second last equality follows since fy; = £,,;, which makes the sum Z?;ol f 0 f(2)dz—
f€i+1 ; f(2) dz telescoping. u

10.2 Winding numbers and homology

In the previous section we saw that Cauchy integrals only depend on the homotopy class of

the curve. In particular, / f(2)dz = 0 if v is null-homotopic in the set where f is holomorphic.
¥

But homotopy is not the whole story. If Q is C with two distinct points removed then one can
find a curve v in © (google “null homologous” and “picture”) that is not null-homotopic in €2,

but still / f(2)dz = 0 for any holomorphic function f i . The “reason” for this is that the

total numger of times that v winds around any of the points outside of {2 is 0. This is loosely
speaking the content of the homology version of Cauchy’s theorem.

Let Q C C be an open set. A cycle in 2 is a formal finite sum I' = ), n,Cj, where ny, € Z
and Cj, is a piecewise smooth oriented closed curve in Q. The support, ||, of T" is the union of
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the Cy’s. If f is a continuous function on |I'| then we set

/Ff(z) dz :== zk:nk .. f(z)dz.

We let £(T") := >, |ni|€(Ck) be the length of I'. One should think of the cycle I' = ), nCy, as
the curves Ci run through ny times; if ng is negative this means that Cy should be run through
|nk| times in the direction opposite to the one given by the orientation.

Example 10.3. Let € be an open set with piecewise smooth boundary 0€2. Then 952, oriented
as a boundary, (i.e., {2 is on the left-hand side) is a cycle in C. If f is holomorphic in an open
set containing Q, then f(99) has a natural structure as a cycle. For instance, if Q = D(0,1)
and f(z) = 2" then f(0D(0,1)) =noD(0,1).

Definition 10.4. If I is a cycle in C and a € C\ |I'| we define the winding number, or indez,
denoted Indr(a), of T' with respect to a as

Indp(a) = - / dz

2mi Jrz—a

The interpretation of Indr(a) is as the total number of times that I' winds around a. Some
evidence for this interpretation is given in Section Further evidence is given by the following
result.

Theorem 10.5. Let I' be a cycle in C.
(a) For each a € C\ |I'|, Indr(a) is an integer.

(b) The function a — Indr(a), defined in C\ |T'|, is constant on each connected component
of C\ |I'|. Moreover, Indr(a) =0 if |a| is sufficiently large.

Proof. To prove (a) we may assume that I is a piecewise smooth oriented closed curve (why?)
and that a = 0; we should then show that fr dz/z is 2mi times an integer. Choose points
wi,ws,...,wy on I' and discs D(wj,r), j = 1,...,N — 1, such that (i) w1 = wn, (ii) I' C
U;D(wj,r), (iii) 0 ¢ UjD(wj,7), (iv) wjy1 € D(wj,r) for j =1,..., N —1, and (v) the traveling
direction, given by the orientation, of the piece of I' between w; and wj41, inside D(wj, ) is
from w; to wjy1.

Since 0 ¢ D(wj,r) we may choose a branch log,, of the logarithm that is holomorphic in
D(wj,r); recall that (log,, z)" = 1/z where it is defined. Let I'; be the part of I' between w;
and wj41 inside D(wj,r). In view of Proposition (3.4 we get

@ N-1
e Z/F Z/ (log,,, 2 ) dz = Z log, wjt1 —log,, w;
J=17"7

r <

N-1

I
™

log |wj1] + targ, wj1 — log|w;| — targ,, w;
1

—1

= 1 arg, Wjy1 — arg, wj

1

J

=2

<.
Il

= 1

M) =

arg,. | Wj — arg,. wj.
J=2
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But arg,, — arg, wj is 27 times some integer and so part (a (a) of the theorem follows.

To ShOW part (b) we notice that Indr(a) depends continuously on a in C\ |T'| by Exerci-
se[L0}1. Thus, Indp(a) is a continuous integer-valued function in C\ |T'|. It follows that Indr(a)
is constant on each connected component of C\ |I'| (why?). Finally, if |a| > 2sup,¢p| [2], then

1/(1 —|z/a|) < 1/2 for all z € |T'|, and so
/ dz < 1 ¢I)
rz/a—1|7 2xla| 2

1/ dz |
o2mi Jp 2 —al|

by Proposition [2.7] For |a| sufficiently large, ¢(T')/(47|a|) < 1 and so, since Indr(a) is an integer,
Indr(a) = 0 if |a| is sufficiently large. O

1

27|al

‘Indr ‘

A cycle I" in an open set €2 is said to be null-homologous in  if Indr(a) = 0 for all a € C\;
two cycles I'y and T'y are said to be homologous in §2 if I'1 — I’y is null-homologous. The notion
of two cycles being homologous in ) is an equivalence relation on the set of cycles in €2 and
the corresponding equivalence classes are called homology classes.

The content of the homology version of Cauchy’s theorem below is that Cauchy integrals
only depend on the homology class. Notice that if C be a null-homotopic piecewise smooth
oriented closed curve in an open set €2, then C is null-homologous in Q. In fact, 1/(z — a) is
holomorphic in C\ {a} and C is null-homotopic in C\ {a} so Ind¢(a) = 0 by the homotopy
version of Cauchy’s theorem.

Remark 10.6. Our definition of homology is not the standard one. However it is equivalent
to the standard definition, see M. Andersson’s book “Topics in complex analysis”.

Theorem 10.7 (Cauchy’s theorem, homology version). Let Q@ C C be an open set and let T’
be a null-homologous cycle in 2. Then, for any holomorphic function f in §,

/F f(=)dz =

Sketch of proof. E|Let ¢ be a Cl-smooth function in C such that p(z) = 0 if |z| is suffici-
ently large and notice that Indp(z) is a bounded function defined almost everywhere in C by
Theorem In view of Exercise [3]9 we get

' D B dw Oyp
21//(:Indp(z)azd$dy - 22// 2m/ w—z 8zd wdy
/_// 8godxdyd
0z z —w
= / o(w) dw.
r

Let f be a holomorphic function in €2 and let x be a smooth function in C such that
x(z) =11if |z| < R and x(z2) =0 if |z| > R+ 1, where R is to be chosen suitably. Replacing ¢
in the preceding computation by fx we get

2i //Clndp( )g da:dy—/f (10.2)

By Theorem Indr(z) = 0 if |z| > R for R’ large enough, and so the left-hand side of
is 0 if R > R’. On the other hand, if R is so big that |T'| C D(0, R), then the right-hand
s1de of 10.2)) equals fr w) dw. The theorem thus follows. O

5This proof sketch can be made rigorous by using some distribution theory and/or integration theory.
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10.3 Properties of simply connected open sets

We'll see that in simply connected open sets the theory of holomorphic functions is particularly
well behaved.

Theorem 10.8. Let Q C C be an open connected set. If 2 is simply connected then

(a) Ind,(a) =0 for any parametrized piecewise smooth closed curve v in Q and any a ¢ 2,
(b) /f(z)dz =0 for any cycle T in Q and any holomorphic function f in Q,
r

(¢) each holomorphic function f in Q has a holomorphic primitive in ), i.e., there is a
holomorphic F in Q such that F' = f,

(d) each holomorphic function f in Q such that f(z) # 0 for all z € Q has a holomorphic
logarithm in Q, i.e., there is a holomorphic g in Q such that f(z) = 9% and ¢'(z) =
f'(2)/f(z) for all z € Q.

We will prove that if Q is simply connected then property (a) holds. Then we show that
(a) = (b) = (¢) = (d) without assuming that € is simply connected. It is also true that (d)
implies that € is simply connected, see, e.g., Andersson. Hence, any one of the properties (a)
— (d) is in fact equivalent to that € is simply connected.

Proof. If € is simply connected then (a) follows as in the paragraph preceding Remark
since any closed curve in €2 is null-homotopic.

Assume that (a) holds. Then every parametrized piecewise smooth closed curve in € is
null-homologous and it follows that any cycle in € is null-homologous. Hence, (b) follows from
the homology version of Cauchy’s theorem.

Assume that (b) holds and let f be a holomorphic function in Q. Fix some point a € Q and
set, for any z € Q, F(z) = fv(mz) f(2)dz, where ~y(a, z) is a piecewise smooth curve starting at
a and ending at z; since (b) holds, F'(z) is independent of the choice of v(a, z) (why?). As in
the proof of Morera’s theorem we then see that F' is holomorphic and that F’ = f. Hence, (c)
holds.

Assume that (c) holds and let f be a holomorphic function in €2 such that f(z) # 0 for all
z € Q. Then f’/f is holomorphic in Q and there is a holomorphic function g in © such that

g = f'/f. Hence,

(9) G f—elf  eIf —edf
—_— prm— prm— pr— 0’

! f? f?

and so e9/f = C for some (necessarily non-zero) constant C' by Proposition Choosing ¢
such that C' = e® we get ¢97¢ = f and we may thus take g := § — ¢ to see that (d) holds. [

Exercises

M01 Let I' be a cycle in C, let a € C\ |I'|, and let d be the distance between a and |I'|. Show,
Tr
e.g., using Proposition that }Indp(a +h)— Indp(a)| < |h|£(d2) if |h| < d/2.
™
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11 Some mapping properties of holomorphic functions

11.1 The Maximum principle and Schwarz’s lemma

The modulus of a holomorphic function cannot have a local maximum unless the function is
constant. Another way to say this is that the modulus of a holomorphic function is maximal
on the boundary. This is the content of the Maximum principle, a.k.a. the Maximum modulus
principle. We begin with a local version.

Proposition 11.1 (Maximum principle, local version). If f is holomorphic in a disc D(a, R)
and | f(2)| < |f(a)| for all z € D(a, R), then f is constant.

Proof. By expressing the integral in Cauchy’s formula using the natural parametrization of the
circle 0D(a,r) we get

1 2

f(a) fla+re)dt, forr <R,

:%0

see Exercise [3]10. Hence, we get

0 = 2als(0)| - 2l = (@) | e ] / %f(a+re”)dt‘ (111)

v

27 27 )
/ \f(a)ldt — / Flat reit)dt
0 0
27
— /0 F(@)] — | f(a+ reh)] dt >0,

where the last step follows since |f(a)| > |f(a + re®)| for all r < R and all ¢ by assumption.
Thus the inequalities in this computation must be equalities. But since | f(a)|—|f(a+re')| > 0,
we cannot have f027r |f(a)] —|f(a+ret)|dt = 0 unless |f(a)| — |f(a + re®t)| = 0. Hence, |f| is
constant in D(a, R) and so f is constant in D(a, R) by Proposition O

Theorem 11.2 (Maximum principle, global version). Let 2 C C be an open bounded set. Let
f be holomorphic in Q and assume that f extends to a continuous function on Q. Then |f|
attains its mazximum on 0X), i.e., sup |f(z)| = sup |f(z)|.

2eQ z€09Q2

Proof. Since |f| is a continuous function on the compact set Q there is an a € Q such that
|f(a)] = sup,.q|f(2)]. If a € 9Q = Q \ Q we are done, so assume that a € Q. Since 2 is open
there is a disc D(a, R) C 2 and so, by the local version of the Maximum principle, f is constant
in D(a, R). But then, by Corollary f is constant in the connected component ' of Q that
contains a. Thus, f(z) = f(a) for any boundary point of €'; such points are also boundary
points of 2 and so there are boundary points of {2 where |f| attains its maximum. O

One application of the Maximum principle is Schwarz’s lemma, which in particular will
enable us to determine all bijective holomorphic maps from the unit disc to itself.

Theorem 11.3 (Schwarz’s lemma). Let f be holomorphic in the disc D(0, R) and assume that
f(0) =0 and that |f(2)| < M for all z € D(0,R). Then |f(z)| < M|z|/R for all z € D(0, R)
and |f'(0)] < M/R. Moreover, if |f(2)| = M|z|/R for some z € D(0,R) \ {0} or if |f'(0)] =

M .
M/R, then f(z) = zfew for some constant 6 € R.
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Proof. We may assume that M = R = 1; otherwise consider the function f(z) = f(zR)/M.

Since f(0) = 0 we can write f(z) = zg(z) for some g holomorphic in D(0, 1), cf. Propo-
sition Notice that f/(0) = g(0). For any r < 1, g is continuous on D(0,7) and |g(z)| =
|f(2)|/]z] < 1/rif |z] = r. Thus, by the Maximum principle, |g(z)| < 1/r in D(0,r). Letting
r — 17 it follows that |g(z)| <1 in D(0,1), and so |f(2)| < |z| in D(0,1).

Assume that |f(z)| = |z| for some z € D(0,1) \ {0} or that |f'(0)| = 1. By the first part of
the proof, |g| then has a maximum = 1 in D(0,1) and so by the local version of the Maximum
principle g is a constant, which has to have modulus 1. Thus, g(z) = € for some 6 € R, and
the last part of the theorem follows. O

Notice that the hypothesis of Schwarz’s lemma is that f is a holomorphic function from
the disc D(0, R) to the disc D(0, M) such that f(0) = 0. If f(0) = a # 0 we can still get some
information from Schwarz’s lemma. Set « = a/M € D(0,1) and let

z—

$al(2) = (11.2)

az—1"

One can check that ¢, is a bijective map from D(0,1) to itself (Exercise [11}3). The function
h(z) := ¢a(f(2)/M) then is a holomorphic map from D(0, R) to D(0,1) such that h(0) = 0.
Schwarz’s lemma thus gives |h(z)| < |2|/R, ie., |¢a(f(z)/M)| < |z|/R, which at least says
something about f.

Let us also show how Schwarz’s lemma can be used to prove that any bijective holomorphic
maps from the unit disc to itself, i.e., a holomorphic automorphism of D(0, 1), is of the form
¢o for some a € D(0,1), up to a multiplicative constant of modulus 1. Let f be a holomorphic
automorphism of D(0,1). Suppose first that f(0) = 0. Then Schwarz’s lemma gives |f(z)| < |z|
for all z € D(0,1). On the other hand, Schwarz’s lemma applied to f~! gives |f~1(2)| < |z| for
all 2 € D(0,1). Hence, |z| = |f~1(f(2))| < |f(2)| < || for all z € D(0, 1) and so the inequalities
must be equalities. From Schwarz’s lemma again it follows that f(z) = €z = /™ ¢ (2) for
some 6 € R. If f(0) = a # 0, then ¢, o f is an automorphism of D(0,1) that maps 0 to 0. From
what we have just seen, ¢, 0 f(z) = €2 for some 6 € R and so, since ¢! = ¢, (Exercise|11}3),

(2) = a(e2) = €76 i04(2);

the last equality is a simple exercise.

11.2 Three basic mapping theorems and the Riemann mapping theorem

Recall from Proposition and Exercise [37 that if the image of a holomorphic function is
contained in a circle or a line then the function must be constant. This suggests that non-
constant holomorphic functions cannot have “thin” images. In fact, the next result says that
the image of a non-constant holomorphic function necessarily is open.

Theorem 11.4. Let f be holomorphic in an open connected set Q0 C C. Then either f is
constant or f(£2) is open.

Proof. Assume that f is not constant. Let a €  be an arbitrary point; we will show that there
is a disc centered at f(a) contained in f(2).

We may assume that f(a) = 0 (possibly after replacing f by f — f(a)). Since f is not
constant, a is an isolated zero of f by the Identity theorem II and so we may choose a disc
D(a,r) C Q such that f(z) # 0 for 2 € dD(a,r). Let € := inf.cop(ar) [f(2)]; since [f] is
continuous and non-zero on the compact set dD(a, r), we have € > 0. Consider the disc D(0, ¢)
and let w € D(0,¢). Let g be the constant function g(z) = —w. For z € 9Q we have |f(z)| >
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€ > |w| = |g(2)| and so by Rouche’s theorem f and f + ¢ have the number of zeros in D(a,r).
Thus, since f has a zero in D(a,r), there is a b € D(a,r) such that f(b) + g(b) = 0. Hence,
f(b) = w and it follows that D(0,¢) C f(D(a,r)) C f(2). O

With some variation of this proof we also get

Theorem 11.5. If f is an injective holomorphic function defined in some open set 2 C C,
then f is conformal in , i.e., f'(z) # 0 for all z € Q.

Proof. Assume, to get a contradiction, that there is a point a € Q such that f'(a) = 0. We
may assume that f(a) = 0 (possibly after replacing f by f — f(a)). Since f is injective, f
cannot be identically zero in any disc centered at a and so, by the Identity theorem I, a is a
zero of some finite order m; notice that then a is a zero of f’ of order m — 1 > 1. Thus, by
Proposition there is a disc D(a,r) C 2 such that a is the only zero of f and f’ in D(a,r).
Set € := inf,cop(a,) |f(2)]- As in the previous proof, € > 0 and, for any w € D(0,¢), f(z) and
f(2) — w have the same number of zeros in D(a,r). Choose wy € D(0,¢€) \ {0} and notice that
f(a) —wp # 0 since f is injective. Since f has a zero of order m > 2 at a, f(z) —wo must have
at least two zeros in D(a,r) taking multiplicity into account. Now, f(z) —wp cannot have two
distinct zeros since f is injective and so f(z) —wp must have a zero of multiplicity at least two
at some b € D(a,r) \ {a}. But then f/(b) = 0, which contradicts that a is the only zero of f’
in D(a,r). O

Theorem 11.6 (Inverse function theorem). Let f be an injective holomorphic function defined
in some open set Q@ C C. Then f has a holomorphic inverse f~1: f(Q) — Q.

Proof. Since f is injective it is set-theoretic nonsense that there is a unique inverse f~*: f(Q2) —
Q; we’ll need to show that f~! is holomorphic.

Let wo € f(2) and let zg = f~!(wp). Since f is injective f'(29) # 0 by Theorem and so
the differential of f at zg is non-zero, cf. . It thus follows from the Inverse function theorem
of calculus that f~! is C''-smooth close to wg. To show that f~! is complex differentiable at wq
note that if w; is a sequence converging to wg then z; := f _1(wj) converges to zg by continuity.
Hence,

1 1 —1 -1 _

Y ) Y N V1) 1) BN B W
w—swo w — wo 220 f(z) = f(20) z=z20 f(z) = f(z0)  ['(20)
where we compute the limit by considering sequences {w;} such that w; # wo; this ensures
that f(z;) — f(20) # 0 since f is injective. O

If f is an injective holomorphic function defined in some open €2, f~! thus is a holomorphic
function in f(£2), which is open by Theorem at least if Q is connected. Moreover, by
Theorem both f and f~! are conformal. We say that two open sets are conformally
equivalent if there is a bijective holomorphic map between them. In Chapter [7] we indicated
the importance of finding conformal mappings from complicated open sets to simpler ones and
we also looked at some techniques to construct such maps. Given a quite general open set it
is very hard to construct an explicit conformal mapping onto some substantially simpler one,
but, in fact, theoretically it is usually possible. The first and main result in this direction is
the Riemann mapping theorem.

Theorem 11.7 (Riemann mapping theorem). Let Q C C, Q # C, be an open simply connected
set. Then € is conformally equivalent to the unit disc.
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A proof of this is beyond the scope of these notes but can be found in, e.g., M. Andersson’s
book “Topics in complex analysis”. However, in Chapter below we will make it physically
reasonable that the Riemann mapping theorem holds.

Notice that C cannot be conformally equivalent to the unit disc because if it where, then
there would be a bijective holomorphic map f: C — D(0, 1) and this is not possible by Liou-
ville’s theorem.

In view of the Riemann mapping theorem the hypothesis in Schwarz’s lemma becomes less
restrictive than it might look. To be more specific, let f be a holomorphic function in an open
simply connected set 2 # C and assume that f(Q2) # C. By the Riemann mapping theorem
there are bijective holomorphic maps ¢: D(0,1) — Q and ¢: f(Q) — D(0,1) and so po fogp
is a map from the unit disc to itself. By composing further with suitable ¢,’s, see , we
may assume that 0 is mapped to 0. Then the hypothesis of Schwarz’s lemma is satisfied and
one might get some information about f. One illustration of this is outlined in Exercise [T1]2.

Exercises
MIl1 Let f be a holomorphic function in C such that f(z) € R for all z € 9D(0,1).

(a) Show that |e*/(?)| =1 for 2 with |z| = 1.

(b) Use the Maximum principle to show that f(z) € R for all z € D(0,1) and conclude
that f is a constant function.

M1l2 Let IIT be the upper half-plane, let a € IIT, and let f: II™ — IIT be a holomorphic

f(z) = f(a)

f(z) = f(a)

20 fod! where ¢1(z) = (2 — a) /(2 —a) and ¢»(2) = (z — f(a))/(2 — f(a)).)

M13 (a) Show that |z —a| < |az — 1| if and only if |2|>(1 — |a|?) < 1 —|a|?, and conclude that
|pa(z)] < 1if z,a € D(0,1).

(b) Show that w = ¢4(2) if and only if z = ¢ (w).

z—a
map. Show that —| for all z € IT". (Hint: Consider the composition

T lz—a
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12 Singularities and Cauchy’s residue theorem

By singularities we here mean isolated points where a holomorphic function is not defined. We
will see that a holomorphic function is represented by a Laurent series in a neighborhood of a
singularity; a Laurent series is a power series that also contains negative powers. Laurent series
expansions allow us to classify the singularities of holomorphic functions.

Cauchy’s residue theorem is a generalization of Cauchy’s theorem/formula that applies to
holomorphic functions with singularities.

12.1 Laurent series and classification of singularities

Let A be the annulus {z; r < |z| < R} and let f be a holomorphic function in an open set
containing A. For any z € A we have by Cauchy’s formula that

1 flw)ydw 1 f(w) dw 1 f(w) dw
fz) = 2mi Jou w—2z 27r7§/|w|R w—2z 27ri/|w|r w—z (12.1)
1 fw) dw 1 fw) dw

210 Jlw=r W l—2z/w 2w Jiy= 2 1—w/z

Since |z/w| < 1if |[w| = R and |w/z| < 1 if |[w| = r we have 1/(1 — z/w) = Y32 o(z/w) if
lw| =R and 1/(1 —w/z) = 3 32 (w/2)* if |w| = r. As in the proof of Theoremone shows

flw) dw ad Fw) z\k

[ty [ () .

k=0 lwl=r

and so, by (12.1)),

—k‘ 1 k‘
_1_7 / dw.
QWZZ /| Rw’““ w|=r

Both of these series converge if < |z| < R and so it follows from Lemma that the first
series is absolutely convergent if |z| < R and the second one is absolutely convergent if |z| > r.
Setting ¢ = 1/(2mi) [, f(w)/w* ! dw, where C is any curve such that C — 9D(0, R) is null-
homologous in A, we have f(z) = Z_Oo c2" and the series converges absolutely in A. This is
the Laurent series of f (centered at 0).

Theorem 12.1 (Laurent’s theorem). Let A = {z € C;r < |z —a|] < R} and let f be a
holomorphic function in an open set containing A. Then there is a unique series > cn(z— a)k
converging absolutely in A such that

[e.e]

=% a-at

k=—o00
for z € A. The coefficients are given by
1 f(w) dw

= i Jo w —a)T (122)

where C is any curve such that C — dD(a,0), r < 0 < R, is null-homologous in A.
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Proof. We may assume that a = 0 and we have already showed that if ¢ is defined by (12.2)
(with @ = 0) then f(2) = >.%°_cp2” for z € A and the series is absolutely convergent in A. It
remains to show uniqueness.

Let >.°°_ dj2" be absolutely convergent in A and assume that f(z) = 3% dy2" for 2 € A.
To see that dk = ¢}, for all k we notice that if r < p < R, then

2micy = /
Z+1
lwl=o W

the last equality follows from Exercise 29 and an argument showing that it is allowed to
interchange the order of integration and summation in the second equality is outlined in Ex-
ercise [211. O

k

w .

k=—o00 lwl=e¢

To find a Laurent series explicitly in a concrete example it is often easier to use some ad
hoc method instead of trying to compute the coefficients by . If one somehow can cook
up a Laurent-type series representing a given function then it has to be the Laurent series by
uniqueness of Laurent series.

1
Example 12.2. Find the Laurent series of f(z) = P P centered at 1.
z(z —

Solution: One way to solve this problem is first to split f into partial fractions,
1 1 1

z(z—1) T 2-1 2z (12.4)

and then use the formula for a geometric series to write

e ) DG U CEI

z 1+(z-1) —

which converges in D(1,1) \ {1}. Hence, the Laurent series of f in D(1,1)\ {1} is

z:—l

One could also use the formula for a geometric series directly to get

z(zl— e DGRV SR T BRI
k=0 k=—1

which is the same as we got before.

The part of the Laurent series containing negative powers is called the principal part. In
the example above the principal part is 1/(z — 1).

Let f be holomorphic in the annulus A = {z; r < |z — a| < R}. Then its Laurent series
S cr(z — a)¥ converges to f in {z;7 +¢€ < |z —a| < R — ¢} for any € > 0 by Laurent’s
theorem, and so it converges to f in A. If the principal part of the Laurent series vanishes, i.e.,
if ¢, = 0 for k < 0, then f extends to a holomorphic function in the disc D(a, R). In fact, if
the Laurent series converges in {z; r < |z — a| < R} and has no negative powers of z — a then
the series converges in D(a, R) by Lemma and thus gives the holomorphic extension.

Let r = 0, so that f has a singularity at a. If ¢ = 0 for k£ < 0, then, as we have just seen, f
extends across a, and we say that f has a removable singularity at a. If there is an m > 0 such
that c_,, # 0 and ¢; = 0 for £k < —m, then we say that f has a pole of order m at a. In the
example above the function has a pole of order 1 at 1. If ¢; # 0 for infinitely many negative
k’s, then we say that f has an essential singularity at a.
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Proposition 12.3. Let f be holomorphic in the punctured disc D(a, R)\ {a} and assume that
there is a constant M > 0 such that |f(z)| < M for all z € D(a,R) \ {a}. Then f has a
removable singularity at a.

Proof. Let ¢, k € Z, be the coefficients in the Laurent series of f centered at a and let
0 < ¢ < R. By Laurent’s theorem,

1 f(z)dz
Tm /Z—a|g (Z - a)k+1

If £ < 0, then M/Qk — 0as o — 0and so ¢ =0if k < 0. Hence, f has a removable singularity
at a. O

f(2) M
= < — =2 < —-.
k| < sup —af o < J

z—al=¢

1
27T|

A function f holomorphic in an open set € except for poles at isolated points a; € € is
said to be meromorphic in €. Alternatively, f is meromorphic in € if for each a € Q) either f or
1/f is holomorphic in D(a,r) for some r > 0. This follows in particular from the next result.

Theorem 12.4. Let f be holomorphic in a puntured disc D(a, R) \ {a}. Then f has a pole of
order m at a if and only if 1/ f is holomorphic in some disc D(a,r) and has a zero of order m
at a.

Proof. Assume first that f has a pole of order m at a. Then the Laurent series looks like

[e.e]

Z az—a)f=Gz—a)™ ch—m(z —a)",
k=0

k=—m

and converges in D(a, R)\ {a} It then follows from Lemmathat S Chem(z—a)k = g(2)
converges in D(a, R) and thus ¢ is holomorphic in D(a, R). Moreover, g(a) = c_,, # 0 and so
1/g is holomorphic in some disc D(a,r) (why?). Hence, 1/f(z) = (z — a)/g(z) is holomorphic
in D(a,r) and has a zero of order m at a by Proposition

Showing the converse statement essentially amounts to do the above reasoning backwards.
Assume that 1/f is holomorphic in some disc centered at a and that it has a zero of order m
there. Then, by Proposition 1/f(2) = (2 — a)"™g(z) where ¢ is holomorphic and g(a) # 0.
Hence, g(z) := 1/§(z) is holomorphic in a disc centered at a. Let Y re di(z —a)* be the Taylor
series of g and notice that dyg = g(a) # 0. We get

. (zg—(z))m e —1a)m D d(z=a) =} dmir(z—a)f,
k=0 k=—m

which by uniqueness has to be the Laurent series of f. Thus f has a pole of order m at a. O

In view of Proposition [9.5| we now also get two more characterization of f having a pole of
order m at a namely 1) that f(z) = g(z)/(z — a)™ for some holomorphic g with g(a) # 0 and
2) that lim,_,4(z — a)™ f(z) exists and is non-zero.

We conclude this section by by saying a few words about singularities at co. If f is holomorp-
hic in {z; |2| > R} for some R > 0 we say that f has a singularity at co. Set f(w) = f(1/w);
then f is holomorphic in the punctured disc D(0,1/R). We say that f has a removable singu-
larity at oo, a pole of order m at oo, and an essential singularity at oo if f has a removable
singularity, a pole of order m, and an essential singularity, respectively, at 0.

Example 12.5. If f is a polynomial of degree n, then f has a pole of order n at oo. In fact, if
f(z) =3 p_gerz® then f(1/w) = (1/w"™) > p_gcrw™ ¥ and 3°}_, cpw™ * is holomorphic and
non-zero at w = 0.
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By the Fundamental theorem of algebra, a polynomial thus has the same number of zeros
and poles on the Riemann sphere. Something more general is in fact true; any meromorphic
function on the Riemann sphere has the same number of zeros and poles. We will not prove
this statement in these notes.

12.2 Residue theorems

Let f be holomorphic in a punctured disc D(a, R) and let >*° _ci(z — a)¥ be the Laurent
series. The coeflicient ¢_; is of particular importance; it is called the residue of f at a and
denoted Res(f;a). Its importance stems from the fact that

/ f(2)dz = 2miRes (f;a). (12.5)
0D(a,0)

To see this we compute as in the uniqueness part of the proof of Laurent’s theorem, cf. (12.3));

[e.9]

f(2) dz-/ c z—a dz = c/ z—a)dz = 2mic_.
/8D(ag) ( 0D(a,p) Z k Z g ( ) !

k=—00 8D(a79)

Theorem 12.6 (Cauchy’s residue theorem). Let Q C C be an open set and let f be holomorphic
in Q\{ai,...,an}. Let w C Q be an open subset such that a; € w for all j, w C Q, and Ow is
a finite number of piecewise smooth closed curves. Then

N
f(2)dz = 2mi Z Res(f;aj).
Oow

j=1

Bewvis. Choose r > 0 such that D(a], r) C w for all j. Then f is holomorphic in an open set
containing @ \ U; D(a;,r) and so it follows from Cauchy’s theorem that

f dz—Z/

dD(aj,r)
But by (12.5) the right-hand side equals 274 Zjvzl Res (f;a;) and we are done. O
dz

Example 12.7. Compute the integral / —_—.
aD(0,2) ?(z2 — 1)

Solution: From ((12.4)) we read off that 1/(z(z — a)) has poles of order 1 at z = 0 and z = 1,

which are in D(0,2), and that the residues at these points are —1 and 1, respectively (why?).

By the residue theorem the integral thus equals 27i(—1+ 1) = 0.
Theorem [12.6|is sufficient to solve most basic problems but we also give a jazzed-up version.

Theorem 12.8. Let Q2 C C be an open set and let f be holomorphic in Q\ {a1,...,an}. If T
is a null-homologous cycle in Q2 such that aj ¢ |T'| for all j, then

/f dz = QWZZIndp (aj)Res(f;a;).
7=1

Proof. Choose r > 0 such that the discs D(a], r), j = 1,..., N, are pairwise disjoint and
D(aj,r) C Q and D(aj,r) N |T| = 0 for all j. Consider the cycle v = >_;Indr(a;)0D(a;, 7).
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Since D(aj,r) C Q the winding number Ind, () is 0 for all z ¢ Q. Hence, the cycle I := T — v
is null-homologous in €. Since also Inds(a;) = Indr(a;) — Ind(a;) = 0 by the choice of ~, the
cycle T is in fact null-homologous in Q\{ai1,...,an}. Since f is holomorphic in Q\{a1,...,an}
it follows from the homology version of Cauchy s theorem that fF z)dz = f f(2)dz, and so

N N
/Ff(z) dz = Zlndp(aj)/ f(z)dz = 2mi Zlndp(aj)Res(f; a;).
j=1

9D(aj,r) j=1
O

In order for the Residue theorem to be useful we need ways of computing residues efficiently;
we list a few here.

Assume first that f has a pole of order < m at a. Then g(z) = (z —a)™ f(z) is holomorphic
by the comment following the proof of Theorem let > 72 cr(z— a)¥ be the Taylor series
of g. The Laurent series of f thus is > ro,ck(z — a)*™™ and we read off that Res(f;a) =
cm—1 = g™ Y(a)/(m — 1)!. We get the following computation rules.

- ‘ 9"V (a)

Residue computation la: If f has a pole of order < m at a then Res(f;a) = m
where g(z) = (z —a)™ f(2).

Residue computation 1b: If f is of the form f(z) = (2 — a) ™Y ¢ty ck(z — a)¥, then
Res (fa CL) =Cm—1-

Residue computation 1c: If f has a pole of order 1 at a then Res (f;a) = ;13(11(2 —a)f(z).

Assume now that f is of the form f(z) = g(z)/h(z), where h has a zero of order 1 at a. Then
h(z) = (z — a)h(z) where h(a) # 0 in view of Proposition a straightforward computation
(do it!) shows that h(a) = &'(a). Hence, f(z) = (g(z)/h(2))/(z — a) and it follows by Residue
computation 1c that Res (f;a) = g(a)/h(a) = g(a)/h'(a). We thus have

Residue computation 2: If f is of the form f(z) = g(z)/h(z), where h has a zero of order 1

at a, then Res (f;a) = g(a)/h(a) = g(a) /N (a).

Exercises

21 Let >.°°_di2"* be absolutely convergent in A = {z;r < |z| < R}, let r < o < R, and
choose u and v such that r <u < p <v < R.

(a) Show that there is a constant C such that |d|v* < C and |dy|u* < C for all k € Z.
(b) Show that

N+1 1
ap | S dat| < &) —
lwl=e |p=N+1 v 1—o/v
N+1
1 1
sup d_p— <C’< ) e
lw|=e k%:-i-l wk 1% 1—U/Q

(c) Show that

dw
k
/w Edkw s E/w dw” €+1—>OasN%oo,

|Qk0

[,

d d d_; d
k v Z/ k w—>0asN—>oo
lwl=e 4 W wl=
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and conclude that the second equality in (12.3]) is valid.

M[22 Let f be holomorphic in C, let p be a polynomial of degree d with d distinct zeros
ai,...,aq, and choose R > 0 such that D(0, R) contains all the zeros of p. The purpose
of this exercise is to show that for any z € D(0, R)

i) S s~ p(e) flay)
IE) = oni /8D(0,R) (w — z)p(w) dwt) e (12.6)

This is an example of a division formula. The reason for the name is that it shows that
f is holomorphically divisible by p if f(a;) = 0 for all j. In fact, if f(a;) = 0 for all j,
then we see that f(z) = p(z)q(z), where ¢ is given by the integral on the right-hand side,
which is a holomorphic function in D(0, R) (why?).

(a) Fix z and set H,(w) = (p(2) — p(w))/(z — w). Show that H,(w) has a removable
singularity at w = z and thus defines a holomorphic function in C.

(b) Use the Residue theorem to show that

1 H,(w)f(w) dw:i p(z) flay)

2mi Japo,r)  P(w) — z—a;p(ay)

(c) Use Cauchy’s formula to show that

i M w = f(z —M L w
o /aD(O,R) p(w) dw=J(z) /8D(0,R) (w w

and conclude that ((12.6]) holds.
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13 Calculating real integrals using complex analysis

We consider a few examples illustrating some techniques to compute certain real integrals by
using complex analysis methods, in particular the Residue theorem.

dt
1+ 8cos?t’
The idea is to rewrite the integral as a contour integral and then use the Residue theorem.
A natural first attempt is to try to rewrite the integral as an integral over 0D(0,1): Notice
that z = e, 0 < t < 27, is a parametrization of 9D(0, 1) and that then dz = ie''dt = izdt and
cost = (e + e ™) /2 = (2 + 1/2)/2. Hence,

27
Example 13.1. Compute the integral /
0

/27r dt B / dz/iz _/ dz/iz
o 1+8cos?t — Jopoy 1+8((2+1/2)/2)?  Japoy 1 +2(22 +2+1/2?)

zdz
= —1 _— 13.1
/8D(0,1) 224 + 52’2 + 2 ( )

The denominator is a degree 2 expression in z? and may be factorized as 22 + 522 + 2 =
(222 +1)(22 4 2). It follows that the denominator has zeros of order 1 at #+i/v/2 and +iv/2. Of
these only +i/v/2 are in D(0,1) and the residue of z/((22% 4+ 1)(2% + 2)) =: g(2)/(22% + 1) at
these points are

9(2) _ 1 _1
4z lo=xi/vz  4(22 +2)le=xi/v2 6
by Residue computation 2. Hence, by ([13.1)) and the Residue theorem,
21 dt
———— = —2mi(1/6 + 1/6) = 2x/3.
/0 1+ 8cos?t i2mi(1/6 +1/6) = 2/
* dx
Example 13.2. Compute the integral / ar—
0 1 + 1'4

This is an integral over the interval [0, 00) which does not bound any open set. To use the
Residue theorem we need to close up the curve in an appropriate way. A first thing to notice is
that fooo lfi = limp_yoo fOR %, and the interval [0, R] is at least finite. We also notice that
the integrand is an even function so that

/R de 1 /R da

0 1+5L'4_2 _R1+Hf4.

Denote the interval [—R, R| by vg and let ' be the upper half of the circle {z; |z|] = R}
oriented counterclockwise. Then yr + I'g is the boundary of the upper half of the disc D(0, R)
and we should be able to compute fw v 2/ (1 + 24) by the Residue theorem. On the other
hand, /

d L d
/ 24:/ aj4+/ = (13.2)
'YR+FR1+Z _Rl—l—x FR1+Z

and so, if we also can compute the second integral on the right-hand side, we will get information
about the integral of interest.

We begin by computing the left-hand side of (I3:2)). Since 1+2* = (2 —e™/4)(z —?7/4) (2 —
eB™/4)(z — €'T/4) we see that, in the upper half of the disc D(0, R), f(z) := 1/(1 + z*) has
poles of order 1 at e™* and e3™/* (at least if R > 1). The residues at these points can be
computed using, e.g., Residue computation 2:

Res(f; ei“/4) = é

. R
s—ein/4 o 42’
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. 1 1—14
CeBBT/Ay S
Res(f;e ) = 18 | isnsa = 4\/5.
Hence, for any R > 1 we have
/ 9 _ ori(Res(f; /") + Res(f; e#7/4)) = ... = 1|
yr+Tr 1+ 2! 7 7 V2

The second integral on the right-hand side of ([13.2) actually goes to 0 as R — co. To see
this we use Proposition and the Reverse triangle inequality:
1 1 TR

dz
— | <sup —— A(T'Rp) < sup ——— - 7R= —/———,
/I‘R 1+ 24 2€l'Rr |1+Z4’ ( ) 2€l'r |Z|4_1 R -1

which goes to 0 as R — oo.

From ([13.2) we no et/oo dz li e " and we concl dethat/oo dz
rom (|13.2)) we now = lim —— = — and we conclu
& o L+t Rooo J_pl+azt /2 o 1+t
o0
d
Example 13.3. Compute the integral/ o8 Tar
oo T2 — 22+ 2

We first present the solution and then we make some comments that hopefully explain
why we do as we do. Let yg be the interval [~R, R], let I'r be the upper half of the circle

e'LZ
szl = d let ==
(21 12 = R), and let f(2) = = —
the function f is holomorphic in C\ {a,a} and the residue at a is

. Since 22 — 22+ 2 = (2 — a)(z — @), where a = 1 + 1,

eiz eia e*l‘i’i
Res(f;a) = — = - =

Z—aQalz=a a—a 21

by Residue computation lc. Hence, for any R > v/2 (so that a is in the upper half of the disc
D(0,R)),

iz d —1+2 )
/ = ot — et (13.3)
vr+Tg 2~ —22+2 29
by the Residue theorem. On the other hand,
iz g R iw g iz g
/ 26 z :/ 26 T +/ 26 z 7 (13.4)
yp+TR 2% —22+2 _RpTf—2x+2 rp2°—2z+2

and we claim that the second integral on the right-hand side goes to 0 as R — oo. The claim
follows since

zzd iz Reiz
/262’ < s 59 < s S xR
FRZ 72Z+2 z€l'p |Z 72Z+2| z€l'p |Z| 72|Z|72
—Imz
e TR
< L GR< Y LpasR—
= PR -9r-2 """ =R-2r-2 % oo

where the second inequality follows from Proposition (and the Reverse triangle inequality),
and the fourth inequality follows since Im z > 0 on I' so that e ™% < ¥ =1 for all z € T'p.

In view of ([13.3) and (13.4]) we thus have

00 i ] R i g .
/ = — lim / B (13.5)
o X2 —22+2 Rooo ) _pa?—2x+2
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However, e = cosx +isinz, so the integral we are interested in computing is the real part of
the left-hand side of ([13.5)). Hence, the sought integral equals Re(me~'*%) = Re(me ! (cos1 +
isinl)) = me ! cos 1.

Our comments concern the choice of f and integration contour. One might wonder why
we don’t choose f as cosz/(z2 — 2z + 2); this is a holomorphic function in C \ {a,a} and on
the real axis it is the integrand in the integral we want to compute. The step where we use
the Residue theorem works just as well with this choice of f but the step where we show that
the integral over I'p goes to 0 will not work out in a nice way. The reason is that we cannot
estimate | cosz| for z € I'p in a sufficiently good way; recall that cos grows exponentially on
the imaginary axis.

One might also wonder why we choose the upper half of the circle {|z| = R} to get a closed
integration contour and not the lower half. This is just a matter of taste, we can choose I'g as
the lower part but then we need to choose f as e%* /(22 — 2z + z) to make the step where the
integral over I'p goes to 0 work out.

Other ways of closing up the integration contour might also work but will probably lead to
more elaborate computations.

* sin? x da
0 z?

It is often a good idea first to check that the integral in question actually makes sense. In
this case there is no problem; the singularity at 0 is removable (why?) and the integrand decays
as 1/x2 as © — +00 so the integral converges nicely. To compute it we begin by noticing that

1—e

122
sin?z = (1 — cos(2z))/2 = Re(1 — €¥?*)/2 and set f(z) = o
a removable singularity at 0 since the numerator now has a zero only of order 1 at 0. Thus, f
has a pole of order 1 at 0 and so we cannot choose [—R, R] as part of an integration contour
as we have done before, we need to take detour to avoid the origin. Let v;(d, R) be the interval
[—R,—9], let 72(d, R) be the interval [d, R], let I'r be the upper half of the circle {z; |z| = R}
oriented counterclockwise, and let I's be the upper half of the circle {z; |z| = 0} oriented
clockwise. Then 1 (6, R) +T's +72(d, R) +T'g is the boundary of the set Q% := D(0, R)\ D(0, §)

and f is holomorphic in an open set containing Q(SR. Therefore, by Cauchy’s theorem, we have

Example 13.4. Compute the integral

. However, f does not have

/ fdz+ [ fdz+ [ fz)dz=o. (13.6)
71(6,R)+72(6,R) Ts I'r

The first integral should be related to the integral we want to compute and, indeed, we have

—0 R 2T
1— 1—
/ f(z)dz = / e d + / %dm
71(8,R)+72(8,R) 5 2
1— —zQa: R 1— €i2x
= ——dx —d
/5 " /5 227

R 12:1: —i2x R
2 —( 2-2 2
_ / +€ >d$:/ 2—2cos(2z) .
) )

212
Rosin? g
= s—dz,
5 X

which converges to 2 times the sought integral as § — 0 and R — oc.
The third integral in (13.6)) goes to 0 as R — oo since

1— 6i2z
/ 5,2 dz
Ir

|1 _ eiZz‘ 14+ e—QImz

< sup mTR< sup ————— R <
2€lR 2|22 2€lR 2R?

SR
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We also need to compute the second integral in ([13.6). We do this similarly to the proof of
Lemma Notice that ¢?* = 1+ 2iz + O(|z|?) by Taylor’s formula. Hence,

1— 12z —9 10) 2
/ 62 dz = / Z;dz—i—/ (‘Z2| )dz
T's 2z Ts 2z Is 2z

[ dz 0
= —i | —+ [ O)dz=—i idt+ [ O(1)dz
rs ? I's t=m T's

= —7m+ [ O(l)dz.
Ls

The last integral here goes to 0 as § — 0 since the integrand is bounded and the length of I's
goes to 0. Thus the second integral in (13.6) goes to —m as § — 0. Putting all this together

00 Lin2
and letting § — 0 and R — oo in ([13.6) we get 2/ sm2xdx — m = 0. The sought integral
0 x

thus equals 7/2.
R
-1
x cosz dr.

Example 13.5. Compute the limit ng%o prit1

Notice that the integrand decays as 1/|z| as * — +o0 so it isn’t integrable on R in the usual

—1
22+1
and let yg and I'r be as in Examples and The function f is holomorphic in C\ {%:}
and the residue at i can be seen, e.g., by Residue computation 2, to be Res(f;i) = e~ 1(1+1)/2.
As in several of the examples above the Residue theorem gives

iz

sense. Part of the exercise is to see that the given limit exists anyway. Let f(z) =

/R t 1 g +/ 2L g, — omim (f:1) L1 44)
e X ——€ Z = zZ2mines( ;1) = me — 7).
R$2+1 FR22+1 ’

We claim that the second integral on the left-hand side goes to 0 as R — oo. Given the claim
it follows that the sought limit equals Re(re~!(—1 +1)) = —me~ L.

It remains to show the claim. In this case the method to estimate the integral by Proposi-
tion and using that |¢?| < 1 in the upper half-plane as we have done before does not work.
In fact, this method (do the computations) shows that the modulus of the second integral is
bounded by mR(R +1)/(R?+ 1) which does not go to 0 as R — oo. The point is that we need
to improve the estimate |e?*| < 1 for z = Re' and 0 < t < 7. First we make a preliminary

computation:
-1 T Ret —1 | ni
/ c edz / eizRelRe "dt
T'r 22 + 1 0

R2ei2t 41
"R+1 . pg R2+R [T ..
R smtdt -9 Rsmtdt'
= /0R2—1 ¢ R-1), °©
To estimate the last integral we use
2
Jordan’s inequality: IHfo<e< g, then —t <sint <t.
T
In view of this we have —sint < —2¢/7 for 0 < ¢t < 7/2 and so
- - _ w/2
R2+R/ /267Rsintdt - R2+R /2 672Rt/7rdt: R2+R _ﬂ_e 2Rt/m
RZ—-1 J, RZ-1 J, R2-1 2R o
T R+ R, _p
= = TR
JRRI_1° )

which goes to 0 as R — oo. This proves the claim.
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Exercises

[3l1 Compute the integral

aD(0,8) 1+6Z.

2

t
M3l2 Compute the integral / 3 ilz cost
(2
[3.3 Compute the integral / COQS —1—3171
e*’Lw
4 C te the int 1 I E—
M34 Compute elnegra/ P
o
@315 Compute the integral / C(;Lax)daj for all a > 0.
w2+
o dx
316 Compute the integral / for all a,b € R such that 0 < a < b.
o (224 a?)(z?+1?)
> sinzx
[3l7 Compute the integral / ————dr.
o z(z?+1)
R sinz
M3l8 Compute the limit lim dx.

R—oco J_p

[oe)
d
0319 Compute the integral / ] a: — for all integers n > 2.
0

+x
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14 Harmonic functions and the Dirichlet problem

One reason why holomorphic functions are important is that they are closely related to harmo-
nic functions which in turn are fundamental in physics. If 2 is an open set in the plane and we
place charges on its boundary, then the resulting electric potential is a harmonic function in 2.
If we instead place heat sources on the boundary and wait until the temperature distribution
T becomes stationary, then 7' is a harmonic function in 2. These are certainly not the only
examples where harmonic functions turn up in physics.

The Dirichlet problem is a certain boundary value problem; given a continuous function on
0Q one seeks a continuous function on  that agrees with the given one on the boundary and
that is harmonic in €. In view of the preceding examples it is at least physically reasonable to
believe that the Dirichlet problem has a unique solution.

14.1 Harmonic vs. holomorphic functions

Let © C C be an open set. A C?-smooth function u in Q is harmonic in € if it satisfies the
partial differential equation

u  0%u
Z 4T =0
ox? = 0y?
2 2
in Q. The differential operator 922 + 902 is called the Laplace operator and is often denoted
Z Y

by A. Notice that if ¢ is a real-valued function, then Ay is also real-valued. It follows that the
real and the imaginary parts of a harmonic function are harmonic as well. In fact, if f = u+ v
then Af = Au+ iAv and hence, Af = 0 if and only if Au = Av = 0.

A first indication that harmonic functions and holomorphic functions are related is given
by the following result. Recalling the definition of 8/0z and 9/9z (see Chapter [2)), the proof
is a straightforward computation (Exercise[14]1).

0%
0207

It follows that holomorphic functions are harmonic. Thus, the real and the imaginary parts
of a holomorphic function are harmonic. A partial converse of this statement is also true; if u
is harmonic and real-valued, then there is, at least locally, a holomorphic function f such that
u is the real part of f. This is the content of

Proposition 14.1. If ¢ is a C%-smooth function then Ap = 4

Theorem 14.2. Let Q) C C be an open simply connected set. If u is a real-valued harmonic
function in Q then there is a real-valued harmonic function v in Q such that f = u + v is
holomorphic in Q.

The function v is called a harmonic conjugate of u. Harmonic conjugates are not unique
but if v; and v9 both are harmonic conjugates of u then v; = vy 4+ ¢ for some constant c. In fact,
both u + ivy and u + ive are holomorphic so v1 — vy = —i(u + iv; — (u + ivg)) is holomorphic
and real-valued. Thus v; — vg is constant by Proposition

Example 14.3. If u(z,y) = 2? — 42, then v(z,y) = 22y is a harmonic conjugate of u since
u+iv = 22 — y? + i2xy = (z + iy)? = 22, which is holomorphic.

Complex-valued harmonic functions also have harmonic conjugates locally, albeit complex-
valued. Such harmonic conjugates are only unique up to holomorphic functions, see Exerci-

se [[414.
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9, 0
Proof of Theorem [14.3. The function a—u is holomorphic since ;a—u = Au/4 =0 (see Sec-
2 z 0z
tion [3.1) Therefore, since €2 is simply connected, there is a holomorphic function F' in Q such

F—
that F' = gu by Theorem [10.8] This means that 8(au) = 0. In view of Exercise 3 we get
z z
OF —u)  OF —u) [(O(F—u) _0
oz 0z 0z B

since u = W. Thus F — u is holomorphic and so also F 4+ F — u is holomorphic. But F + F —u is
real-valued so it must be constant by Proposition i.e., F+F —u = C for some real constant
C. Setting f = 2F — C' we get a holomorphic function in €2 such that Re f = 2Re F — C =
F + F — C = u. We may thus take v = Im f. O

It is necessary that € is simply connected for Theorem to be true. Actually, if Q is
not simply connected then there always is a harmonic function lacking harmonic conjugate in
Q) but we will not prove this.

14.2 Poisson’s integral formula and some consequences

Poisson’s integral formula follows from Cauchy’s formula and expresses a harmonic function
u in unit disc in terms of the values of v on the boundary. Many properties of holomorphic
functions stem from Cauchy’s formula and, similarly, we will see that Poisson’s integral formula
implies fundamental properties of harmonic functions.

Theorem 14.4 (Poisson’s integral formula). If u is continuous on D(0,1) and harmonic in
D(0,1), then, for any 0 <r <1 andt € R,

u(reit) = 2 /27r Lo u(e®)ds. (14.1)
21 Jo 1 —2rcos(t—0)+r?

Proof. We may assume that wu is real-valued. Otherwise we consider the real and imaginary
parts of u separately.

Assume first that v is harmonic in an open set containing D(0,1) and let v be a harmonic
conjugate of u so that f := u—+ v is holomorphic in an open set containing D(0, 1). Fix a point
w = re € D(0,1) and and set g(z) = (1 —72)/(1 —wz). Then g is holomorphic in an open set
containing D(0,1) and g(w) = 1. We apply Cauchy’s formula to f(z)g(z):

Fre) = fw) = fwjgle) = 5 [ TEIEIE
|z|=1

o zZ—w
1 1—r2 dz

- z — .
271 l2]=1 l1—wzz—w

Since |z| = 1 we have 2z = |2/> =1 and so z — w = (1 — wZ)z. We thus get

) 1 1—r2 1 dz
1t _ haiadt
Jret) = 210 J)2)1=1 ‘ 1—wzl1l—-wz z
1 1—r2 dz

2 Jier T = 2Re(wz) + w2 2

We parametrize the curve {|z| = 1} by z = ¢, 0 < 0 < 2. Then dz/z = ie?df/e? = idf and
Re(wz) = Re(ref'e™) = rcos(t — 6) so we get

ety = o [ ) g s
2 1—2rcos(t—0)+r2
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Taking the real part we obtain ([14.1).
If w is merely continuous on D(0,1) and harmonic in D(0, 1) we set u,(z) := u(pz), where

0 < p < 1. Then u, is harmonic in an open set containing D(0,1) and so (14.1) holds with
u replaced by wu,. But w is uniformly continuous on D(0, 1) so for any given € > 0 there is a
d > 0 such that |u(z) —uy(2)] = Ju(z) —u(pz)| < eif |z — pz| < 6; then ((14.1)) follows by letting

o— 1. I

Corollary 14.5 (Mean value property of harmonic functions). If u is harmonic in an open

1 2w )
set containing D(0, R) then u(0) = 2/ u(0e)df if 0 < o < R.

T Jo
Proof. Let uy(2) := u(pz), where 0 < p < R. Since u, is harmonic in an open set containing

D(0, R) Poisson’s integral formula gives

1 27 ; 1 2 .
u(0) = u,(0) = 277/0 up(e 9)d6 = 277/0 u(pe g)dﬁ.

O

Theorem 14.6 (Maximum principle for harmonic functions). Let 2 C C be an open bounded
connected set. If u is a continuous function on S that is harmonic in Q, then |u| attains its
mazximum on the boundary, i.e., sup |u(z)| = sup |u(z)|.

2€Q 2600
Proof. The proof relies on the Mean value property and is essentially the same as the proof of
the Maximum principle in Chapter we recall the main points.

Let M = sup, g |u(z)|. Since Q is bounded and |u| is continuous on €, M is finite and
there is an a € Q such that M = |u(a)|. If a € 9Q we are done so assume that a € Q. Let
A ={z € Q; |lu(z)| = M}; since a € A, A is non-empty. Moreover, since |u| is continuous
it follows that A is closed (why?). If A in addition is open it follows that A = € since Q is
connected (why?). But then |u| is a constant function so it attains its maximum (=only value)
on the boundary.

It remains to show that A is open. Let b € A and choose R > 0 such that D(0,R) C Q.
Using the Mean value property of harmonic functions and computing as in (with f
replaced by u, a replaced by b, and r replaced by o) we get

I .
— [ Ju(d)| = |u(b+ 0e)|df = 0

2 0
for all ¢ < R. But since b is a maximum point, the integrand must be non-negative, and a non-
negative function cannot have integral 0 unless the function is 0. Hence, |u(b)| —|u(b+0e®)| = 0
for all # € [0,27] and all p < R, i.e., |u] is constant in D(b, R). Thus, D(b, R) C A, which shows
that A is open. O

14.3 The Dirichlet problem and the Riemann mapping theorem revisited

By the Dirichlet problem we will mean the following: Let 2 C C be an open bounded and
connected set and let v be a continuous function on 9€2. Find a continuous function u on Q
that is harmonic in €2 and agrees with v on 0f2.

If the Dirichlet problem is solvable then the solution is unique; this follows from the Maxi-
mum principle. In fact, if u; and uy are continuous on €, harmonic in €, and u; = ug on 02,
then u; — uo is continuous on €, harmonic in 2, and 0 on 952. Hence, |up — ug| = 0 on 9N and
so, by the Maximum principle, |u; — uz| < 0 in  and we thus get u; = ug in Q.
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For Q@ = D(0,1) the Dirichlet problem is solvable. Let v be a continuous function on 9.
Notice that if w is a solution of the corresponding Dirichlet problem then, by Poisson’s formula,
the values of v in D(0,1) are given by

e (142)

u(re) = — v(e . .
2 Jo 1 —2rcos(t—6)+r?

The integral on the right-hand side only involves the given function v so if we want to find

a solution of the Dirichlet problem it is natural to define a tentative solution as the integral

on the right-hand side. This will at least give us a harmonic function u in D(0,1). In fact, if
z = re', then (Exercise [1412)

172 e + 2
= : 14.
1 —2rcos(t — 0) + 12 Re <629—z> ’ (14.3)

so the integrand in , as a function of re* € D(0, 1), is a harmonic function. It is also true
that u defined by in D(0,1) has a continuous extension to D(0, 1) that agrees with v on
0D(0,1), but we will not show this.

Let now Q be an open bounded and simply connected set. By the Riemann mapping
theorem there is holomorphic bijective map ¢:  — D(0,1). If 9 is sufficiently nice it is not
unreasonable to believe that ¢ can be extended to a continuous bijective map Q — D(0,1). In
this case we can solve the Dirichlet problem in €2 as follows. Let v be a continuous function

on 0N). Then v := v o 90[_6113(0 1 is a continuous function on dD(0, 1). Since we can solve the

Dirichlet problem in D(0, 1) there is a continuous function w on D(0, 1) that is harmonic in
D(0,1) and agrees with v on dD(0,1). Then v := uoy is a continuous function on ) that agrees
with v on 9Q (why?) and it is harmonic in € since A(u o @) = |¢'|?Au = 0, see Exercise [1413.

The Riemann mapping theorem thus indicates that the Dirichlet problem is solvable in
sufficiently nice simply connected open sets. On the other hand, if the Dirichlet problem is
solvable in simply connected open set, we can almost prove the Riemann mapping theorem.
Since the Dirichlet problem should be solvable for physical reasons, see the introduction to this
chapter, we at least get a physical justification of the Riemann mapping theorem.

We end these notes by a “hand-waving” proof of the Riemann mapping theorem given that
the Dirichlet problem can be solved. Let €2 be an open bounded and simply connected set and
pick a point a € €. Then —log |z — a| defines a continuous function on 9. If the Dirichlet
problem can be solved in © we find a continuous function u on {2 that agrees with —log |2 — a|
on Jf) and is harmonic in €2. Since €2 is simply connected there is a harmonic conjugate v of u
by Theorem m Then ¢(z) := (z — a)e®)+%(2) is holomorphic in Q and has precisely 1 zero,
multiplicity counted, since e*(2)(2) £ (. For z € 9 we have

9(2)] = |2 — alefe I = |2 — afer®) — |z — gle~o8lsal _ 1

and it follows from the Maximum principle that ¢ maps Q to D(0,1). We will show that ¢ is
bijective under the additional assumption that ¢ can be extended to a holomorphic function
in some open set containing {2 and that 92 is piecewise smooth. In this case ¢ maps 9 to
0D(0,1) and it follows that

1 O(2)dz

¢(w = i 7( )

Ti Joq () —w
is a continuous function in D(0, 1). Moreover, by the Argument principle, 1(w) is the number
of points z € Q such that ¢(z) = w. We want to show that ¥(w) =1 for all w € D(0,1). But
1) is continuous and integer-valued so it must be constant, and this constant has to be 1 since

(0) = 1.
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Exercises

141
142
143

145

Show Proposition [14.1

Show (14.3)), where z = re'.

Let u(w) be harmonic and let ¢(z) be holomorphic. Show, using the Chain rule, that
*(uoy) P 0%u
020z '

Let f be a possibly complex-valued harmonic function in a simply connected open set
Q. Show that there is a harmonic function g in €2 such that f + ig is holomorphic in €.
Show also that if g; and g2 are harmonic functions such that f + ig; and f + igo are
holomorphic, then g; — go is holomorphic.

Let © be a bounded open set with piecewise smooth boundary and assume that the
Dirichlet problem is solvable in Q. Set v,(z) = 1/(z — a) for z € 9Q and a € Q and let

10v
7m0z
is holomorphic in €2. Show also that if g is holomorphic in an open set containing {2 then

va (%) be the solution of the corresponding Dirichlet problem. Show that K,(z) :

g(a):/Qg(z)Ka(z) dxdy.

(Hint: Cauchy’s formula and ([2.9)).)
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Appendix A

Complex numbers

A complex number z is an ordered pair (x,y) of real numbers z,y € R. We usually write
z = x + iy, where the ¢ in front of y here means that y is the second element of the ordered
pair. We identify the set C of complex numbers with R? and we picture the complex number
z = x4y as the point (z,y) in R2. The z-axis is called the real axis and the y-axis is called the
imaginary axis. The standard projections on these axes are denoted Re and Im respectively, so
that Re (x +iy) = z and Im (z + iy) = y. For a complex number z, Re z is called the real part
of z and Im z is called the imaginary part of z. (The imaginary part of a complex number is
thus a real number!) The set of real numbers is then naturally identified with the real axis by
identifying x € R with (x,0). The conjugate, z, of a complex number z = x + iy is Z := x — iy.
The absolute value, or modulus, of z = z + iy is defined to be |z| := /22 + y? and is thus the
Euclidean distance between 0 and (z,y) in R2.

A complex number can also be represented using polar coordinates on R2. If z = x + iy is
a complex number, let r = |z| and let 6 be the angle between the positive real axis and the ray
from 0 through (x,y). Then (x,y) = (rcos@,rsinf), and the polar representation of z is

z=rcosh+irsinf = re. (14.4)

At this point € is just a notation but in Chapter |§| we will define the exponential of any
complex number (in a natural way extending the exponential of real numbers) and show that

(T4.4) holds.

Arithmetics of complex numbers

Addition and multiplication of two complex numbers z = x + i1y and w = u + iv are defined as
follows:

2w = (z+u)+i(y+v),
z-w = (zu —yv) +i(xv + yu).

Addition is easy to visualize, thinking of z and w as vectors in R? starting at 0 and ending
at (z,y) and (u,v) respectively, the sum z + w corresponds to the vector sum of these two
vectors. To visualize multiplication, it is convenient to use polar representation. Let z = re®
and w = pe'¥. Using the definition of complex multiplication and the addition formulas for sin
and cos we get

z-w = (rcosf+irsing =re?) - (pcosyp +ipsin ) (14.5)
= rp((cosfcosp —sinfsin ) + i(sin b cos ¢ + cos fsin ))
= rp(cos(0+ ) +isin(d + ¢)).
Thus, the modulus of the product z - w is the product of the moduli |z| and |w|, and the
angle corresponding to the product z - w is the sum of the angles corresponding to z and
w. In particular, if |w| = 1, then you get z - w by rotating (the vector corresponding to) z

counterclockwise by the angle corresponding to w.
The computation in ((14.5) and induction (do the details!) shows that

(cos @ +isinf)" = cos(nh) + i sin(nh)

for any positive integer n. This equality is called de Moivre’s formula. In our new notation it
can alternatively be written (¢?)” = € which give some justification for the notation.
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The first eleven of the following computation rules are easily checked (do it!) from the
definitions of complex addition and multiplication.

1
2) z4+w)+(=z+(w+()
3
4 w)-(=z-(w-()

z-(w+{()=z-w+z-¢

l
||

6

7 +zZ=2Rez, z—z=2ilmz

N

(
(
(
(
(5
(
(
(
(

N zZ-w=Z7Z w

10

11) z-z = |2|?

Rez| < |z|, [Im 2| < |z|

13) |z +w| < |z| + |w|

)
)
)
) (
)
)
)
8) ztw=z+w
)
) |2
)
)
)
)

(
(
(12
(
(14) |z 4+ w| > ||z| = w]].

To show (12), recall that \z[2 (Re 2)? + (Im 2)? and notice that the terms are non-negative.
Thus, (Rez)? = |2]? — (Im 2)? < |2|? and so |[Re z| < |z]. We get |Im z| < |z| in a similar way.

To show (13), which is known as the Triangle inequality, we use (some of) the previous
computation rules:

24w = (z+w)(z+w)=(z+w)(z+ )
= 2]+ 20 + 2w + |w|* = |2]* + 20 + 70 + |w|?
= |z]* + 2Re (2w@) + |w|* < |2)* + 22| - |w] + |w]|?

= (2 + [wl*).

The Reverse triangle inequality, (14), follows from the Triangle inequality in the same way as
in real calculus.

Please note that inequalities can only occur between real numbers, it has no meaning to
write “z < w” if any of z and w is complex!

Division of complex numbers is defined as follows. First, if z = x + iy and ¢t € R\ {0},
then we define z/t = (1/t) - z = (z/t) + i(y/t). Second, if z € C and w € C\ {0}, then z/w is
defined to be the unique complex number ¢ satisfying w - ¢ = z. To compute ¢ we multiply by
w and get |w|? - ¢ = z - w; dividing by the non-zero real number |w|? we obtain ¢ = z - w/|w|?.
In particular, w™! := 1/w = w/|w|?; it is straightforward to check that de Moivre’s formula
holds also for negative integers.
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Polynomials

A polynomial of the complex variable z is a function C — C of the form

n
p(z) = Z apz",
k=0

where the coefficients a; are complex numbers. The integer n is called the degree of the po-
lynomial. Notice that, setting z = x + iy, p becomes a polynomial of the two real variables z
and y (with complex coefficients). However, not every polynomial of two real variables can be
obtained in this way, cf. the Informal introduction above.

The solutions of a polynomial equation p(z) = 0 are called the roots of the polynomials.
The Fundamental theorem of algebra, which is proved (by analytic techniques!) in Chapter
states that every polynomial has a root in C. (By the standard algorithm of polynomial division
it then follows that a polynomial of degree n has precisely n roots in C taking multiplicity into
account, cf. Chapter 777 above.)

Example 14.7 (Roots of unity). Find the roots of the polynomial 2™ — 1, n > 0; these are
called the n'" roots of unity.

Solution: We use polar representation and write z = re’?. By de Moivre’s formula we are
looking for » > 0 and 6 € R such that "™ = 1. From the identity sin?# 4 cos?> = 1 and
the computation rule (11) it follows that || = 1. Thus, 1 = |1| = |[r"e™| = r" so r = 1; it
remains to find # € R such that ¢ = 1, i.e., such that cos(nf) + isin(nf) = 1. Taking the
real and imaginary parts of this equation we get

cos(nf) =1
sin(n#) = 0.

From calculus we know that the solutions of these equations are nf = 27k, k € Z,so 0 = 27k /n,

keZ Fork=0,1,...,n—1, 27/" are different complex numbers of modulus 1 lying on the
vertices of the regular n-gon centered at 0 with one vertex at (1,0). Now, any k& € Z can be
written k = ko + ¢ - n for some integer ¢ and some kg € {0,1,...,n — 1} and so

6i27rk/n _ ei27r(kg+€~n)/n _ ei27rk0/n+i27r2 _ 6i27rlc0/n . 6i27r£ _ ei27rk0/n’

where the third equality follows from the addition formulas for sin and cos, cf. (14.5)), and the
forth since 2™ = cos(2m¢) + i sin(27¢) = 1. Hence we do not get any new solutions.

In conclusion, the roots of 2™ —1 are the n complex numbers 1, e?2™/" ¢272/n  i2m(n=1)/n,
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Appendix B

Open and closed subsets of C and of the Riemann sphere

A subset S C C is open in C if for each a € S there some r > 0 such that the disc centered at
a with radius r is contained in S, i.e., {z € C; |z —a| <r} C S.

Example 14.8. Let S = {z € C; |2| < 1}. Then S is open. In fact, if a € S, then |a| < 1 and
so there is some r > 0 such that |a| + r < 1. Hence, if z satisfies |z — a| < r, then it follows
from the Triangle inequality that |z2| = |z —a +a| < |z —a| + |a] < r 4+ |a] < 1, ie., the disc
centered at a with radius r is contained in S.

It is straightforward to check from the definition that the following holds.
e The empty set, (), and C are open,

e if 51,...,5, are open subsets of C then S;N---N.S, is open,

e if {S;}icr is an arbitrary family of open subsets then U;crS; is open.

Notice also that any open subset of C is a union of discs since if S is open, then for each
a € S there is an r, > 0 such that D(a,r,) := {z € C; |z —a|] < rg} C S. It follows that,
S = UagsD(a,Ta).

Let C =CuU {o0} be the extended complex plane, or the Riemann sphere. A subset S C C
is open in C if S is a union of discs D(a,r) C C and subsets of the form {co}U{z € C; |z| > r}.
If we identify C with the unit sphere in R? as in Chapter [1, then it is not hard to believe (and
it is indeed true) that the open subsets of C precisely correspond to the intersection between
the unit sphere and the open subsets of R3.

A subset S of C (respectively C) is closed in C (resp. C) if C\ S (resp. C\ S) is open.

Let S be a subset of C or C. A point a € C is a limit point of S if SN{z € C; 0 < |z—a| < r}
is non-empty for all » > 0. The point oo is a limit point of S if SN{z € C; |z| > r} is non-empty
for all r > 0.

The closure, S, of a set S is the union of S and all its limit points.

Proposition 14.9. Let S C C. Then (1) a € S if and only if SN U is non-empty for every
open set U containing a, (2) S is closed, and (3) S is closed if and only if S = S.

The boundary of an open subset S C C is defined, and denoted, by 95 := S\ S.

Some topology and analysis in C and the Riemann sphere

Specifying a topology on some given set X amounts to defining what subsets of X are to be
called open, and this family of subsets should have the three properties listed after Example
above, with C in the first property replaced by X. Having a topology on X is the minimum
requirement to be able to speak about convergence, continuity, and basic geometric features of
X. The families of open subsets of C and C defined above are topologies on C resp. C.

Let S C C; S is said to be compact if it is closed and bounded, which means that there is
some r > 0 such that S C {z € C; |z| <r}. S is convez if for any two points a,b € S, the line
segment connection a and b is contained in S. If S is open then S is said to be connected if S
cannot be written as the union of two disjoint non-empty open sets Sy, .52 C .S; S is said to be
path-connected if for any two points a,b € S there is a continuous map 7: [0, 1] — C such that
7(0) = a, y(1) = b, and ([0, 1]) C S. It can be shown that an open subset of C is connected
if and only if it is path-connected.
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A sequence of complex numbers (points on @) is an enumeration, with repetitions allowed,
of a set of complex numbers (points on (/C\), we write, e.g., {21, 22, ...}, {zn}02, or simply {z,}.
We say that a sequence {z,} converges to a € C if for every € > 0 there is some N, such that if
n > N then |z, — a| < €. This is the same thing as saying that for every open set U containing
a, zp is in U if n is large enough. Phrased in this way it also makes sense if a = co € C. We
write limy, o 2, = a to denote that the sequence {z,} converges to a.

Let f be a function defined on an open subset S of C or C with values in either C or C.
Then f is continuous at a point a € S if for any sequence {z,} of points in S converging to
a the sequence {f(z,)} converges to f(a). This is the same as saying that for any open set U
containing f(a) there is an open set V' C S containing a such that f(V)) C U. If f is continuous
at every point of S then we say that f is continuous (on S). In general, we say that f(z)
has a limit as z — a, or that lim,_,, f(z) exists, if {f(2z,)} converges to the same fixed point
for any sequence {z,} (inside ) converging to a; lim,_,, f(2) then denotes this point. Notice
that in this terminology, f is continuous at a if and only if lim,_,, f(2) exists; necessarily then
lim,_,, f(2) = f(a) since the “constant” sequence z, = a converges to a.

The following lemma says in particular that convergence of sequences of complex numbers
is the same as convergence of the corresponding sequences of points in R?, and that a function
f: C — C is continuous if and only if it is continuous considered as a function R? — R2.

Lemma 14.10. (a) A sequence {z,} of complex numbers converges if and only if the sequences
{Rez,} and {Imz,} of real numbers converge. Moreover, if {z,} converges to a, then {Rez,}
converges to Rea, {Imz,} converges to Ima, and {|z,|} converges to |al.

(b) Let f(z) = u(z) + iv(z), where u(z) = Re f(z) and v(z) = Im f(2), be a map from an
open set S C C to C. Thenlim,_,, f(2) exists if and only if both lim,_,, u(z) and lim,_,, v(z) ex-
ist. Moreover, if lim,_, fi(z) = A, thenlim,_,, u(z) = Re A, lim,_,,v(z) = ImA, lim,_,, | f(2)| =
|A|, and lim,_,, f(z) =

(c) Let f(z) = u(z) +iv(z) be as in (b). Then f is continuous at a € S if and only if both
u and v are continuous at a. Moreover, if f is continuous then |f| and f are continuous.

Proof. The proofs of (a), (b), and (c) are similar; we prove (c) and leave (a) and (b) as exercises.

Assume that f is continuous at a and let € > 0 be given. From the definition of continuity
above it follows (how?) that there is a § > 0 such that if |z — a| < § then |f(z) — f(a)] < e.
Hence, by computation rule (12) in Appendix A, if |z — a| < 0 we have

u(z) —ula)| = [Re(f(2) = f(a))| < [f(2) = fla)] <e.

Similarly, |v(2) — v(a)| < €. Thus u and v are continuous at a.

Conversely, assume that v and v are continuous and let € > 0 be given. By assumption
it then follows that there is a § > 0 such that if |z — a] < § then |u(z) — u(a)| < €/2 and
|v(z) —v(a)| < €/2. Thus, if |z — a| <  we get, using the Triangle inequality, that

FE) = f@] = [u(z) - ula) +i(v(z) - v(a)) (14.6)
< uz) - ul@)| + [o(z) — v(@)] < /2 + /2= c.

Hence, f is continuous at a.

For the last statement of (c), assume again that f is continuous at a. We then know that
w and v are continuous and it follows in the usual way that u? + v? is continuous, and non-
negative. Since the square-root function is continuous [0,00) — R it follows in the standard
way that that the composition v/u2 + v2 = | f| is continuous. Finally, f = u—iv and computing
as in shows that f is continuous at a. O
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