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Abstract

This project has been performed at Jeppesen Systems AB (for-
merly Carmen Systems) in Gothenburg, a company making opti-
mization software for the airline and railway industry.

Crew planning for airlines and railway leads to large and diffi-
cult optimization problems, governed by many hundreds of rules
and parameters set by the government, the union and the airlines
themselves. The rules and parameters set by the airlines can be
changed in order to create better solutions for the crew planning
but they interact in non-trivial ways making manual parameter
tuning difficult.

In this thesis an algorithm is developed and implemented that au-
tomates the selection of parameter values to find the best solution.
The problem is a so-called expensive black-box optimization prob-
lem and the chosen algorithm is based on surrogate modeling with
radial basis functions (RBF) and the use of a merit function select-
ing promising parameter settings to investigate. The model also
includes expensive black-box constraints as well as several objec-
tives.

The algorithm is implemented into a GUI, connecting to the crew
optimizers used at Jeppesen Systems and allowing for parameter
tuning for their heavy optimization runs. The algorithm and pro-
gram are then tested and analyzed assessing their performances.
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1 INTRODUCTION AND PROBLEM DESCRIPTION

1 Introduction and problem description

This is a Master’s Thesis for the degree Master of Science in Engineering Mathematics at
Chalmers University of Technology. The project has been performed at Jeppesen Systems in
Gothenburg during spring and summer of 2010. At Jeppesen Systems software is produced
to optimize, among other things, pairing and rostering optimization problems as a part of the
crew planning for the airline and railway industry. The problems to be solved are modeled as
generalized set partitioning problems with constraints determined by rules set by the union and
legislation but also by the airline itself. The constraints arising from legislation and the union
are considered fixed whereas the rules and parameters set by the airline can be changed to e.g.
minimize cost. There are more than a hundred set of rules and parameters determined by the
airline, so an exhaustive search, trying to find the best parameter setting, is impossible due to
the combinatorial explosion and costly simulations. Therefore, in determining which parameter
values to choose, experience and empirics must be used to determine which parameters has the
most effect on e.g. the cost. The scope of this thesis concerns just this: attempting to automate
and facilitate the selection of good parameter values.

The outline for this thesis is as follows. In the remainder of this section the airline planning
process and terminology is presented, leading up to a black-box optimization problem. This
optimization problem is characterized mathematically and some related research is discussed.
Further, a mathematical model for this optimization problem is introduced. Moreover, the
general requirements on the algorithm are discussed as well as the specified goal of the master
thesis work. In Section 2 some mathematical theory is presented giving the reader a background
to the discussion that follows. Topics such as multiobjective optimization, surrogate modeling,
merit functions and experimental design are discussed. In Section 3 the different parts of the
algorithm, which is implemented in this thesis, are presented, using and further discussing the
theory in Section 2. Further, Section 4 presents the algorithm implementation: how the parts in
the previous sections are pieced together into an algorithm as well as some discussion regarding
implementation. In order to use the algorithm on Jeppesen’s pairing and rostering problems it
is implemented into a GUI which is described in Section 5. Lastly, in Section 6, Section 7 and
Section 8 some numerical results are presented and discussed.

1.1 About Jeppesen

Jeppesen Systems AB is a subdivision of Jeppesen which is a subsidiary of Boeing Commercial
Aviation Services. Until 2006, when bought by Jeppesen, Jeppesen Systems AB was an inde-
pendent company called Carmen Systems AB which is a name that can still be seen for example
in names of products. In this report Jeppesen will refer to Jeppesen Systems AB. Jeppesen
Systems AB has its headquarters in Gothenburg with approximately 300 employees and this is
also where the work for this thesis has been carried out.

Jeppesen Systems AB is a software company developing products mainly for optimizing plan-
ning and scheduling for the airline and railway industry with emphasis on the airlines. As much
as 25 % of the world’s airline crews are in some way scheduled using Carmen software [Gus09].
Jeppesen was also given the prestigious Edelmann Award in 2000 for their work on making the
handling of flight maps more efficient as well as the INFORMS Prize in 2010 for outstanding
organization-wide use of operations research throughout the company [Gus09, INF10].

1.2 Terminology

The airline industry has its own terminology. The most basic unit in a schedule is a leg which is
a non-stop flight from one airport to another. A flight is both a commercial and administrative
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concept but in the administrative sense a flight consists of (usually) one or several legs and it
has a unique combination of flight carrier and flight number per day.

A sequence of legs constituting a day’s work for a crew member (i.e. work between rest
periods) is called a duty. A sequence of duties beginning and ending at the same base is called
a trip or a pairing where a crew member always must start and end at its home base. As an
example SAS has several home bases, where CPH, ARN and OSL are the three largest ones.

From these trips a crew member’s individual schedule is created, called roster. This specifies
which trips that are assigned to the particular crew member as well as vacation, training, reserve
duty etc. The schedules are given to the crew usually 2-6 weeks in advance depending on the
airline.

If legs do not match up in the roster, meaning that the end of a flight is not at the same
airport as the start of the next, transit is required. This transit is called deadheading and can
be done by train, taxi or airplane. If the deadhead takes place with another airline’s flight, it
is usually called an OAG! flight. The deadheading, or OAG, is planned as a passive leg in the
crew’s roster [Jep].

1.2.1 Airline planning

The overall method for planning is rather well established in the airline community. Presented
somewhat simplified it consists of the following six steps

1. Timetable construction

2. Fleet Assignment

3. Tail Assignment

4. Crew Pairing

5. Crew Rostering

6. Crew Tracking / Day of Operation

where the output from step 1 serves as input for step 2 and so on. Usually, each step is treated
as a separate optimization problem. However, the trend is that a pure step-by-step optimiza-
tion method is avoided more and more since that may lead to sub-optimization. Information
from subsequent steps are needed earlier in the planning process in order to achieve good re-
sults. Therefore, a current topic of research is to integrate two or more steps into a new, single
optimization problem.

The timetable is usually created one year in advance where the previous traffic patterns as
well as estimates of passenger demand to and from airports are considered. This is done trying
to maximize passenger revenue with the constraints given by the available aircrafts and the
timeslots available at the airports.

An airline usually has several kinds of aircrafts (fleet) taking different number of passengers,
requiring different number of crew etc. The fleet assignment problem is the task of matching
the aircraft types to the different legs to maximize profit. This is done taking into consideration
passenger demand on certain legs. In tail assignment a particular aircraft is assigned to each
flight, giving each aircraft a “personal” schedule where also maintenance requirements need to
be considered.

The crew planning problem is considered to be a very hard problem. It is therefore split into
two parts: crew pairing and crew rostering. In crew pairing, trips (also referred to as pairings)

YOAG = Official Airline Guide
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are created from legs. All trips should together cover every leg to its crew need: different flights
need different number of crew e.g. some airplanes require one flight attendant, one purser,
one pilot and one co-pilot whereas other require additional crew. The trips are anonymous,
meaning that they have not yet been assigned to any particular crew member. In order to make
a good paring, information about the crew is needed: the number of crew, their home bases etc.
Assigning the trips to crew members is the major task in crew rostering. Also other activities
such as vacation, training, reserve duty etc. are assigned to crew members.

All planning steps 1 to 5 are finished at least two weeks before operation and in an ideal
world the planning would end there. However, people get sick, flights are delayed etc. which
require changes in the planning. This is done from roster publication to the day of operation
and is called Crew Tracking. Then there is “Day of Operation” which includes the real-time
changes during operation.

The general planning process described is rather well established as mentioned earlier and
therefore it is also used in the Carmen software produced by Jeppesen. There are a lot of
software and code required for each of the planning steps, and at Jeppesen, the most important
GUI used to connect to all their software routines, is called Studio. In Studio there are tools
for importing timetables and OAG files, building rotations, switching rules on and off, changing
parameters, building/modifying duties, creating reports etc.

This thesis concerns the crew planning, hence the crew planning steps: pairing and roster-
ing. There are different optimization solvers for the pairing and rostering problems that utilize
their specific structure. A relevant model to introduce for these problems is a generalized set
partitioning model:

min f =clv,
s.t Av= 1" (1a)
h(v) < 0OF (1b)
ve {01}, lc
with the objective coefficients c;, binary variables v = (v1,...,vy), binary constraints matrix A

and function h(v). Ignoring constraints (1b), the classic set partitioning problem is obtained
which is very well studied [BP76, FK90, GS09].

In simplified terms both the pairing and rostering problems can be modeled as generalized
set partitioning problems. For example, the pairing problem can be described as follows: Given
n trips and m legs, introduce variables v; € {0,1} where v; = 1 if trip j is used and v; = 0
otherwise. Each trip has a cost ¢; and it is of interest to minimize the cost function c’'v. Each
trip has to be covered exactly once so the m x 7 constraint matrix A = {a;;} is created where
a;; = 1 if leg ¢ is a part of trip j and 0 otherwise. The number of columns in A is typically huge
and hence the columns can normally not be completely enumerated, requiring solution methods
where enumeration is not performed. One such method that is widely used is column generation.
Further, there are also other constraints, given by (1b), that are added. An example of such
constraints are base constraints which can be obtained by putting h(v) = Bv — p. The base
constraints give limits on total amount of work produced by crew with a particular home base
where p is the limit on the base production [Gus99].

In theory the pairing problem is modeled as a generalized set partitioning problem but for
implementation it is modeled as a generalized set covering problem, hence allowing more than
one crew on each position on the flights. In doing so, among other things, more flexibility
is allowed with respect to deadheads and it gives faster convergence for most larger problems
[Gus99]. The generalized set covering problem can be formulated as in (1) but with (1b) replaced
by Av > 1™,
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The rostering optimization problem can also be formulated as a generalized set partitioning
problem, see (1), but rosters are chosen instead of trips, and they are chosen in such a way that
all trips are covered exactly once, together with other tasks such as reserve duty and training
[KK04].

1.2.2 Rules and parameters

For an airline there are thousands of rules and regulations that must be considered when schedul-
ing the crew. There are different kinds of rules determined by the government, union and the
airlines themselves. The first kind, legal rules, determined by the government usually concerns
safety, requiring that the crew have sufficient rest and the right training. Union rules usually
try to improve the social quality of the crew, for example not allowing too long trips so that
crew do not have to stay away from home base for too long. The rules and parameters set by
the airlines are used to improve the quality of the solution. For example, the pairing optimizer
has a tendency to produce longer trips since it increases productivity. However, longer trips
are harder to fit into good rosters. Therefore the airline sets a limit on how long trips can be
since they know empirically that the end cost will be higher if they do not. The rules set by the
airlines are usually on/off; like “no more than 4 aircraft changes per duty”, but they also have
parameters that can be tuned to find the best solution?. Also the penalties discussed later fall
into the class of parameters.

For the Pairing case, the rules determine if a pairing is legal, where a legal pairing corresponds
to one column in the constraints matrix A in (1). Therefore not all possible combinations of
legs will constitute a column in A, however, the number of legal pairings is usually still huge,
rendering enumeration impossible or at least impractical.

What is the best solution is something that can be discussed and there are three main aspects
that have to be taken into account: social quality, stability and the real cost. Social quality are
characteristics of a trip that a large majority of the crew members consider good, such as no
repetitive duties in a trip, no long connection times, not more than one early start in a trip etc.
Stability means that the roster is not very sensitive to delays and other changes. Stability is
increased by for example making sure that the connection time between legs is not too short and
that there are no aircraft changes within a duty [Jep]. These measures of quality are quantified
by Key Performance Indicators.

1.2.3 Key performance indicators

For the Pairing in the Carmen Products, a solution is evaluated by Key Performance Indicators
(KPIs) which measures different aspects of quality, stability and cost, for example

e Total Cost

e Deadhead Time

Aircraft Changes

Duty Time Per Working Day
e APC? Total Rule Cost

2Also rules can be tuned but it is not as common. However, it might not be known whether a rule should say
“no more than 4” or “no more than 5 aircraft changes per duty”. Then the p in the rule “no more than p aircraft
changes per duty” can be seen as a parameter corresponding to the rule in question.

3APC=Automated Pairing Construction
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The Total Cost is usually the KPI that is minimized and it includes what is called real costs and
soft costs. The real costs are real world costs such as duty-day costs, hotel nights, OAG costs,
overtime costs etc. The soft costs are penalties for lack of quality and poor stability including
short connection penalty, excessive aircraft change penalty etc.

The costs are measured in the fictive currency Carmen dollars. If a rule may be violated but
it is preferred that it is not, it should be seen as a quality issue and be a penalty instead. For
example, the rule “do not allow crew change after charter flights” could be seen as the penalty
“crew change after charter flights should be penalized by 5000 Carmen $” [Jep]. Penalties and
rules are usually combined e.g. 1 aircraft change per duty is okay where the penalty is linearly
or nonlinearly increased for 2, 3 and 4 aircraft changes per duty and a rule is set that there
cannot be more than 4.

So consider the real costs H; for a trip j as well as the parameters/rules ry, k =1,2,..., M,
then the cost ¢; for trip j as given in (1) can be seen as composed of H; as well as the penalty
functions 1)y, for the parameters/rules ry:

M

c; = Hj + Zwk(rk)

k=1

The penalty function v increases when approaching undesirable values for parameter/rule 7y
and when an absolute rule is set, e.g. r, € Z must not exceed 4, then v, = oo for r > 4.

1.3 Problem description

As described earlier, the task of setting values for parameters to achieve the best solution is a
difficult problem and experience and empirics must be used. The scope of this thesis concerns
the automation of this and the goal of the project is two-folded. The goal involves the parts
Parameter Tuning and Prediction Model, namely

Parameter Tuning

e Tune in parameters for shorter simulation times/better quality.

e Give “the best” parameter setting for a given Carmen crew optimization problem.
Prediction Model

e Create a prediction model to determine the KPI values (e.g. cost) for any set of parameters
without any additional expensive evaluations.

For the parameter tuning there are some requirements and restrictions which highly deter-
mine which methods to use. First, a number d of parameters are chosen and bounds are set
for them, creating the search domain 2. The number of parameters usually should not exceed
d = 10. Some of the d parameters are integer valued, some are binary and some can be seen as
continuous.

One KPI shall be chosen as an objective function to be minimized although support for two
or more KPIs as objectives would be good. With the objective(s) chosen there may be more
KPIs that there is no interest in minimizing but only keeping within some bounds, call them
KPI constraints or output constraints. It should be possible to choose a number 7 of those KPI
constraints and set their bounds constituting their range* D. Then the feasible solutions should
have the corresponding KPI constraints’ values within the bounds D.

Given this the goal for the Parameter Tuning can be reformulated as:

4The most commonly used definition of range is adopted where for f : U — V the range is f(U), hence the
image of U under f.
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(I)  Give the lowest value(s) for the KPI objective(s) in the bounded parameter domain )
given that the KPI constraints are within the bounds D.

In addition, no assumptions can be made concerning the objective KPI(s) nor the KPI constraints
when it comes to monotonicity or any other structural information.

The parameter tuning and the prediction model shall be implemented in RUSA (RUle Sen-
sitivity Analysis), a program written as a thesis project in 2008 by Joel Driessen [Dri08]. The
programming language used in RUSA is Python hence in order to incorporate the additional
code into RUSA it should preferably be in Python. The implementation must also allow for
parallel function evaluations. The requirements for the GUI features for the additions to RUSA
are discussed in Section 5.

So, a quick review of the requirements and limitations:

1. d parameters with user-defined upper and lower bounds constituting 2.
2. Some dimensions are integer valued, others are continuous.

3. One KPI as objective but preferably providing support for more.

4. KPI constraints within user-defined bounds D.

5. No assumptions about the objective KPI(s) nor the KPI constraints.

6. Implementation in RUSA (Python).

7. Parallel computations must be used.

1.4 Costly global optimization

Problem (I) described in Section 1.3 can be classified as an expensive black-box optimization
problem. Information about the objective is only given through sampling and every evaluation
of the objective is expensive with respect to CPU time. Further, there are black-box constraints
where information is also only given through sampling. The black-box (KPI) constraints are
given by an upper bound u; and a lower bound [; where the upper bound can be infinity. The
parameter domain €2 is also given by finite box-constraints and some dimensions are integer
valued.

Given this, the problem at hand can be classified as a mixed-integer costly (expensive) global
black-box nonconvex problem with nonlinear black-box constraints. Introduce the following sets:
IT={i:1<i<n}and J ={j:1<j <d} where d is the dimension of the parameter domain
and 7 is the number of output constraints. Then the problem can be formulated mathematically

as )
min f(X17X27 s aXd)

s.t. ll S gi(X17X27"'7Xd) Suh { EI (2)
Xj € 7 Njel
where I; < gi(x1,X2,---5Xd) < u;,i € T are the black-box constraints, in this thesis also called

output constraints or KPI constraints depending on the context. The decision vector

X:(X17X27"'7Xd)€1R‘d (3)

is bounded by box-constraints and the parameters whose indices are given by I are integer
valued, T = {j : x; € Z}. A solution with e.g. x; = 4 corresponds to the 4 parameter having
a value 4.
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Denoting the box-constrained set of decision vectors by

Q={x= (X1 xa): 1l < xG S ulhj €T, (@)

where the superscript v stands for variable, the set of feasible output constraints vectors by

D={g(x) = (91(x),---,95(x)) : li < gi(x) < wi,i € T}, (5)

the set of feasible decision vectors taken into account integrality and output constraints by

QHD:{X:(XbaXd)GQXJGZVJG]L g(X)GD}7 (6)

the problem can be written on a more compact form:

X" = arg min f(x). (7)
The task of global optimization is to find the set of parameters in the feasible region Qpp for
which the objective function obtains its lowest value. In other words x* is a global optimizer
to (2) if f(x*) < f(x) for all x € Qpp. On the other hand x is a local optimizer of (2) if
f(x) < f(x) for all x € Qpp in some neighborhood of x. When the objective has several local
minima there could obviously be minima that are local but not global and hence local search
methods are bound to get stuck. Therefore some global search method is needed to find the
global minimum with some level of reliability.

It should be noted that in (2) nothing says that the feasible domain without the integrality
constraints, {x € Q : g(x) € D}, is connected which complicates things since proofs of conver-
gence for many methods are based on compactness of the domain and that a generated sequence
of points is dense in the domain [GutO1l, RS05, HQE08]. However, generating even close to a
dense set of points within reasonable time with an expensive objective function is impossible.
Even so, a non-connected feasible domain is always harder to optimize over in general. It is not
given that the objective function f(x) is continuous although it is approximated as such since
otherwise the problem is a lot harder to solve.

In order to solve (2) a method is needed for problems where

1. The computation of f(x) is very expensive.

2. The function is a black box; hence no analytical derivatives are available.

3. The search domain is subjected to box constraints and nonlinear black-box constraints.
4. Some dimensions are integer valued.

5. The method should rather easily be extended to multiobjective optimization.

The optimization of expensive black-box functions is a challenging problem and several ap-
proaches have been suggested in the literature. The larger parts of them are based on response
surface techniques, most of which need to utilize every computed function value. An excellent
review of the most important development is given by Jones in [Jon01].

Many surrogate methods have been developed using statistical approaches, called Kriging,
see e.g. [Gut01, JSWO98] where the basics are discussed in Section 2.1.3. There are also methods
based on radial basis function interpolation, RBF methods, first discussed in [Gut01, Pow99].
The idea of the general RBF algorithm is to create a surrogate model of the expensive black-box
function using evaluated points and then use merit functions to find new points to evaluate.
The merit function, depending on the surrogate, is inexpensive to evaluate and to optimize the
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merit function an external global optimization solver is usually used. If there are e.g. non-linear
and integrality constraints involved it is common to use an external global optimization solver
that can handle non-linear and integrality constraints. Expensive constraints can be treated by
adding them to the objective function in the following way [HQEO08, Qut09]

Foo) = FO0) + Y wimax {0,6i(x) — L, ui — gi(x)} » (®)

i€l

and minimize f (x) instead of f(x) where w; are weights and [; and u; are lower and upper
bounds respectively for output constraint ¢. The difficulty for the problem in this thesis is that
the constraints are expensive but they are also black-box, hence no knowledge of them are given
beforehand and every estimation of them are rough at best. Also no commercial solvers, such as
the global optimization solvers in the TOMLAB package, can be used due to licensing reasons.

A few methods from the literature are the Efficient Global Optimization Algorithm (EGO)
[JSW98] which uses the Kriging framework and so does Gutmann’s bumpiness minimization
method [Gut01]. Examples of methods using radial basis functions are CORS [RS05] and the
qualSolve algorithm [JPRWO09]. The three methods mentioned last are discussed in more detail
in Section 2.

There are also methods based on pattern search such as the Generalized Pattern Search
(GPS) algorithm [Tor97] and the Mesh Adaptive Direct Search (MADS) method [AJD06, AO06]
which is an extension of the former.

The surrogate modeling method adopted in this thesis is the method of radial basis functions.
The algorithm includes surrogate modeling, merit functions as well as experimental design and
these are the subjects discussed in Section 2.
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2 Theory and background

In this section some theory and background is presented that is used when constructing the
algorithm. Different approaches are presented and discussed and these will be the base for the
choice in the algorithm implementation.

This section is more mathematical in nature with emphasis on theory and background and
reading it will give much insight into the choices made in the following sections. However, for
the casual reader it is not necessary to thoroughly study this section in order to enjoy the rest
of the thesis. Instead, when required in the subsequent sections, this section can be used as a
reference.

First, in Section 2.1 two versions of surrogate modeling are presented where emphasis is on
the RBF interpolation. That is followed by Section 2.2 discussing different ways of creating
merit functions: one-stage and two-stage methods as well as three examples of merit functions
where the Quality function is the one of most interest. In Section 2.3 some experimental design
techniques are discussed and in Section 2.4 the topic is the global optimization solver DIRECT.
From these approaches, the parts most suitable for problem (I) in Section 1.3 are selected and
in some cases further discussed, which is described in Section 3.

2.1 Surrogate modeling

A surrogate model, or response surface, is an interpolation of sampled points, predicting the
costly function for points not yet sampled. Jones [Jon01] discusses that non-interpolating sur-
faces such as fitted quadratic surfaces are unreliable because the function may not sufficiently
capture the shape of the function. Instead it is better to interpolate the data and for that there
are two widely used methods: Radial Basis Functions and the Kriging method (DACE).

2.1.1 Interpolation of scattered data in R

Interpolating data is the task of constructing new data points within the range of a discrete
set of known data points, or put in a different way, finding a function that corresponds to
the data for some discrete set of points. More formally it can be stated that given points
X = {x1,x9,...,2,} in R and corresponding function values f = {f1, fo,..., fn}, a function
P(z) (e.g. in C) is sought such that

P(xk) = fk,Vk S {1,2, . ,n}.

Since the set of continuous functions is an infinite dimensional function space interpolation is
not at all unique, but limiting oneself to one dimension and e.g. the space of polynomials of
degree less than n, denoted II,_1, then uniqueness holds. For II,,_; it is given that for points
T1,T2,...,T, € R the following holds

P(zy) => azp 'Yk e {12,...,n}
=1

which is equivalent to solving the linear system Ac = b where Ay = :EL_I, by = fr and ¢ =
(c1,...,cp) is the vector of coefficients. Since II,,_; is isomorfic to R™ there is a unique solution if
and only if all points z; are distinct. The function space 11,,_1 has several desirable properties,
especially that it is independent of the points {zj}. Although this approach gives a unique
solution it is not practical to use in implementations since the polynomial order increases with
the number of points and that usually leads to large oscillations.
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A more appealing approach which avoids the problem mentioned is the use of splines where
piecewise polynomial functions are used to interpolate the data. Any order of the splines can be
used but cubic splines are a common choice. Consider points a = 21 < 9 < ... < x, = b and
the intervals J = [z, xxy1] where the polynomials are defined on each of these intervals. With
a function space

S3(X) ={S € C?*((ah)) : S|, € M3(R),k =1,2,...,n}

the problem can be formulated as finding S(x) € S3(X) such that S(xy) = fi, k € {1,2,...,n}.
This function space however is not independent of the set of points X. Moreover, with n points,
hence n — 1 splines each with four degrees of freedom, there are 4(n — 1) degrees of freedom in
total. At each inner node, constraints are set for the function values as well as first- and second
derivatives in order to ensure that S € C?((a,b)). Therefore S3(X) is an n + 2 dimensional
function space, but the data only gives n degrees of freedom, hence the problem is not uniquely
solvable. There are different ways of modifying the function space to ensure that a unique
solution exists. With the conditions that the second derivative is zero at the end points, the
Natural Cubic Spline (NS3(X)) is given and another condition is the so-called "not-a-knot”
condition: d*S/dx® =0 for x € {9, 2,1}

In comparison, the function spaces S3(X) and N'S3(X) are not location independent which
is a drawback compared to Il3, however there are no large oscillations. In trying to extend this
to higher dimensions there are several discouraging problems e.g. ordering the points can be
done using triangles in two dimensions but even for that case the order of the function space is
generally unknown. This method is obviously not suitable for higher dimensions although there
are ways to reformulate the natural spline problem.

Natural cubic spline interpolants to functions in one variable are given as a solution to a
variational calculation. Powell [Pow92] shows that given data X = {x} : £k = 1,2,...,n} and
{f(zr) : k =12,...,n} and a function S(x) with a square integrable second derivative such
that f(zr) = S(xk), k= 1,2,...,n, then

B(S) = / (5" (2)]? da ()
is minimized under the interpolation requirements f(zy) = S(xx),k = 1,2,...,n if and only if
S(z) has the following form

@) = 5" Moz — a]) + p(a)

k=1

ZA,C:ZAM:O
k=1 k=1

and where ¢(r) = 73,7 > 0 and p(z) = az + b. This discussion can be generalized further and it
leads us to consider multivariate splines using radial basis functions. The expression for B(.S) in
(9) is a measure of how much the function S(x) is alternating since S”(x) denotes the curvature.
Minimizing a measure of the curvature will give a non-bumpy surface.

where

2.1.2 Interpolation and approximation using RBF

A radial basis function is a function ¢(x) = ¢(||x||): hence ¢ is a function of the Euclidean
distance to the origin only, ¢ = ¢(r). The radial basis function interpolation problem is as

10



2.1 Surrogate modeling 2 THEORY AND BACKGROUND

follows. Let x1,...,x, € R% be any given set of pairwise different points with corresponding
data f1,...,fn € R where n and d are any positive integers. We seek a function S(x) that
interpolates the data {(x;, f;) : i = 1,2,...,n}, hence that satisfies

69 = D Ml ). x <R (10)

S(Xz) :fi, 1= 1,2,...,71

or equivalently @A = b where ®;; = ¢(||x; —x,||), b = fi and A = (A1,..., A,). The coefficients
\; are real numbers and the norm || - || is the Euclidean norm in RY. The matrix equation
®)\ = b can be solved uniquely to determine the vector A if and only if ® is invertible. Since ®
depends on the radial function ¢ it is safe to assume that the invertability of ® depends on the
choice of radial function. In order to find necessary restrictions on the function space to ensure
a unique solution, some definitions are introduced.

Positive definiteness
A continuous function ® : R4 x R — R is positive definite if for every set of pairwise different
points X1, -+ X, and every ¢ = (c1,- -+ ,¢n) € R™\{0} it holds that

Z cicj®(x;,%x;) > 0. (11)
ij=1

By choosing @ as a positive definite radial function it holds that ®(x;, x;) = ¢(||x; — x;||) and
hence

n
cl'dc = Z cicio(||x; — x5]]) >0 (12)
ij=1
where ®;; = ¢(||x; — x;||) are the elements of the positive definite matrix ®.

It is only necessary to consider the positive definite case since if ¢’ ®c < 0 then —c”®c > 0
hence then —® is positive definite. Ensuring that a matrix is positive (negative) definite also en-
sures that the matrix is invertible and hence the radial basis function interpolation has a unique
solution. In developing a criterion for positive definiteness for radial functions the concept of a
completely monotone function is required.

Completely monotone [Mic86, Fas03]
A function ¢ : [0,00) — R which is in C[0,00) UC*®(0,00) and which satisfies

(—D)'D@r) >0, r>0, 1=012,--

is called completely monotone on [0,00)

Criterion for positive definiteness for radial functions [Fas03]
A radial function ¢ is completely monotone on [0,00) if and only if p(|| - ||?) is positive definite
on R? for all d.

This criterion can easily be used to determine which radial functions that are positive definite
and it is easy to show that the previously mentioned spline 7 is not. In order to extend the
family of functions that can be used as interpolates, the requirement of positive definiteness is
relaxed and the concept of conditional positive definiteness is introduced.

11



2.1 Surrogate modeling 2 THEORY AND BACKGROUND

Conditional positive definiteness [Mic86]
A continuous function ® : R* x R — R is conditionally positive definite of order m if for every
set of pairwise different points X1, -- X, and every ¢ = (c1,--+ ,¢n) € Vi \{0} it holds that

Z c,-cj(i)(x,-,xj) >0
ij=1
where (13)

Vi = {c e R": Zcip(xi) =0, Vpe Hm_l(]Rd)} .
i=1

By choosing ¢ such that ®(x;,x;) = ¢(||x; — x,||) then ¢ is conditionally positive definite if the
same holds for ®.

By using a conditionally positive radial function ¢ in creating the splines, positive definiteness
can only be ensured for A € V,, hence the matrix ® can become singular for A\ ¢ V,,,. Therefore it
is necessary to reformulate problem (10) to ensure that a unique solution exists. The formulation
is as follows [Pow92]. Given any set of pairwise different points xi,...,x, € R? and data
fis--., fan € R find A € R and p € R™ such that

Sx) = D Nolllx—xl1) + D mpr(x), x€R?
i=1 k=
S(Xl) = in, i:1,2,...,n 1 (14)

n
Z)\Zpk(xl) = 0, k=12...,m
1=1

where m is the dimension of Hm(lR,d) and py,--- ,ps are the basis of the space V,,. Let P be
the matrix
pi(x1) -+ pm(x1)
P=| z (15)
b1 (Xn) T pm(Xn)

then V), is the space of all ¢ € R™ that satisfy PTc = 0™ and (14) can be written as a system

of equations
) P A f
(5 on ) ()-(&) "

where ®;; = ¢(||x; — x,||) and P;; = p;(x;) and for a unique solution, the matrix

A= ( ];I’T Ompxm > c RO+ X (nti) (17)

is non-singular. We seek a condition on P (or actually on the set of points X) upon which A is

non-singular and hence for which it can be proven that a unique solution exists. For that the
notion of point set unisolvence is introduced.

Unisolvence

The points X = {x1,...,%X,} C R® with n > m = dimIl,,(R?) are called 11,,(RY) unisolvent if
the zero polynomial is the only polynomial from II,,(R%) that vanishes at all of the points in X.
For example, assume that S>7" | 1;pi(x) € I, (R%) and that 327 pip;(x) = 0 ¥x € X then it

12
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follows that pu; =0 for i = 1,2,...,m.

A is invertible
Consider (A, )T in the nullspace of A. Then it follows that

O\N+ Pu = 0",
P _ on (18)
and if A = 0", u = 0™ then the nullspace of A is the empty set and hence A is invertible.
Multiplying the first row of (18) with A7 gives

0=AoN+\TPu=2ax+ (PN L

and since PT\ = 0™ it follows that AT®\ = 0. Moreover, since ® is conditionally positive definite
it must be that A = 0™. This gives Pu = 0™ and hence 221 wipi(x) = 0 for k =1,2,--- | n.
Since Z;’ll wipi(x) € I,,_1 (R%), if requiring the set of points X to be unisolvent, then from the
definition of unisolvence it follows that p = 0™.

From this a theorem can be constructed which has already been proven above:

Theorem (Unique solution for interpolation problem)
Suppose ¢ is conditionally positive definite of order m and X is Hm_l(IR,d) unisolvent. Then
(16) is uniquely solvable.

Choosing radial basis functions

Up until now the focus has been on the requirements on the set of points X and on the radial
function ¢(r) that ensure a unique solution to the interpolation problem. Thus far it has not been
shown which form the radial functions can have and in which space the corresponding polynomial
lies. The radial basis function ¢(r) must have a shape that provides good interpolation results
while at the same time be conditionally positive definite to ensure a unique solution to the
interpolation problem. Common choices of ¢ are shown in Table (1) and the polynomial degrees
are justified below.

Table 1: Different choices of radial basis functions

RBF o(r) >0 p(x) mg = dim(p(x))
Cubic r3 alx+b 1
Thin plate spline r2logr alx+b 1
Linear T b 0
Multiquadratic V242, y>0 b 0
Gaussian exp (—y72), v >0 0 -1

Recalling the definition of V,,, from (13) we formally denote Vy = R™ and hence II_; = {0}.
Obviously V41 C V,, for all m > 0. Powell [Pow92] shows that in the cubic and thin plate

spline cases
cl'dc>0 Yee\{0},

in the linear and multiquadratic cases

c'dc <0 Ve e v, \{0},

13
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and in the Gaussian case
cl'dc >0 Vee R™\{0}.

Define mg to be 1 in the cubic and thin plate spline case, 0 in the linear and multiquadratic cases
and -1 in the Gaussian case. After choosing a form of ¢, let m be an integer such that m > my,
then ¢ is conditionally positive definite of order m and hence (14) is uniquely solvable as long as
X is unisolvent. Table 1 shows a compilation of common radial functions with the corresponding
minimal polynomial order required to ensure conditional positive definiteness. With a unique
solution to (16) the surrogate is uniquely determined and it has the form

Sx) =Y No(llx —x5l1) + > pupr(x), x € R? (19)
j=1 k=1

2.1.3 Kriging method

Suppose the aim is to make a prediction about the value f(X) for some point X in the domain.
Before sampling any points there will be an uncertainty about the value of the function at this
point. This uncertainty is modeled by saying that the value of the function at x is given by
a normally distributed random variable Y (X) with mean p and variance 0. The correlations

between the random variables for points x1, X2, ..., X, are given by

d
Corr[Y (x;),Y (x;)] = exp <— Z O1lwq — $j1|p’> ) (20)
=1

where x; = (g1, Tk2,...,2q) and it is assumed that §; > 0 and 0 < p; < 2. Large values
of 0 serve to model functions that are highly active in the {*" variable and p; determines the
smoothness of the function in the [** direction.

The uncertainty about the function’s values at n points can be represented as Y = (Y1(x1),
...,Yn(xn))T. The distribution of Y depending on wu,o,p;,0;,1 = 1,2,...,d will characterize
how the function is expected to vary when moving in different directions. To estimate these
parameters, they are chosen to maximize the likelihood of the observed data according to the
likelihood function

1 (f—1)"R™'(f —1p)
21
R 207 ’ &

where f = (f1,..., fn)? is the vector of function values and the i,j-th element of R is given by
(20). In practice it is the logarithm of (21) that is used to compute the parameters together with
equations for i and 62 [Jon01]. Take a point x* with some guessed function value f* and make
it the n + 1*" point. Further, calculate the parameters by maximizing the likelihood function.
These parameters reflect how the function varies as described earlier. Now, an augmented log-
likelihood function can be derived [Jon01] describing how consistent the point (x*,f*) is with
the observed variation. It is therefore rather intuitive that the prediction for f*, the so called
Kriging predictor, is given by maximizing that augmented log-likelihood function. The Kriging
predictor has the following form

J<) = i+ rR7(E - 1) (22)

where
CorrY (x*),Y (x1)]
. 1TR7If _ .
'u/ = — r — : (23)
1TR-11
CorrlY (x*),Y (x,)]

14
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and where R and f are as given earlier.

For x = (x1,Xx2;---,Xd), calling p(x) = exp <— Zle 91|Xl|pl) then the i*" element of r is
just ¢(x* — x;) and denoting the " element of R™1(f — 1) by A; and /i = b then it holds that

FE) =0+ Nip(x" —xy), (24)

i=1

which is a form similar to the form of the RBF surrogate in (14). However p(u) # ¢(||ul|) for
any norm || - || unless p; = 1Vl =1,2...,d (Null(||u]|)={0} since §; > 0 but subadditivity and
positive homogeneity only holds simultaneously if p; = 1Vl = 1,2....,d). Therefore ¢(-) is not a
radial basis function, but it has a simliar form where ¢(-) depends on the estimated parameters,
found as described earlier.

2.2 Merit functions

Merit functions use the interpolated surrogate function to find promising areas of the design
space to evaluate. The merit functions are not expensive to evaluate which is an advantage to
the costly black-box function.

Many forms have been suggested for merit functions and the main qualifications required
are that they guide the search towards unexplored areas of the search domain and/or towards
promising areas with low function values. A merit function that is purely global would choose
the point which is the furthest away from any other evaluated point, hence a space filling search.
This would not in general give an accurate value of the minima. The extreme on the other end
is always finding the minimum of the surrogate S,,;,. The surrogate approximates the costly
black-box function hence there is a build-in uncertainty that has to be considered when finding
new points. Therefore, always sampling the minima will render a purely local search and it is
therefore easy so get stuck in a local minima.

The key to success is combining these two sometimes contradictory requirements to explore
regions of the domain that have not yet been sampled and regions that have promising function
values. Here, three forms of merit functions are presented: Gutmann’s bumpiness minimization,
the CORS method as well as the Quality function where the emphasis for this thesis is placed
in the latter.

2.2.1 One stage/two stage methods

According to Jones [Jon01] surrogate based method for solving expensive global optimization
problems can be classified as either one-stage or two-stage, where most methods are two-stage.
In the first stage a surrogate model is fitted to the data, estimating the required coefficients.
Then in the second stage these coefficients are considered “true” and the surrogate surface is
used to compute new points. The potential pitfall with two-stage methods is that with an initial
sample the error in the surrogate could be large. Therefore, considering the model “true” may
lead to erroneous results such as searching too locally or stopping prematurely.

For one-stage methods the initial step of surrogate fitting is skipped and the two stages are
“merged” in some sense. The response surface mathematics is used to evaluate a hypothesis
about the location of the optimum. For example, the credibility of the hypothesis that the
model passes through a point x* with function value (target value) f* can be assessed through
observing the properties of the best-fitting response surface. Intuitively, the response surface
that gives the smoothest surface may be seen as the most probable although it depends on the
applications.

15
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The first of the tree merit functions presented below is a one-stage method where the role of
the target value f* can be observed.

2.2.2 Target values - minimize bumpiness

The notion of bumpiness is motivated by the discussion around the definition of B(S) given in
(9). There it was noted that minimizing B(.S) will minimize the overall curvature of the function
in some sense. To be precise, S”(x) is a measure of the curvature and expression B(S) can be
seen as a semi-norm and a semi-inner product of the curvature of S(x),

B(S(X))Z/[5”(X)]2dw=<5”(X),5”(X)> = 15"l

R

A semi-norm || - || satisfies all the properties of a norm, except that ||u|| = 0 does not imply
u = 0. It can be shown [Gut01] that the radial function S for a given ¢ which satisfies (14) also
minimizes the semi-norm (g,g)'/? on the set of all functions g of the form (19) for a given ¢ that
satisfies g(xx) = fx, k=1,2,...,n.

Given a set of sampled points X = {x1,X2,...,X,} and an estimated target value f* we
want to find the point x* which most probably has the value f*. For every x ¢ {x1,...,x,} an
RBF S(x) can be created that satisfies the interpolation conditions

S(Xk) :f(Xk), k= 1,2,...,71,
S(x) = f* ’
The new point x* is chosen as the value of x whose surrogate model minimizes the measure of
bumpiness B(S(x)). A target value f* should always be used that is lower than the minimum
of the surrogate model S,,,;,,. If the difference S,,;, — f* is large then the algorithm aims for a
big improvement hence a global search whereas for a low value a modest improvement will do,
rendering a local search.
Gutmann [Gut99] shows that minimizing B(S(x)) subjected to the interpolation conditions
(25) is equivalent to minimizing the utility function g, (x) defined as

gn(x) = (=)™ (x)[S(x) = [, x € Q\X; (26)

(25)

hence x* = arg minyco\ x gn(X). Mo is described earlier as the lowest polynomial order required
for conditional positive definiteness and p,(x*) is the coefficient corresponding to x* of the
radial basis interpolation function solution L (Lagrangian function) which satisfies L(xy) =
0, k=1,...,n, and L(x*) = 1. More details can be found in [Gut99, Gut01] by Gutmann.

2.2.3 CORS method

In [RS05] Shoemaker and Regis introduce the CORS method, Constrained Optimization using
Response Surfaces to deal with expensive black box optimization. The CORS method aims
to find the minimum of a surrogate function given that you are a certain distance away from
previously evaluated points. Say that X = {xi,x9,...,%,} are previously evaluated points,
then the maximum distance from any x € €2 to any point in X is

A; = max min [|x — x;]|.
xeQ x;€X
Denoting the surrogate function in the i iteration by S?(x) the problem can be formulated as
follows: ,
min  S*(x)
S.t. HX — Xj” > Gi A, VX]' eX (27)
x €
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where (3; is a parameter 0 < §; < 1. If §; = 1 the maximin point is found and hence a global
search is conducted whereas with 3; = 0 the minimum of S?(x) is found which constitutes local
search. The parameter (; is cycled through to balance global and local search. Problem (27)
is generally non-convex but the surrogate and constraints as well as their gradients are cheap
to evaluate and hence gradient-based optimization solvers can be used. Another option is to
run a global optimization method such as Constrained DIRECT (cf. Section 2.4) and refine by
starting a non-linear program solver from that point.

2.2.4 Quality function

As before, consider a set of points X = {x1,x3,...,X,} sampled from the search domain 2. In
[JPRWO09] a merit function of the following form is suggested
Q) = [ (Ux(0) = Uiy ) (S0, (25)
where
Ux(x) = mi [ — x| (29)

is the space filling part, favoring parts of the domain not yet sampled and w(S(x)) is a weight
function favoring parts with low surrogate values.

The merit function is called the Quality function and is a two-stage method where the weight
function can be altered to fit the requirements; hence it is potentially very flexible. The downside
is the integration which requires a substantial amount of computational power when going to
higher dimensions. However, the integral is justified by making it less favorable to be close to
the boundary of €2. This is good since more information is given when creating the surrogate if
the points are not at the boundary of €2 but a certain distance away from it. In simple terms,
this non-attraction to the boundary can be explained by the fact that the integration causes the
fitness of a point to depend not only on the features of the points itself but also on the features
of the surrounding points. The contribution to the integral from the spatial part is largest at
the point y and then decreasing with increasing distance to y. In integrating around a point
that lies on the boundary of €2, the neighborhood that lies outside of 2 will not contribute to the
integral hence making it a less favorable point when comparing with inner points of the domain.

2.3 Experimental design

All surrogate based algorithms need an initial set of points in order to get started. To build the
first interpolation surface, n > d+1 points are needed where d is the dimension of the search space
Q c R® The procedure of selecting initial points is often referred to as Experimental Design
and there are many different approaches. Here the methods of Random sampling, Maximin and
Latin Hypercube are discussed where the focus is on the latter.

In designing an experiment, a model is fitted to data given by evaluating the experiment at
a limited set of points X sampled from a domain 2. One wishes to fit a model to the data that
approximates the real event in all of €2 with as small error as possible. Therefore great care has
to be taken when choosing the points X and it is important that, among other things, they are
well spread out, ensuring that every portion of €2 is sampled.

In [SAHSVO03| two main criteria are discussed that are used to measure the quality of the
sampled points: space-fillingness and non-collapsingness where the first criterion is just what
has been described earlier. For the second criterion, when a parameter (dimension) has no
influence on the response of the output, two points that differ only in that dimension collapse,
meaning that they can be seen as the same point evaluated twice. With a limited amount of
evaluations, that should of course be avoided.
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2.3.1 Random sampling

The simplest way of finding a set of n points X = {x1,X2,...,X,} in  is to randomly pick n
points with a uniform probability distribution in 2. However, this procedure cannot ensure that
the points are well distributed in € so some method is needed to keep them apart.

One simple method for doing so is illustrated in Figure 1. Points are picked at random from
Q) where a point is kept and added to X if it does not lie within any circle of radius R centered
round points in X. If R or n are large enough then this may be impossible but then points are
chosen that minimizes the overlap of the circles. In Figure 1(a) where R = 0.8 it is apparent
that two points exist such that their circles overlap with other circles. In Figure 1(b) where
R = 0.5 none of them overlap.
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a) Random sampling design with R = (b) Random sampling design with R =
0.8 0.5

Figure 1: Illustration of a random sampling design where intersection of the circles centered at
the points in X should be avoided.

This method gives a well spread out set of points if the radius R is estimated correctly where
the radius R has to be estimated depending on the domain 2 and the number of points n. In
generalizing to higher dimensions, an estimation of R requires the relation of the volume of
to the volume of the hyper-sphere. The volume is given by

7Td/2
/2 . @Rd, d even,
Vd(R) = mR = 2)° ,n-(d—l)/2 (30)
2 2(d+1)/2TRd7 d Odd,

where d!! is the double factorial, d!! = [];j<9;.4(d — 2i). From (30) it is apparent that the
coefficient depending on d vanishes as d — oo due to the factorial denominator and hence with
a fixed number of points then R must increase if d increases in order to ensure that the points
are well spread out. This can be illustrated in Figure 1(b) where R is too small and hence the
upper left corner is not covered. The estimation of R is the main drawback of this method.

2.3.2 Maximin

Suppose we want to sample n points in §2, preferably with a good spatial distribution. This can
be done by maximizing the minimum distance between the n points. This can be formulated as
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finding a set of points X that is given by the following optimization problem

max d,
X
gggogg%nllxz-—xj-ll = s.t. d < |lx; —xll, ¥ij:0<i<j<n,
x;€Q,j=12,...,n

Stinstra et.al. [SAHSV03] propose a method for solving this optimization problem by excluding
one point at a time and solving a sequence of smaller problems in order to find a point to add.
Also several points, preferably in proximity of one another, can be excluded simultaneously but
then the optimization gets more complicated. The most commonly used norms are !,[? and
[*° and the maximin problem for the [?> norm can be illustrated in a similar way as in Figure 1.
From the nature of the ' and [* norms, boxes are used instead of circles when the distribution
for those norms are illustrated as in Figure 1.

2.3.3 Latin hypercube design

The Latin Hypercube design was proposed by McKay et.al. [MBC79] and it can be viewed as
a d-dimensional extension of the Latin square sampling ([Raj68, BHH87]). As before n points
should be sampled from 2 in a “good” manner. We introduce the notion of stratified sampling,
meaning that parts of the domain are sampled individually. In stratified sampling all areas of the
space ) are represented by input values. €2 is partitioned into I disjoint strata Q°, i = 1,2,...,1
and random samples z;;,7 = 1,2,...,n; are obtained from every Q. Then Y. n; = n and if
I =1 then random sampling over all of €2 is obtained.

With the Latin Hypercube Design (LHD) this is taken even further ensuring that each
dimension has all portions of its distribution represented by input values. The range of each
dimension is divided into n parts each of equal marginal probability, denote this sample X* =

{zjk.j = 1,2,...n} for dimension k. Then for k = 1,2,...,d a sample z;, is picked at random
without replacement from X* creating a point Xj = (%j,1,%js25 - - - %j,d). This is done for j =
1,2,...,n creating X = {x1,X2,...,Xp}.

The LHD has the non-collapsingness property meaning that projecting an n-point design
onto any factor, n different levels are given for that factor. If the output is dominated by only
a few factors this method ensures that those components are represented in a stratified manner
no matter what factors turn out to be important.

The LHD itself does not provide a set of well spread-out points as figure 2(a) shows. In this
figure the correlation is p = 1 and not only are the points not well spread out, they are also
non-unisolvent. In figure 2(b) a set of points X is shown where the correlation is close to zero,
p = —0.03 but the distance between the two points in the middle of the figure is not very large.

(a) A LHD in worst case scenario, (b) A LHD with a small correlation, (¢) A Maximin LHD, p = 0.2.
p=1 p = —0.03.

Figure 2: The Latin Hypercube design with n = 6 points and = [0,6] x [0,6] € R2.
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There are procedures for finding good LHDs by minimizing the pairwise correlations or
by maximizing the inter-site distances. With a pure random sampling in all of €} a small
correlation says nothing about the distribution of X in Q but it does for the LHD since it also uses
stratification. Although p is small the smallest inter-site distance need not be very large as seen
in Figure 2(b). In maximizing the inter-site distances the so-called maximin LHD [dHMHvDO7]
is obtained which combines the maximin problem discussed earlier with the features of the LHD.
The maximin design in Figure 2(c) is taken from www.spacefillingdesigns.nl. The minimum
distance is maximized although the correlation is not very small, p = 0.2.

From Figures 2(b) and 2(c) it seems that there could be a trade-off between minimizing
correlation and maximizing inter-site distance or at least that the two are not always entirely
correlated. That observation turns out to be correct. Roshan and Ying [VHO8] showed that
minimizing the pairwise correlations and maximizing the inter-site distances need not be in
agreement and instead suggest a multi-objective optimization approach providing good results
in terms of both the correlation and distance criteria.

Despite this, the method of just minimizing correlations provides good enough results, in
particular if additional points are sampled later.

2.4 DIRECT algorithm

In order to find the global minimum or maximum of a function over a domain, a global Opti-
mization solver is needed. The DIRECT (DIviding RECTangles) algorithm is such an algorithm
that was first introduced in [PJS93] motivated by a modification to Lipschitzian optimization.
It was created to solve difficult global optimization problems with bound constraints and a real-
valued objective function. The Lipschitzian optimization methods are also global optimization
methods although the largest drawback is that a Lipschitz constant has to be estimated which
can be hard or even impossible if the function is not Lipschitz continuous. The DIRECT al-
gorithm requires no knowledge of the Lipschitz constant or for the objective function to even
be Lipschitz continuous. It is a sampling method meaning that the progress of the algorithm is
governed only by evaluations of the objective function.

2.4.1 Initial step

DIRECT begins by transforming the domain to the unit hypercube Q = {x : x € [0,1]%} where
the algorithm operates except for when evaluating the function. The center of the space is ¢;
and the algorithm commences by finding f(c;). The function is then evaluated in ¢ £ de;, i =
1,2,...,d where § is one third the side length in the cube and e; is the unit vector in the i
direction. During the initial step the DIRECT algorithm chooses the best function value in the
largest space. Therefore the following is defined

w; = min (f(c1 — de;),f(c1 +de;)), 1 <i<d (31)

and the dimension with the smallest w; is divided into thirds so ¢y & de; are the centers of the
new hyper-rectangles. This is done for all dimensions on the “center hyper-rectangle” continuing
with the dimension which has the next smallest w;. The initial division step is illustrated in
Figure 3(a).

After the initial step, the algorithm begins its loop of identifying potentially optimal hyper-
rectangles, sampling at their center and dividing them into thirds.
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(a) First step of DIRECT. (b) The divisions after a few iterations.

Figure 3: Hlustration of the DIRECT division algorithm.

2.4.2 Potentially optimal hyper-rectangles

The algorithm searches globally and locally by dividing all hyper-rectangles that meet the crite-
ria in (32). Basically, the hyper-rectangles are divided into groups of the same size and for each
group the algorithm considers dividing the rectangle with the smallest value of f at the center.
Not all such hyper-rectangles are divided though; also an estimation of the Lipschitz constant
is used to decide whether division should take place. The argument used for DIRECT is hence
basically a Pareto efficiency argument.

Definition (Potentially Optimal Hyper-rectangle) [Fin03]
Let € > 0 be a positive constant and let fp,in be the current best function value. A hyper-rectangle
j is then said to be potentially optimal if AK > 0 such that

f(cj) _f(dj < f(Ci)—f(di, Vi, and
f(cj)_de éfmm_€|fm2n|

Here c; denotes the center of hyper-rectangle j and d; is a measure of this hyper-rectangle.
Jones et.al. [PJS93] chose the distance from ¢; to its vertices as a measure whereas Kelley et.al.
[GKO1] used the longest side in the hyper-rectangle. The parameter € is a balance parameter
giving the user control over the relation between global and local search [FKO06].

The potentially optimal hyper-rectangles found are then divided in the next iteration step.
They are divided along the direction corresponding to the longest side of the hyper-rectangle
ensuring that they will shrink in every dimension. If there is a tie for the longest side then
all those sides are divided in a fashion similar to the initial step where the order of division is
determined by (31) but centered around the center of the hyper-rectangle in question instead
of ¢;. In Figure 3(b) the division algorithm is illustrated as a pattern of division after a few
iterations.

Generally, potentially optimal hyper-rectangles either have low function values at their cen-
ters or are large enough to be good targets for a global search, which Figure 4 illustrates. In the
figure each point corresponds to a group of hyper-rectangles having equal size and equal function
values. The hyper-rectangles illustrated by the lower convex hull in the figure all satisfy (32). It
is worth noting the role of the parameter e: the point (0, fin — €| fmin|) alters the convex hull
so that points with low function values but in small hyper boxes are not necessarily potentially
optimal. This shifts sampling somewhat towards larger hyper-rectangles and unexplored parts
of the domain.

(32)
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Value at center of hyper-rectangle, f(c)

[ (finin — €l fminl)

Size of hyper-rectangle w

Figure 4: A graph showing grouping by hyper-rectangle size and function value where the
potentially optimal hyperrectangles lie on the line.

2.4.3 Norms

In this thesis a few different norms are used. From now on the norm || - || denotes the 2-norm
| - [|]2 where ||x — y||2 describes the Euclidean distance between points x and y.

If different dimensions of the search space have different length scales or if it is of interest
to rescale the units of the domain, then a weighted norm can be used. In particular it is
advantageous to use a weighted norm if one wants the relative difference in each dimension to
have equal weight in the norm. In this thesis the weighted norm for the domain I' is denoted
Il - |lr and it is defined by

1/2

min \ 2
min Vi —U;
Ivlle = [W(v =) = [}j(—w, )] ,
i=1 v
where (33)

1 ma

— .. . — gymax n _ . 3 .
Wi; = —0ij, w; = v, — """ = maxv; — minv;,

(o v, el v; el

where d;; is the Kronecker delta function, hence d;; = 0, i # j and 6;; = 1, © = j. The vector
given by W (v —v™") takes values in the hyper-square [0,1]? and hence each dimension has equal
impact on the norm. This norm is only defined for box-constrained domains such as 2 where
v = 1Y and v = ? in accordance with previous notation. To be strict ||v||r is not a norm
by itself since none of the required properties are satisfied, unless v = 0. But |[W (v —v™")||
is a norm and defining ||v||r = ||[W (v — v"™")|| then ||v||r is a norm per definition.

The norm ||v||r has the same effect as using the inverse of the linear transformation 7 (v;) =

; (VAT — M) M on each element of v = (v1,ve, . .., v4) and then use the Euclidean 2-norm.

2.5 Multiobjective optimization

In single objective optimization the search space is often well defined. As soon as there are several
contradicting objectives to be optimized simultaneously, there is no longer a single optimal
solution but rather a whole set of possible solutions of equal quality. Consider x objective
functions f;(x), ¢ = 1,2,...,k and otherwise the same problem as in (2) but without integrality.
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The problem can then be stated as finding

P = argminF(X) = (fl(x)’f2(x)" < ,fH(X)),
subject to

l; < g,(X) <wu;, 1€TL

x €

(34)

A solution to a multiobjective problem minimizes the components of a vector F'(x) in a Pareto
sense, where x € () is the decision vector. In order to quantify this, the notions of Pareto opti-
mality and Pareto dominance are introduced [CLO05, vVLO0O].

Pareto Dominance
A vector u = (uy,...,uy) is said to dominate v = (v1,...,vs) (denoted by u < v) if and only if
u is partially less than v i.e., Vi € {1,...,k}, u; <wv; and Fi € {1,... K} u; < v;.

Pareto Optimiality
A solution x € Q is said to be Pareto optimal with respect to S if and only if there is no x' € Q for

which v =F(x') = (f1(xX), fa(X'), ..., (X)) dominates u = F(x) = (f1(x), f2(X), ..., fx(X)).
From these definitions the notion of a Pareto Optimal set can be introduced

P ={xeQ:Ax' €Q st. F(x')<F(x)}
which is the set of Pareto optimal points and the Pareto front

PF* ={F(x) = (1(x), fa(x),..., fx(x)) : x € P"}

which is the set of objective vectors corresponding to the Pareto optimal set. From these
definitions it follows that P* C Q and that PF* C F() is the range of F'(x) restricted to P*.

In solving problem (34) the aim is to find the Pareto optimal set P*. In determining which
solution from the Pareto optimal set to use, it is necessary to look at the Pareto front and
decide which trade-off between the objectives that is the best for the particular problem. There
is hence no simple answer to which solution to choose. If there were, then either there would
be no trade-off between the objectives and hence the Pareto optimal set is a singleton or it is
known exactly how important each objective is.

In the latter case it may be advantageous to instead use a so called aggregated objective
function. If it is known beforehand how big of an impact each objective should have, hence
their relative importance has been ranked e.g. by weights: w; for objective f;(x), then the
multiobjective problem can be transformed to a single objective problem with objective function
> i1 = wifi(x).

Variation of the parameters w; can also be used to find Pareto optimal points, however the
weighted sum approach can only capture convex Pareto frontiers [MMS00]. The sum can be
modified to get around this as suggested in [MMS00] where for a two objective case the following
aggregated form is used fi(x)® + bfa(x)°, with b > 0 and s € N.
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3 The optimization algorithm

The black box optimization algorithm is based on surrogate modeling, described in Section 2.1,
and the optimization of a merit function, described in Section 2.2. In this section, the different
parts of the optimization algorithm are theoretically presented and described using the theory in
the previous section. Several methods for surrogate modeling, merit functions and experimental
designs have been discussed and here the methods best suited for the given requirements are
chosen to create an algorithm. This Section describes the methods used whereas the practical
implementation is described in Section 4.

3.1 Creating a surrogate model

In Section 2.1 it was shown that in choosing a conditionally positive definite function ¢ of order
m and a unisolvent set of points X C €, the interpolation problem (35) is uniquely solvable.

S6) = 3o Nolx—xjlle) +p(x), x € R

= (35)
S(Xl) = fi7 121,2,...,71
The norm || - || is the weighted norm allowing each dimension to have equal relative impact.

Further, choosing a form of the radial basis function from Table 1 e.g. ¢(r) = 73 and p(x) =
a'x+b (u = (aT,b)7) it has been shown that ¢ is conditionally positive definite of order m = 1.
Therefore the matrix equation

(o oo ) ()= (on) &

has a unique solution where ®;; = ||x; — x;[3, and
a
x] 1 A a; fi
xg 1 Ao fo
P= o], A= . , = : , f= - (37)
- . o :
Xg; 1 An n;) ! fn

For the uniqueness to hold, the set of points X needs to be unisolvent. If X is Hm(lR,d)
unisolvent then X Ux,.1 is also unisolvent hence unisolvence has to be established for an initial
set of point after which it holds for any addition of points to the set. In order for unisolvence to
hold there must be at least d 4+ 1 points where d is the dimension of the search space.

The surrogate function is then given by

S(x) =D Nolllx —xglle) + u" (x", DT (38)

J=1

The RBF method and the Kriging methods are similar in performance but the Kriging method
requires maximizing the likelihood function whereas the BRF only requires solving a system of
linear equations. The simplicity of the RBF surrogate method was preferred in this case. In
using a surrogate based model, the prediction model part of this thesis followed naturally from
the parameter tuning part; requiring less code and making it easier to comprehend.
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3.2 Choosing initial points

As described in Section 2.3.3 the Latin Hypercube design has several good properties where
non-collapsingness is one and another is the fact that a low correlation will ensure that the set
of points is rather well spread out, which is not the case for random sampling. Therefore the
Latin Hypercube Design is used where minimizing the modulus of the correlation ensures a good
enough spread out set of point.

Initially n;,;; points are chosen using the scheme described in Section 2.3.3. The result is
a set of points X = {x1,X92,...,Xy,,, that is unisolvent with outmost certainty hence the
interpolation can be done uniquely. With additional points drawn from €2 and added to X
the initial configuration is not as important as it would have been if no additional points were
chosen, although with a good initial set of points the surrogate will hopefully approximate the
black box function in a better way.

3.3 Finding new points to evaluate

In creating a surrogate function S from a set of points X = {xi,...,x,} and corresponding
function values {f1,..., fn}, the real function f(x) is modeled by S(x). Since S(x) is an in-
terpolation of observed data, the surrogate function will only be an approximation of the real
function. Increasing the number of data points renders a more trustable model, especially so if
the data points are well spread out and with a more realistic model, the minima can be deter-
mined with higher accuracy. Although, only making the model more reliable will not provide the
sought minima. Therefore we wish to weight in a point’s space filling properties with its value’s
proximity to the model’s minima. It would also be advantageous to easily be able to change
the impact that the space filling and the proximity to the model’s minima has when determin-
ing a new point to evaluate. The (black-box) output constraints also have to be incorporated
into the method, especially considering the possibly large error in the estimation of the output
constraints.

Given a surrogate function constructed using a set of points X and corresponding function
values f, one wishes to find new points to evaluate. This can be done using merit functions
as described in Section 2.2. We wish to construct a merit function that has the properties
mentioned above and that can easily be extended to the multiobjective case. Therefore the form
of the merit function chosen is the Quality function Q(y) suggested in [JPRWO09] and briefly
discussed in Section 2.2.4. It has almost all the desired properties discussed and can be modified
to fit the rest as will be described in the following sections.

3.4 Quality function

In [JPRWO09] a quality function of the following form is suggested:

Q) = [ Wxlx) = Uxey () w(S(x))dx, (39)

where Q(y) is maximized to find a new point to evaluate. Hence we seek y* such that
* = : 40
y" = argmaxQ(y) (40)
This form of Q(y) is in this thesis denoted the neighborhood quality function (NQF). The term
Ux(x) is defined as the shortest Euclidean distance from a point x to any of the points in the

set X scaled to unit size:

Ux(x) = mi —x|q. 41
x(x) = min |[x; —x]lo (41)
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Therefore the term (Ux (x) — Uxuy(x)) measures the prospective model uncertainty reduction
achieved through adding a point y to X. In maximizing only this term, or setting w(S(x)) = 1,
the new point will seek to create a well spread out set of points.

The surrogate interpolation as well as the uncertainty function Ux (x) is depicted in Figure
5. Starting with the leftmost picture and going to the right, one additional point has been
added to X in each figure. The filled line corresponds to the surrogate model passing through
each data point. The dashed-dotted line shows the shape of the surrogate before the point
was added, hence it corresponds to the surrogate in the figure to its left. At the bottom the
uncertainty function Uy (x) is plotted and it can be seen that where the new points are added,
the uncertainty is reduced. Note that the uncertainty function has been rescaled and should
only be compared relative to itself. The horizontal axis shows the x-values and the vertical axis
shows the function values.

Figure 5: Interpolation of data using the surrogate model. Going from the left to the right,
one additional point has been added in each figure. The dash-dotted line shows the surrogate
without the new point and the dashed line at the bottom shows the uncertainty function Ux (x)
which has been rescaled in these figures.

The term w(S(x)) depends on the surrogate model and it is call the weight function for
the integral. It weights the space filling properties of a point y as described before with the
proximity to the surrogate’s minimum value.

Another form of the weight function investigated in this thesis is a modification of (39) which
has been named the non-neighborhood quality function (NNQF). It has the following form:

Qy) = Ux(y)w(S(y)) (42)

and it is hence less computationally heavy. The two versions of the quality function are named
in this way, in this thesis, since the quality of a point y for NQF depends not only on the point
itself but also on a neighborhood of that point. The NNQF depends only on the point in which
it is evaluated (as well as X) and it is therefore more prone to select points close to the boundary
of the set ) as discussed in Section 2.2.4.

3.5 Weight function

The weight function Q(y) is maximized and hence the weight function w(S(x)) should be com-
parably small for points where in some sense it is less favorable to be. In which sense depends on
the number of objective functions, hence the weight function has different expressions for single
objective and multiobjective optimization.
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3.5.1 Single objective

With one objective, the aim is to find as small value as possible for the black box function,
f(x). Therefore in maximizing Q(y) in (39) or in (42), the weight function w(S(x)) should have
relatively low values where the surrogate’s values are far away from the surrogates minima. The
weight function’s relative spatial dependence on S(x), given by Ux(x), should be tunable to
account for the uncertainty in the surrogate model and hence the following form of w is used,
suggested in [JPRW09]

w(S(x)) = exp <—0M>. (43)

Sma:c - Smin

The parameter 0 > 0 is the tuning parameter that accounts for the relation between spatial
dependence and the proximity to the surrogate’s minima and S,,;;, and Sy, are the minimum
and maximum of the surrogate model respectively. From this it is easy to see that the maximum
value is w(S(x)) = 1 for S(x) = Spin and the minimum value is w(S(x)) = e~ for S(x) = Siaz-
In this way the weight function is kept bounded at all times and the bounds are dependent only
on the parameter o. So with 0 = 0 then w(S(x)) = 1 independent of the value of the surrogate,
meaning a space filling search whereas increasing o will favor regions where the surrogate is close
to Smm

3.5.2 Multiobjective

For multiobjective optimization with x objectives, one surrogate model is created for each objec-
tive creating the vector of surrogates S(x) = (S1(x), S2(x),...,Sk(x)) where S;,i = 1,2,..., K
is determined by solving (16) with f given by the values for the i*" objective.

The aim of multiobjective optimization is to find the Pareto front as described in Section
2.5. Therefore the weight function should favor points close to the Pareto front and hence the
Euclidean distance from the surrogate’s value at a point to the Pareto front, scaled to unit size,
is used as a measure of the proximity to the Pareto front. The set of points constituting the
Pareto front of S(x) as defined in Section 2.5 is denoted S* and the distance (naturally the
minimal distance) is given as

dist(S(x)) = min [[S(x) - s"[ls(0) (44)
where the scaled norm is used to make every dimension equally important. In analogy with the
single objective case, the weight function has the following form

B dist(S(x))
W(S(x)) = exp (—am) (45)

where x is given by
x = arg max dist(S(x)) (46)
x€e0)
hence dist(S(x)) is the maximum distance to the Pareto front in the set S(€2). As in the single
objective case the following holds e™? < w(S(x)) < 1 where the upper bound is reached when
S(x) is at the Pareto front and w is decreasing with increasing distance to the Pareto front,
reaching the lower bound when x = x.

3.6 Monte Carlo integration over 2

The expression for the quality function as given in (39) involves integration over the set €.
There are many methods of integration available where e.g. the trapezoidal quadrature rule is
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simple, easy to use and provides fairly good results when the integrand is flat enough. However,
increasing the dimension of Q C R will render trapezoidal integration useless since the number
of points increase exponentially with the dimension.

Another method that can be extended to higher dimensions without an exponential increase
in calculations is the Monte Carlo integration method. Monte Carlo is a class of computational
methods relying on randomly sampled numbers. For Monte Carlo integration when increasing
the number of samples the law of large numbers will ensure convergence if the integrand is “nice”
enough [SAMO1].

Denote the integrand in (39) by I(x,y): I(x,y) = (Ux(x) — Uxuy(x))w(S(x)). Choose
randomly a set of points F from an even distribution in €2, then

/Q(UX(X) — Uxuy (x)) w(5(x))dx ~ V() . > Ixy) (47)

‘E’ xel

where V() is the volume of €2 and as |E| — oo the error in (47) goes to zero, in fact the error
decreases as 1/+/|E| [SAMO1]. Therefore the maximization problem can be reformulated as

. B 1
y' = argmaxQ(y) = V(Q)@ erZcQ I(x,y). (48)

3.6.1 Reducing the domain of integration

In I(x,y) the spatial term (Ux (x) — Uxuy (%)) describes the prospective gain in space filling from
adding a point y to the set X. Consider a fixed y € €2 and a given set of points X C €. The term
Ux (x) is the minimum distance from x to points in X hence when adding y to X the following
will hold Ux (x) — Uxuy(x) # 0 only for the points x € 2 that has y = argminyexuy ||X — x|
hence the points that are closer to y than any point in X. With this in mind it is clear that the
domain of integration {2 can be reduced and this is illustrated in Figure 6.

Figure 6: A polyhedron created by determining the region where (Ux (x) — Uxuy (%)) is non-zero
in the bounded domain €.

The region where I(x,y) is non-zero is a bounded polyhedron in @ C R and hence it can
be described by a system of linear equations of the form Dx < e where x € Q) is bounded. The
polyhedron is not necessarily bounded if 2 is not bounded. The polyhedron depends on y and
it is here denoted 0, = {x € Q : Dx < e}. Given a set of points X = {x1,X2,...x,} the matrix
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D and vector e are explicitly written as [RW07]:

Dy =(xx—y)"
49
e =3(xp—y) (x +y) (49)
The quality function has hence been reduced to
Qly) = /Q (Ux(x) — Uxuy(x)) w(S(x))dx (50)
Yy

and the expression for Q(y) after Monte Carlo integration is as in (48) with Q replaced by Q.

3.7 Output constraints

Consider the case where there are several output functions among which there are one or more
objectives. Besides the objectives there are output functions that there is no interest in mini-
mizing or maximizing but only keeping within some bounds, so called output constraints. This
can be stated as the following minimization problem:

Given an objective function f(x) and 1 output functions g;(x),7 € Z, find x* such that

x* = argmin f(x)
st i <gi(x)<w, 1€ (51)
x €

In incorporating this into the model, the quality function Q(y) must be modified in some way.
The function f(x) is an unknown black box functions and hence surrogate modeling as described
in Section 3.1 can be applied. The same is true for the functions g;(x),7 € Z.

For every output constraint g;(x) a surrogate model Sy, (x) can be created that approximates
the real function. Denote the vector of surrogates by S,(x) = (Sg,(x),...,5,(x)). In the
algorithm it should be disadvantageous to select points where the output constraints are outside
the bounds. This functionality is placed in the function ¢(S,(y)). A simple form like the
indicator function 1p(S4(x)) where D is as given in (5) is not favorable since the uncertainty in
S¢(x) might exclude feasible points.

It would be favorable to be able to alter the function ¢(S,(y)) depending on the level of trust
that can be put in the model. This leads us to consider a form similar to the weight function
w(S(x)) namely

n
(,D(S (y)) = min 176—0'1:(591' (y)—us) min Le—crc(li—Sgi (¥)) (52)
o) = [[min { i { J

where o, has a similar functionality as o has in the weight function w(S(x)). The function’s
dependence on S,(y) and o, can be seen in Figure 7.

With the addition of the output constraints function ¢(S,(y)) the quality function is given
as follows

Qly) = w(Sg(Y))/ (Ux (%) = Uxuy (x)) w(S(x))dx. (53)

Q
where ) and (), are interchangeable.
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Figure 7: The function ¢ as described in (52) as a function of Sy, (seen in one dimension), with
[y =0.5 and u; = 1.3.

3.8 Integrality

Recall from Section 1.4 the definition of I: the set of indices for which the parameters are integer
valued. Including this into the model gives a mixed integer non-linear problem (MINLP) which
is NP-hard in general and in fact MINLPs are worse than NP-hard [Let09].

The simplest way by which integrality can be ensured is rounding to nearest feasible integer.
This may provide results that are far from optimal, especially if the function in question varies
considerably. There are methods for MINLPs which are hard to apply to this case. Therefore
rounding together with an integer weight function (y) is considered.

As with the output constraints function ¢, the simple choice v(y) = 1¢(y) where G = {v :

vj € Z,j € I} will not work in practice. In order to guide the algorithm toward integer values
in the dimensions given by I the following function can be used

’Y(}’) = H min {1,€_Ui"t (Aj (Y)_é) }
jel
where (54)
Ajy) = min|g —yj| = min{[y;] = y;,9; — Ly}
and y = (y1,%2,-..,yq). The function is depicted in Figure 8 where the steepness of the function

is determined by o;,; in analogy with o. and ¢ and the constant § determines the size of the

neighborhood around every integer where v(y) = 1. The final forms of the quality functions are
then given by

Qly) =7()e(Sy(y)) /

0 (Ux (x) = Uxuy (%)) w(S(x))dx

Qy) =1¥)e(Sy(y)Ux (y)w(5(y))
where ) can be replaced by €, as described earlier.

The functions ¢ and ~y are functions of y only and hence are not integrated over. The integral
is used to account for not only the characteristics at the point y but also a neighborhood €2,,. If
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3.8 Integrality 3 THE OPTIMIZATION ALGORITHM

the integrand would be multiplied with ¢(S(x)) then points close to the boundary of the output
constraints would be picked with less likelihood. This, since then characteristics of ¢ will most
likely make the integrand small in a part of €2, leading to a lower value of the quality function
and hence making it a less favorable point. This behavior is not advantageous since optimum is
in general likely to occur where one or more of the constraints are fulfilled with equality.
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Figure 8: The term v as described in (54) as a function of y € € (seen in one dimension). In
the figure 0;,; = 1,2,6,20 has been used and ¢ = 0.05.
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4 Implementation of general algorithm

The methods presented in Section 3 are in this section used to construct a working algorithm.
The algorithm is still general and can be used on a wide range of problems. First the algorithm
is described in general with pseudo code for the single objective case. Further, in Section
4.2.1 the implementation of the quality function is discussed for the single objective case and
in Section 4.2.4 the topic is implementation of integration and domain reduction. In Section
4.3 the adaptations necessary to extend the algorithm to the multiobjective case are discussed
followed by a section talking about the DIRECT solver used.

The optimization problem of interest in this report is the optimization problem (2), in-
troduced in Section 1.4, with decision variables x1, x2,...,xq- Recall also the notation x =
(X1, X2 ---,Xd) given by (3). Further, in Section 2 and Section 3 some theory were presented
using general points x € R?. Here in Section 4, we put x = x in order to be able to easily
compare the parts of the algorithm with the theory presented in the previous two sections.

4.1 Single objective algorithm

The algorithm presented here is general and in Section 5 the necessary changes to make it
work with the Carmen crew optimizers are described. The pseudo code for the single objective
algorithm is presented in Algorithm 4.1.

Algorithm 4.1: SINGLE OBJECTIVE ()

Choose search domain, 2

Set dimensions which are integer valued, I

Set range for output constraints, D

Set nr. initial pts ny,4, nr. parallel jobs N, and nr. batches of jobs N

Create initial set of points X or retrieve points from earlier optimization
Calculate values for output constraints and the objective: (g,f) = send_jobs(X)

for 1,2...,N;, do

Calculate surrogate function S(x) for objective function

Calculate Spin = mingeq S(x)

Calculate Spq, = maxxeq S(X)

Calculate surrogate functions S,(x) = (S, (x), .. .,5,, (x)) for output constraints

Chose o, o,

Set X0 =10

for 1,2,...,N, do
y* = find_new_point(Smin, Smaz, S(X),S¢(x), 0,0, X)
Ensure that ||y* — x|| > 0 ¥x € X and some ¢, and that y; € Z for i € I
Add y* to X% X0 = XU {y*}

end for

Calculate new values for output constraints and the objective: (g%, ) = send_jobs(X?)

Add the new points to g, f: g=guUg?, f =fUf°
Add X%to X: X = XU X"
end for
Set X ={x € X :5,(x) € D}: the set of feasible decision vectors
Find X = arg min {f(x)}
xeXy

return x

Initially, the problem specific data has to be specified. A box-domain © € R? is chosen over
which optimization is conducted where the dimensions I are integer valued. The range for the
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4.1 Single objective algorithm 4 IMPLEMENTATION OF GENERAL ALGORITHM

output constraints D is set, also given by a hyper-box. The number of initial points n;,;; as well
as the number of parallel computations N, and the number of batches of point IV}, are set where
Ninst > d and d is the dimensionality of €.

An initial set X of n;,; points is created using the Latin Hypercube Design described in
Section 3.2. The algorithm also supports the possibility for a warm start: utilizing a set of
points determined by the user. The pseudo code for the generation of initial points can be seen
in Algorithm 4.2. Recall that the domain €2 is a hyper-box with upper and lower bounds in
dimension j given by uf and [7 respectively.

Along each dimension k = 1,2,...,d, n evenly distributed coordinates are chosen: X* =
{z1k,22k, - -, Znk } such that [} = 21, < 29p < ... < 2y, = up. Then decision vectors x;,i =
1,...,n are created by randomly picking an element from each set X* without replacement
until the sets are empty. Then a set of points X = {x1,x2,...,X,} is obtained which is evenly
distributed in a sense but it can not be guaranteed that that X is unisolvent. In order to
create a set X that is unisolvent (with an outmost probability) a correlation test is performed.
The maximum absolute value of any off-diagonal element in the correlations matrix given by X
provides a good measure of how well spread out the set of points are. The correlations matrix
is given by {p;;} and after a fixed number of tries the set of points will be chosen which has the
lowest value of max;+; |pj;|.

Algorithm 4.2: CREATE INITIAL SET OF POINTS (€2, 1int)

Set number of retries
Set Prin/maz = 1 and X = () and denote n = njni
for loop index = 1,2,..., number of retries do
for k=1,2,...,d do
Select n evenly spaced coordinates along the k" dimension in Q:

Xk = {21k,22k; - - -, Znk } such that z1p, 2z, are at, or close to, the boundary

of the k*" dimension of €.
end for
for 7=12,...,n do

Randomly pick a coordinate jj, from each set X*, k <d = x; = (2j,1,---,2j,d)

Each chosen coordinate z;, 5 € X* is removed from X*: X* = X*\{z; .}, k=1,....d
end for

Calculate correlation matrix P = {p;;}; j=1
if po = max |pij| < pin/maz do

n from Xo = {x1,%2,...,X,} :

.....

Set Pmin/max = PO
Set X = XO
end if
end for
return X

The evaluation of the expensive black box function is done using the send_jobs function.
This function is problem dependent and in using test functions such as the Branin function,
see (59), it merely returns a simple function value. The implementation of this function for the
Carmen crew and fleet optimizers is discussed in Section 5.3 where the pseudo code is presented
in Algorithm 5.2.

The values for the objective function f and the output constraints g received from send_jobs
are used to find new points to evaluate. This is done as many times as set by the number of
batches of jobs IN,. How the selection of new points is done is discussed in more detail in Section
4.2.
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4.2 Finding new points: Implementationl MPLEMENTATION OF GENERAL ALGORITHM

The algorithm returns the point X which has the lowest calculated value f(x) while the
output constraints S,(X) are within the set bounds D. At every point where the function has
been evaluated, the value of the surrogate model corresponds to the objective value since S(x)
has been created through interpolation. The same is true for the output constraints.

4.2 Finding new points: Implementation

The selection of new points is based on the parts of the algorithm presented in Section 3. First
the surrogate function S(x) is calculated, or basically the coefficients (\,u)? are calculated
from (36) using the objective values f and the surrogate model is then given by (38). The
surrogate models for the output constraints S,(x) are calculated in the same manner using the
output constraint values g = {g1,...,8y}. The minimum and maximum values of the surrogate
function, S,,;, and S,,.. respectively are calculated using the DIRECT algorithm and values
for o0 and o, are chosen. The choice of o and 0. depends on N.

For every batch of jobs, hence for every batch of points to evaluate, a number of points N,
are chosen to be processed in parallel. This is done in the function find_new_point whose pseudo
code is presented in Algorithm 4.3.

Algorithm 4.3: FIND_LNEW_POINT (Spin, Smaz, S(X), Sq(x),0,0c, X)

except the first run do
Calculate surrogate function S(x), x € €2 for objective function
Calculate surrogate functions S,(x) = (S, (%), .. .,5,, (x)) for output constraints
end except
//Choose and construct merit function:
if (Merit function = NQF) do
2, =Reduce_domain(£2)
Q' =Solve_LP(£,), (see Section 4.2.4)

Set Q(y) = 7(}’)<P(Sg(}’))/ (Ux (x) = Uxuy(x)) w(S(x))dx

QyB

else
// Merit function = NNQF

Set Q(y) = ¥(y)¢(S¢(¥))Ux (y)w(S(¥))

end if
Calculate y* = argmax Q(y)
yeQ

return y*

The first time this function is called (N, = 1,N, = 1) the surrogate functions for the
objective function and output constraints that were created initially are still valid. If not the
first time then the surrogates have to be recalculated. Then the form of the merit function
(quality function) is chosen, either the neighborhood method or the non-neighborhood method.
For both methods, the following factors have to be calculated: ~(y) for integer constraints,
¢(y) for output constraints, Ux(x) — Uxuy(x) or Ux(x) for spatial dependence and w(x) for
dependence on surrogate function value. Additionally, for the integral method the domain is
reduced from (2 to €2, and further to Qf, see Section 4.2.4, and the integral has to be evaluated.

The implementation of these factors and their dependence on the choice of o, o, are discussed
in the following sections. The function then calls the DIRECT global optimization solver to find
y* = argmaxycq Q(y) which is then returned.

As seen in Algorithm 4.1, the selected point y* is then checked for feasibility according to
some criteria. First it cannot be closer than § to any point in X where § is set to § = d'/2 /120 to

*
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ensure that if y* is given in hours then rounding y* to minutes will still ensure y* # x;, Vx; € X.
Also the dimensions which are set as integer valued must be ensured to be so also for y*. This
is further discussed in Section 4.2.3.

4.2.1 Weight function

As discussed earlier the weight function has the following form

S(x) — Spin >

Smam - Smm

(S()) = exp (—a

The range of w(S(x)) is [e77,1] where the lower bound is reached for S(x) = Spa. and the
upper bound is reached for S(x) = Syi. Seen from another perspective, say that o is very large
and fixed. In maximizing Q(y), points where w(S(x)) is large are obtained, hence points will be
found whose surrogate values are close to Sy,,. Similarly, with a fixed low value of o then w(x)
is very flat and hence the value of S(x) has no real importance. Therefore, with low values of
o, a space filling search will be conducted whereas with ¢ large the minimum of the surrogate
will be found. This is illustrated in Figure 9 where the surrogate function S(x) is shown as well
as the weight function for different values of o. It can be seen that the weight function gets
increasingly localized at the minimum as ¢ increases.

This fact is utilized in the algorithm when choosing the value of o. The surrogate model is
created from a set of points X and at an early stage of the procedure, when there are few data
points available, the uncertainty in the model will be large. At this point a local search, hence
finding the minimum of the surrogate, will in most cases not prove advantageous due to the
uncertainty of the model. Instead a global space filling search is preferred in order to increase
the trust that can be placed in the model and hence decrease the uncertainty. This corresponds
to first using ¢ = 0 where the surrogate’s value is disregarded and only a space filling search
is conducted in order to increase the accuracy of the model. Then o is gradually increased,
creating a more accurate model only where the model predicts low values, and finally when o is
very high the lowest predicted value is found.

As seen in Algorithm 4.1, o is chosen for every N, where N, is the number of batches of jobs.
Therefore 0 = 0(Np) and in selecting o, discrete levels are used. Namely, certain values of o
are chosen, {0,5,10,20,50}, as well as the percentage of times they are supposed to be used, say
{20,15,25,25,15}. Then a vector is created where for N, = 10 batches the vector would have the
form o(10) = [0,0,5, 5,10, 10, 10, 20, 20, 50]. For the case where the interest is not to find the
minimum value but only increase the reliability of the model (e.g. for the Prediction Model),
then o is set very low, e.g. o(10) = [0,0,0,0,0,0,0,0,0,0]. With this setting, a space filling
search is conducted.

In working with black-box functions the parameters o cannot be changed depending on the
problem but has to be selected using the method described above where the set of values and
the corresponding percentages are set heuristically. The heuristically chosen values are set as
above.

4.2.2 Output constraints function
The output constraints function has the following form
n
©(S4(y)) = H min {1,6_00(‘%2‘ (Y)_“i)} min {1,6_‘76(“_‘%2‘ (y»} (56)
i=1

and is created in analogy with the weight function. The parameter o. also has the similar
functionality as ¢ has for the weight function although here the uncertainty requiring o. to be
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Figure 9: A surrogate function S(x) as well as the weight function w(S(x)) (in one dimension)
for different values of o.

changed depends not only on the uncertainty of the surrogate model of the objective function
but also on the uncertainty of the surrogate model of the output constraints.

In Figure 10 a function is multiplied with the output constraints function (56) for different
o, with n = 1. The output constraints function is bounded above by u; in such a way that = < 3
is infeasible. From (56) and Figure 10 it can be seen that using o, = 0 the output constraints
are entirely neglected hence the top graph in the figure with . = 0 corresponds to the function
itself. From the figure it is clear that increasing o. will create a steeper barrier, which is the
sought property. Although, since the surrogate is an approximation of the real function, an error
in the surrogate could place the real optimal point on the wrong side of the barrier and hence not
be chosen. Therefore the value of o, is gradually increased, accounting for the uncertainties in
the surrogate models. This is done using a list of values and a list with frequency of occurrence
in analogy with the weight function where an example is o. = [0,0,2,2,2,4,4,7,7,10].
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Figure 10: A function multiplied by the output constraints function ¢(Sy(y)) (in one dimension)
for different values of 0. where the bounds on D are such that x < 3 is infeasible.

The output constraints function is not integrated over since the feasibility of the surrounding
points does not necessary say anything about the feasibility of the point itself, where feasibility
means S,(y) € D. Moreover, in using the neighborhood quality function with the output
constraints function as a part of the integrand, the integration would be done over parts that
are penalized e.g. for the point x = 3 in Figure 10 one would integrate over [2,3.5] (half
the distance to any other point, see Figure 6) where the value has been made lower in [2, 3].
Therefore, that point would not have been picked even though it is the most promising feasible
point.
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4.2.3 Integrality constraints function

The integrality constraints function is not a constraint per se but is used to try to gently push
the optimizer towards integer valued coordinates in some dimensions. These dimensions are
given by I as discussed before and the function used for this purpose is

A(y) = [[min {1e77me(@s0=0)}
jJel
where

and whose graph is given in Figure 8. Herey = (y1,¥2,...,yq) and 6 is the neighborhood around
the integer where v(y) = 1. In Figure 11 a function is multiplied with the integrality constraints
function for different values of o;,;. From the figure it is clear that increasing o;,; too much
will give a largely oscillating quality function which is not favorable since it is hard to optimize.
Instead with a lower o;,¢, locally around every integer the maximum will be pushed towards the
integer while at the same time keeping a moderately oscillating quality function.

One setting for o;,; will obviously not work for all cases but for cases where the function
(integral over spatial term and weight function) changes moderately, the setting 0;,; = 1 provides
good results. This setting is kept for all cases since too much oscillation will do more harm than
good.

Also, if the range of integer values for one dimension is large enough it can be argued that
that particular dimension could be relaxed to be seen as continuous. In fact, for dimensions j
where the range of values is large, then j has temporarily been removed from I when creating

Y(y)-

Penalized function value

Figure 11: A function multiplied by the integrality constraints function ~(y) for different values
of Oint-

4.2.4 Spatial function: Integration

The spatial function Ux(x) — Uxuy(x) aims to put distance between points and it has been
shown that it is non-zero in a bounded polyhedron given by Q, = {x : Dx < e,x € Q} where
Dj=(xj—y)l ande; = 1(x; — )T (x; +y).

Using this, the integral part of the quality function can be expressed as

/Q (Ux (%) — Uxuy (x)) w(S(x))dx

but this also brings up a problem. The integral over 2 can be computed using Mote Carlo
integration according to (47) which is particularly easy since (2 is a hyper-box and it is easy to
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pick random points inside a hyper-box as well as to calculate its volume. However, neither are
simple for the polyhedron.

The reduction of domain from € to €2, is done mainly in order to increase the accuracy of
the numeric integration. It also has the favorable feature that €1, decreases as the number of
points in X increases hence the accuracy increases as the algorithm advances.

It would be preferred to integrate over a box while at the same time keep the higher accuracy
achieved through reducing to €,,. However, integration over 2, with the addition of some parts
of O\, will only worsen the accuracy slightly. Therefore in creating the smallest possible box
that contains 2, both the accuracy of €2, and the simplicity of the box will be kept.

It is more practical not to create the smallest box possible that contains €2, but the smallest
box containing €2, that is aligned with the axes of the Euclidean coordinate system. In doing
so the max and min coordinates of the polyhedron in every dimension has to be calculated;
denote them q§+1) and q](-_l) respectively for dimension j. For each j € 7, that problem can be
formulated as the following simple LP

q](-g) =argmax {e; X ={y;
subject to (57)
Dx<e
x € ()
where e; is the unit vector in the 4% dimension, hence e.g. @3 = (0,0,1,0,...,0) and & is +1 or

—1. Using this, the box is given as QyB ={x=(x1,---sXd) : q§_1) <x; < q](-H),j e J}.
Finding Qf requires solving a number of 2d LP problems hence solving (57) for £ = £1 for
j € J. For this the commercial LP solver Xpress is used where an mps file is automatically

written for every problem.

4.3 Adaptation to multiobjective

In adapting the single objective algorithm, Algorithm 4.1, to multiobjective optimization, little
has to be done in terms of algorithm structure. In algorithm 4.4 pseudo code for the multiob-
jective algorithm is shown.

38



4.3 Adaptation to multiobjective 4 IMPLEMENTATION OF GENERAL ALGORITHM

Algorithm 4.4: MULTIOBJECTIVE ()

Set/Choose Q, I, D, ninit, No, Np, X as in the single objective case
Calculate values for output constraints and the objectives: (g, f) = send_jobs(X)

for 1,2...,N, do
Calculate surrogate functions S(x) for objective functions
Calculate surrogate functions S, (x) = (Sy, (x), ..., S5, (x)) for output constraints
Find the Pareto front S*, make it denser and extend it
Find the max distance to the Pareto front, dist(S(x)): x = arg max dist(S(x))

Chose ¢, 0. and set X? = ()

for 1,2,...,N, do
yv* = find_new_point(x,S*,S(x),S4(x), 0, 0c, X)
Ensure that |ly* — x|| > 0 ¥x € X and some ¢, and that y; € Z for i € I
Add y* to X% X0 = XU {y*}

end for

Calculate new values for output constraints and the objectives: (g, f) = send_jobs(X?)

Add the new points to g, f: g=guUg’, f =fUf°
Add X%to X: X = XU X"
end for
Set Xy = {x € X :S,(x) € D}: the set of feasible decision vectors

return evaluated Pareto points {x; € X : fxi € Xy s.t. f(xx) < f(x))}

The only major difference from the single objective case is the weight function, which is why
the quality function was chosen as the merit function to begin with. As given in Section 3.5.2,
the weight function has the following form

B dist(S(x))
w(S(x)) = exp (‘”W)

dist(S(x)) = min [S(x) — s*|ls()

s*eS*

where (58)

and where S* is the Pareto front and hence dist(S(x)) is the distance from S(x) to the Pareto
front. Also dist(S(x)) is the maximum distance from any point in the range of S(x) to the Pareto
front. The Pareto front is found using a Python implementation of MOEA, Multi Objective
Evolutionary Algorithm. More exactly, points T* C S* are found that approximate the Pareto
front, see Figure 12(a) which is the output from the MOEA solver. In order to get a more dense
and more well spread out set of points, additional points from S* are added to T* through linear
interpolation between the already existing points in T*. From the nature of the Pareto front
this is a well defined action and the new points will either approximate the Pareto front well
or lay outside the set, as can be seen in Figure 12(b). Using the extended set T*, the distance
function can easily be calculated as
dist(S(x)) = min |[|S(x) — s*||s(q)
s*eT*

hence a minimum over a finite set T instead of a non-linear minimization problem. The Pareto
front is extended upwards and to the right due to points x with high values for one output
surrogate S1(x) but whose value for the other output surrogate Ss(x) is only slightly dominated.
This pair (S1(x), S2(x)) will then be far from the Pareto front even though a slight reduction of
Sa(x), say for x = Xy, would place (S1(Xpew), S2(Xnew)) at the Pareto front.

In Figure 12(a) the MOEA solver is used on the ZDT3 function, see Appendix E [ZDT00],
showing the Pareto front found by MOEA as well as the rest of the MOEA evaluated points
and the analytical boundary. The analytical Pareto front is of course a part of the analytical

39



4.4 DIRECT solver 4 IMPLEMENTATION OF GENERAL ALGORITHM

boundary. In Figure 12(b) the Pareto front, as given by the MOEA solver, is extended and has
been made more dense. Also, in Figure 12(b) the ZDT3 has been modified to the right of the
dashed vertical line in order to illustrate the necessity of an extended Pareto front as mentioned
earlier. The sampled points at the bottom right corner are close to the extended Pareto front
but far from the Pareto front found by MOEA.

If the multiobjective problem in question does not have a trade-off between the objectives,
hence they are highly (positively) correlated, then the Pareto front may consist of a singleton
and the problem is reduced to finding a minimum in analogy with the single objective case.

- MOEA evaluated points e % [T MOEA evaluated points
o MOEAparetofront || L. « e« . e e Extended pareto front
— analythic boundary I T — analythic boundary

-1 0.0 0.2 0.4 06 0.8 -1 0.0 02 0.4 0.6 0.8 L0

(a) Pareto front as given by the MOEA (b) The more dense and extended pareto
solver. front.

Figure 12: The Pareto front, found by the MOEA solver, compared to the extended and more
dense Pareto front where the points evaluated in MOEA and the boundary, and hence the
analytic Pareto front, are shown.

4.4 DIRECT solver

As mentioned in Section 4.2 the global optimization algorithm used to find y* = arg maxycq Q(y)
as well as Syin and Sy is the DIRECT method. It divides the sample space €2 into hyper-
rectangles, samples at their centers and divides if the criteria for potential optimality in (32) is
satisfied. In order to be independent of commercial software, an own version of the DIRECT
solver has been implemented in Python. In doing so a Matlab implementation by Finkel [Fin03]
was used as a template. The scheme for the DIRECT method is described in Section 2.4 but
the pseudo code is presented here in Algorithm 4.5 together with a short description.

Algorithm 4.5: DIRECT (f(x), bounds, options)

Normalize the domain to be Q = {x=(x1,---.xa) : 0<x; <1,j € J} with center ¢;
Find ,f(cl)y.fmin - f(cl)7it5 - laeval =1
Evaluate f(c1 £ de;),j € J, and divide hyper-cube
while i;; < maxits and e,q < maxevals do
Identify the set H of all potentially optimal hyper-rectangles
for all Hx € H
Identify the longest side(s) of hyper-rectangle Hy,
Evaluate f at centers ¢j of new rectangles, divide Hy, into smaller hyper-rectangles
Update fin, zatmin and e,q;
end for
Tys = Ugs + 1
end while
return zatmin
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In short words, the DIRECT algorithm begins by normalizing the space to be the unit cube
Q) with center in ¢;. Further, function values: f(c;) and f(c; + dej),j € J are found and the
hyper-cube is divided as described in Section 2.4.

The maximum number of iterations and the maximum number of evaluations are set in
options, and while they have not been exceeded, the following is done: all potentially optimal
hyper-rectangles H are located and for each Hj € H the longest side dj, is found, the function
is evaluated at the center ¢; of hyper-rectangle Hj, giving f(ci) and then Hy is divided into
smaller hyper-rectangles. The sampled point X = xatmin which has the lowest function value
f(x) is then returned.
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5 Implementation in RUSA

The constructed algorithm itself is fairly general and can be used for almost every black box
optimization problem. In order to use it on Jeppesen’s crew optimizers it was necessary to
among other things be able to open optimization jobs, choose parameters and in an automated
way send and run jobs and receive data from jobs. There is a program RUSA (Rule Sensitivity
Analysis), a thesis work in 2008 by Joel Driessen [Dri08], that takes care of most of these things.

So, through RUSA there is support for sending and rececing jobs and visualizing the results
which will be discussed in more detail in Section 5.1. This thesis work adds some more logic
to RUSA, namely trying to figure out which jobs that are worth evaluating in order to find the
best solution or to minimize the over-all error for a prediction model. The requirements for the
additions to the RUSA GUI are discussed in Section 5.2.

5.1 Original RUSA

The original RUSA [Dri08] consists of tabs 1,3,4,5,6 in Figures 13 and 14, hence the ones that
are not shown in the figures. The original RUSA, consisting only of tabs 1,3,4,5,6 (Planner,
Jobs, KPI Table, Visualization, KPI Correlations) works as follows:

0. Menu: Open experiment/ create new experiment

1. Planner: Choose parameters & rules and set the values they shall be evaluated at. Then
the jobs are generated as an outer product of the values chosen, hence d parameters each
with m; values j = 1,2,...,d will generate H;l:l m; jobs.

3. Jobs : The individual jobs can be viewed and removed before starting the optimization
and during the run the number of solutions can be presented.

4. KPI Table: For each job, the KPIs can be viewed
5. Visualization: The results can be plotted

6. KPI Correlations: The correlations between the KPIs can be calculated.

The RUSA software is divided into two parts: the GUI (Graphical User Interface) and the
application. The application part handles the data and logic whereas the GUI part handles the
user interface. A thorough description of RUSA and its structure is given in [Dri08].

5.2 Additions to RUSA GUI

RUSA was created from a specific requirement specification but the addition of the Parameter
Tuning puts other requirements on the program. The program’s structure therefore does not
provide simple support for all the additions required. The requirements for the GUI with the
addition of Automated Optimization and Prediction Model are summarized as follows:

e Setting parameters and domain: min, max

Selecting KPIs as objectives/constraints and setting bounds on such constraints

Choosing number of jobs to run

e Resume optimization (would be good)

While algorithm is running:
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— Jobs are shown in the Jobs tab
— When jobs are finished the KPIs are shown in KPI Table
— Solution status updated in Jobs tab (would be good)

e The plotting tools in Visualization work as before

e Correlations can be calculated as before

e Solutions are saved continuously

e The prediction model: choosing a set of parameters and calculating the predicted KPIs

e The possibility to run the job corresponding to the estimation in the prediction model.
(would be good)

e After loading an experiment, all of the above shall function as well

e The original RUSA must work

In adding the Parameter Optimization functionality as well as the Prediction Model, while
at the same time keeping the original RUSA working, two new tabs were created: Automated
Optimization (Figure 13), and Prediction Model (Figure 14).

The original tabs in RUSA are intact but also used for the parameters in Automated Op-
timization. If intending to use the Automated Optimization, then when setting the values of
each parameter® in the Planning tab, the range of those values is set at the bounds for that
parameter. They constitute the domain of the search and can be integer valued, Boolean as well
as Reltime (a measure of time rounded to minutes).

5.2.1 Automated optimization

In the upper left corner of Figure 13 a preliminary list of the available KPIs is found; a full
list can only be found after running a job with the original RUSA. From this list, KPIs can be
selected to the Selection area to the right by clicking Add Selected KPI and they can be set as
objectives or constraints using the check button. There can be at most two objectives and there
must be at least one. The upper and lower bounds for the KPI constraints are set to 0 and 10'°
as default and they can be changed by clicking at them.

The Settings at the bottom left corner are used to govern the algorithm. Choosing General
Settings the user sets how many jobs the algorithm shall run in total whereas Detailed Settings
allows the user to choose the number of initial points 7;,;;, the number of jobs to run simulta-
neously NN, constituting one batch of jobs, and the number of (serial) batches to run INV,. For a
given optimization problem, it is natural that the number of batches is the setting that has the
largest impact on the duration of the algorithm.

For each batch of jobs to run, the parameter ¢ is increased according to an empiric rule;
increasing ¢ will give a more local search and hence trusting the surrogate more. For the
prediction model case it might be more important to minimize the overall error, not just close
to the minima. In checking Do Only Prediction Model the parameter ¢ will be set to zero
and hence a space filling search is conducted. Checking Run Fzpress Calculation will use the
non-neighborhood method for finding new points instead of the neighborhood method which is
chosen as default.

Before running the optimization, the chosen jobs can be viewed by pressing Show Jobs.
The jobs will then be presented in the Jobs tab. Run Optimization will run the automated

SRUSA also supports turning rules on and off but it is a functionality of RUSA that is not used in this thesis
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| Remove selecteakpt | [ showjoos | Run Optimization | | Resume Optimization | || [ Bemove selected k&1 Calculate KPls Bun job
40 To Observed KPis

(@ L) | oo e ) T

Figure 13: The new tab Automated Optimiza- Figure 14: The new tab Prediction Model
tion in RUSA RUSA

optimization after asking which optimizer (i.e. pairing optimizer or rostering optimizer) and
which queue to use. The jobs will appear in Jobs and the number of solutions will be updated
automatically. When a batch of jobs has finished, the KPI values are shown in KPI Table and
the algorithm continues for as long as prescribed.

If the algorithm has terminated, hence running the number of jobs set by the user, and it
is of interest to continue finding better solutions or a more reliable prediction model, then the
user can do so by using Resume Optimization. Every setting in the current tab can be changed
in between optimizations although for the optimization to be resumed, the choice of parameters
in Planner cannot be altered.

5.2.2 Prediction model

To the left in Figure 14, the Parameters chosen in Planner are shown. Their values can be
changed by clicking at them, giving a parameter setting that one wishes to estimate. On the
right the selected KPIs are shown, hence the ones one wishes to investigate. The KPIs selected
for the optimization as objectives and constraints are set as default but more can be added from
the list of KPIs at the bottom left.

In pressing Calculate KPIs, the Prediction Model estimates the KPI values by evaluating the
surrogate function for the given parameter setting and presents them in the column Predicted
Value. To run this particular job; to see what the real KPI values are, just press Run Job and the
values will appear in the column Real values when the job is finished. If the job corresponding
to the chosen combination of parameters has already been run, Run Job can safely be pressed
and without running the job, the values will be presented. Note that at the points evaluated,
the surrogate model will always provide an exact answer since the surrogate is an interpolation
of the data given by the jobs that have been run.

5.3 GUI - Algorithm interface

In order to utilize the optimization algorithm discussed in the previous chapter on the Carmen
crew optimizers, parameters, KPI values and other settings that are set in the GUI are needed.
In order to keep the GUI user friendly and account for all the requirements discussed earlier,
this concerns a fairly large amount of code and a high-level algorithm connecting the RUSA GUI
to the solver can be seen in Algorithm 5.1.
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Algorithm 5.1: GUI-ALGORITHM CONNECTION ()

IN RUSA GUL
Choose parameters and set bounds for them: [I7,u?], j € J
Choose KPIs as objective(s) and constraints
Set bounds for constraints: [l;,u;], 7 € Z
Select algorithm (NNQF or NQF) and job settings

if resume optimization then

Load X = x5 and (f,g) = K PI,qus
else Create initial points X = xps
end if

if number of objectives =1 then

Run single objective optimization (Algorithm 4.1)
else Run multiobjective optimization (Algorithm 4.4)
end if

return

Algorithm 5.1 shows the connection between the GUI and the algorithm. First, the input data
given by the user in the GUI is extracted and formatted to suit the algorithm. If resuming the
optimization then data is loaded and if not an initial set of points is created. Then, depending
on the number of objective KPIs, the single objective or multiobjective algorithm is called. Here
run single objective optimization and run multiobjective optimization are given by the pseudo
code in algorithm 4.1 and 4.4 respectively. The only interaction that the code for the single
objective and multiobjective optimization algorithms have with the main RUSA system and its
GUI, is the function send jobs given in algorithm 5.2. It is a function that sends the jobs given
by z_pts and returns the KPI values.

Algorithm 5.2: SEND_JOBS (z_pts = X, all_xv_pts = X, T)

Generate Jobs from x_pts
Write generated jobs to file and execute in Studio
Generate all jobs from all_x_pts (for Jobs tab)
while Jobs not Done

Wait T seconds

Update Solution status in GUI

if Some jobs are not working

Cancel those Studio jobs

end if
end while
Extracting KPIs from all jobs (for KPI Table tab)
Getting the KPI values for the chosen KPIs
Updating the GUI

return KPI values (objectives, constraints)

RUSA is a fairly complex program with many functions dealing with the connection to
Studio, creating jobsets from parameters and rules etc. The old RUSA had only one thread
requiring all actions to be fast in order for the GUI not to freeze. For the implementation in
this project, the requirements for the GUI renders this impossible, hence multithreading had to
be implemented. Due to the single threading nature of RUSA there was no support for making
calls from the Application side to the GUI side, e.g. to update the GUI. This had to be done in
order to fulfill the requirements of the GUI. The connections to Studio needed not be changed
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but the already existing modules for that could be slightly altered to fit the new requirements.
The send jobs algorithm in Algorithm 5.2 uses just this.

In Algorithm 5.2, jobs are generated from the new points x_pts = X and they are written to
file and executed in Studio. RUSA already contained modules for generating jobs, writing jobs
to file and executing jobs; these modules were slightly modified during the new project. Then
jobs are generated from all_z_pts = X since then they will all be shown in the Jobs tab. The
jobs are monitored using an apc_lock-file and while there exists at least one unfinished job, the
thread waits a prescribed time and then updates the GUI. There are cases where the jobs do not
run properly or some of them end up in a long queue while others finish quickly. In order not
to wait for the jobs in long queues or for the program to stop working due to non-functioning
jobs, a heuristic is implemented to cancel the jobs that pose trouble.

When the jobs are done, the KPI values are extracted, showing them in the KPI Table after
the signal has been given for the GUI to update. Then the monitored KPI objectives and KPI
constraints are returned to the single/multiobjective optimization algorithm.
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6 Evaluating the algorithm

In this section the single objective and multiobjective algorithms are tested on a small benchmark
problem. This is done in order to make sure that the algorithms are working as planned before
continuing with the Carmen crew problems. The single objective algorithm is tested in Section
6.1, the KPI constraints are tested in Section 6.2 and the multiobjective algorithm is tested in
Section 6.3.

6.1 Single objective algorithm

In order to evaluate the single objective algorithm, Algorithm 4.1, it is tested on the Branin test
function [Bra72]

2
flx) = (3:2 - %x% + %xl - 6> +10 <1 - 8i7r> cos xq + 10 (59)
which is defined on x; € [—5,10], z2 € [0,15]. This function has no local minima except for three
global minima, x* = (—m,12.275), (7, 2.275), (9.425,2.475) with f(x*) = 0.398.

The level curves for (59) are shown in Figure 15(a) and the other figures in Figure 15 are
level curves for the surrogate functions. In Figures 15(b)-15(d) 10 initial points are used and
3 batches of 5 points are selected by the algorithm, a total of 25 points. The initial points are
marked with stars and the subsequent points are marked by circles.

Using 0 = {0, 10,50} for the three batches and using the NQF and NNQF methods yield
Figures 15(b), 15(c) and for space filling only, i.e. o = {0,0,0} Figures 15(d) and 15(e) are
given. In comparing the NQF and NNQF methods with the level curves of the exact Branin
function, the NQF method captures more essential traits of the function than the NNQF method.
However increasing the number of points to evaluate to 3 batches of 10, a total of 40 points, see
Figure 15(f), provides results more similar to the exact solution for the NNQF method. The
NQF method also provides better results when it comes to the minimum value. All three global
minima are found and their values are not far away from the analytic minima. If a point close to
the minima is found, then points too close to that one with possibly lower values can be hard to
find due to the spatial part of the weight function. Although increasing o reduces that problem.
The NNQF method provides inferior results also when it comes to finding the lowest objective
value and with the space filling method you are only lucky if a really low function value is found.

6.2 Output constraints

The output constraints part ¢(S,(y)) is tested on the Branin function with the constraints®
given by
g1(x) = 9 — %(:El —1)?
(60)
g2(x) = —xg — 3x1/2 + 10

and g1(x), g2(x) > 0. The analytical constraints are shown in Figure 16 but the shape of the
output constraints surrogate functions are not shown. In the figure the same evaluation is done
as without the constraints: 10 initial points followed by 3 batches of 5 points, a total of 25
points. As can be seen in the figure, besides the initial points all the points but one are sampled
within the area D given by the constraints. There is one sampled outside the feasible region
in the upper left corner and that is probably due to that the surrogate model Sy, (x) does not
entirely mimic the shape of the output constraint g;(x).

5The constraints are not part of any benchmark test or taken from any published reference, but chosen by the
author.
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(¢) Using the non-neighborhood (NNQF') method (d) Using the NQF method with only space filling.
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(e) Using the NNQF method with only space filling. (f) Using the NNQF space filling method with a total
of 40 points: 10 initial and 3 batches of 10 points.

Figure 15: The surrogate functions level curves with initial points (stars) and chosen points
(circles) with 10 initial points and 3 batches of 5 points, a total of 25 points for all figures

but 15(f). The parameter o was set 0 = {0, 10,50} except where space filling was used, then
o = {0,0,0} .
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The best points selected give good objective values, even better than without the constraints.
With the constraints, the feasible search domain has been reduced leading to a more dense set
of points and hence a better approximation to the real objective function in the parts of the
domain that are of interest.

16

14

12f

101

Figure 16: Running the algorithm with 10 initial points (stars) and 3 batches of 5 points (circles)
using the constraints (60) given by the dotted lines.
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6.3 Multiobjective

To test the multiobjective algorithm, test functions ZDT1 and ZDT2 were used, see Appendix
E. In their original form the parameter space has dimension 30 and domain [0,1]>° but here
the tests are performed with dimensions 3 and 5 hence domains [0,1]* and [0,1]° respectively.
Function ZDT1 is convex and ZDT?2 is concave as seen in Figure 17. Unless otherwise stated, 10
initial points are used followed by a number of batches N; each containing 5 points (104 NVp x 5).
In figures 17(a)-17(g) the filled line shows the analytical Pareto front and the stars show the
Pareto front given by the algorithm. The diamonds shown are evaluated solutions.

In figures 17(a)-17(d) ZDT1 is used; in the first two figures with d = 3 and the following two
with d = 5. With d = 3 it is sufficient with 20 points to capture large parts of the Pareto front
in a good way whereas for d = 5 that is not the case even for 75 points. In figures 17(e)-17(g)
ZDT?2 is used with d = 3. It can be seen that 20 points provide a good approximation of the
Pareto front and that 4 points have been sampled with objective values close to the Pareto
front. In increasing the number of points to 100, as in Figure 17(g), more points are sampled
with objective values close to the front.
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Figure 17: The multiobjective algorithm applied to the ZDT1 and ZDT2 functions with d = 3
and d = 5 parameters (dimensions) and different number of points (function evaluations). The
filled line is the analytical Pareto front, the stars correspond to the Pareto front given by the
algorithm and the diamonds are evaluated solutions.
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7 Results: Evaluating Additions to RUSA

In evaluating the additions to the RUSA program: Parameter Optimization and Prediction
Model, a few test cases are considered. In particular, for the Parameter Optimization there
were three Pairing test cases available during this project, all of which have one objective,
five parameters and five output constraints. The difference between the cases is the range of
the output constraints, hence the set D is different. The test settings for the parameters and
output constraints are presented in Appendix A and the results are presented in Section 7.1 and
Appendix C.1.

For the Prediction Model, the same test case is used but with D = R®, hence no output
constraints. The results are presented in 7.2

Since the Rostering and Pairing problems are quite different in structure, RUSA is also
tested for a Rostering optimization problem. The test description and parameters are presented
in Section 7.3 together with the results for the rostering problem. The best found solutions are
presented in Appendix C.2. For the rostering problem the domain consists of five parameters
where three of them are Boolean and two are integer valued, with no KPI (output) constraints
present.

7.1 RUSA automated optimization

The following Pairing tests consist of one objective KPI and five KPI constraints as seen in
Appendix A. However, in Section 7.1.1 all, or some, KPI constraints are relaxed in order to
analyze how the solver handles the structure of the problem as well as for reference. In Section
7.1.2 the results for the three main test cases, seen in Appendix A, are presented and lastly, in
Section 7.1.3, multiobjectivity is tested.

The three main test cases are denoted 77, 75 and 73 respectively and if more than one test is
run for a particular test case, then those are enumerated by super scripts (’2'11, 7'12) The relaxed
problems are denoted 7y 1, Zp.2.

Unless stated otherwise, the results are produced using 10 initial points (1,;; = 10) followed
by 18 batches of 5 points (N, = 18, N, = 5) which is abbreviated 10 + 18 x 5. Also, the
setting used for o is the one given in Section 4.2.1, hence for 10 runs the following is used
(0,0,5,5,5,10,10,20,20,50) unless stated otherwise.

7.1.1 Single objective: Relaxing some KPI constraints

Two tests are performed with relaxed KPI constraints. First, for reference, no KPI constraints
are used to get a feeling of what the best possible solution is.

701 All KPI Constraints Relaxed.

With no KPI constraints there are no further restrictions on the domain ) except for integrality
in some dimensions. Comparing the results for 7y in Table 2 with the three test cases in Table
6 it is notable that if this test was done for test cases 1 and 2 then all KPI values except for
aircraft changes would have been within the bounds D. However, aircraft changes is exceeded
by quite a large amount and all the solutions with low APC Total Rule Cost have a high value
for aircraft changes as seen in Figure 25(a). Also a large duty time per working day is better for
the APC Total Rule Cost as seen in Figure 25(b). These two figures have correlations very close
to —1 hence comparing duty time per working day and aircraft changes as done in Figure 25(c)
they are highly positively correlated. Since there is a lower bound on duty time per working day
(for Cases 1,2) and an upper bound on aircraft changes, these are conflicting and hence there
must be a trade-off. With a high correlation, the dependencies are easier to deal with if they
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(a) 10 initial runs and 18 batches of (b) 10 initial runs and 18 batches of (c) 10 initial runs and 5 batches of 8
5 runs. 2 runs. runs.

Figure 18: The development of the minimum value of APC Total Rule Cost as a function of the
number of jobs. Also the mean of the five lowest values is presented.

would have been investigated by hand. Although, looking at how APC Total Rule Cost depends
on Number of 4-day trips in Figure 25(d) the dependence is more complicated. Also Number of
4-day trips and aircraft changes have a non-trivial dependence, see Figure 25(e). In reducing
the upper bound of both these KPIs, which is done in Test Case 2 and 3, there are very few of
the parameter settings in test 7o that will be feasible, as seen in Figure 25(e).

Table 2: Consider the two relaxed optimization problems 7y and 7gs. For each of these two
optimization problems, the table shows KPI values for the best feasible solutions found.

KPI To.1 To.2

APC total rule cost 2703 312 2710 072
average block time per working day 4:24 4:24
deadhead time 44:35 46:10
aircraft change 308 299

duty time p.w.d 8:01 8:02
Number of 4-day trips 75 7

For the results in Table 2, 10 initial points have been used followed by 18 batches of 5 points.
It is of interest how fast the lowest value is found and this is done for test 7 1 with three different
settings: 10 initial points and then 18 batches of 5 points (10 + 18 x 5) as well as 10 + 18 x 2
and 10 + 5 x 8 points. Figure 18 shows the results. The minimum objective function value is
shown together with the mean of the five lowest objective function values. In Figure 18(a), with
18 batches of 5 jobs, the achieved minimum objective function value (2 703 312) is reached after
70 jobs and when ¢ increases, the mean of the five lowest objective function values decreases
and is very close to the minimum value. In figure 18(b) with 18 batches of 2 jobs the achieved
minimum objective function value (2 707 299) is reached after 28 jobs. Also here the mean is
catching up with the minimum objective function value when o is increased. In figure 18(c),
with 5 batches of 8 jobs, the achieved minimum objective function value (2 707 051) is reached
after 42 jobs.

The NNQF method was used to produce the results in Table 2. The reason for that is dis-
cussed near the end of Section 7.1.2. The parameter settings for those results can be found in
Appendix C.1. Since aircraft changes is the main bottleneck, at least for Test Cases 1 and 2,
test 7p.9 is run.
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To.o Relaxing the KPI Constraint aircraft changes for Test Case 1

As seen in Table 2, the feasible solution to the relaxed problem 7j o with the lowest objective
value, is 0.25% higher than the feasible solution to the entirely relaxed problem 7j; with the
lowest objective value. There is also a solution whose objective value is 0.05% lower than the best
found in 7y 1, however for that, deadhead time is above the upper bound, 50:00. There are many
jobs run with deadhead time close to 50:00, both above and below, which could be attributed
to the error in the surrogate modeling. So, limiting the domain through KPI constraints that
do not impose much constraint on the best parts of the domain, can actually help guiding the
solver towards better minima. This was also seen when evaluating the algorithm in Section 6.2.

7.1.2 Single objective: Using all KPI constraints

With the relaxed tests in Section 7.1.1 as reference and with some knowledge about the trade-offs
in the problem, the three main test cases are run:

71 Test Case 1

For test case 1, two tests (77!, 7;?) are performed, for reasons that will be explained below. Table
3 shows that test 7;' gives a best objective value that is 2.2% higher than the best found in the
relaxed test 7go. As a reference, the best obtained objective value is also 2.2% higher than the
best for 7 1.

The toughest constraint, aircraft changes, is not fulfilled since there are 25 aircraft changes
too many but it is a lot closer to feasibility than before. Not a single solution is entirely feasible
when it comes to KPI constraints although some are very close. When running an additional 20
batches of 5 jobs, several feasible solutions arise and the best one is ’T12 which has an objective
value that is 4.1% larger than that in 7y 1. With 10 initial runs followed by 5 batches of 8 jobs
the best feasible solution found has an objective value that is 2.3% higher than the objective
value for the best feasible solution found for test 77.

75 Test Case 2

In test 75 the same solution as in 7;' is found although it also finds a feasible solution which is
the one presented in Table 3. The objective value for this solution is 6.2% higher than the best
for the entirely relaxed problem 7g 1. The KPI aircraft changes is in this case the constraint
that puts most restriction on the feasible domain close to the optimum. With 10 initial runs
followed by 5 batches of 8 jobs the best feasible solution found has an objective value that is
0.9% higher than the objective value for the best feasible solution found for test 7s.

73 Test Case 3

For test 73 the best feasible solution found is presented in Table 3 and the corresponding objective
value is 19.4% higher than the best objective value found for 7g;. It is notable that 70% of
the sampled points are feasible where most non-feasible points are sampled when o, = 0, hence
when the KPI constraints are not used. The KPI constraint aircraft changes is active but also
Number of 4-day trips is close to its bound. With 10 initial runs followed by 5 batches of 8 jobs,
the best feasible objective value found was 2.2% higher than the objective value for the best
feasible solution found for test 73.

In Figure 19 the aircraft changes vs APC Total Rule Cost is plotted for tests 7g1, 77 and
75. From having a large emphasis on the interval 200-300 in Figure 19(a) the plot has been
shifted to the left as the upper limit on aircraft changes is lowered in the subsequent figures. In
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Table 3: KPI values for tests 77!, 72, T2 and T3 for the Automated Optimization where 77" and
T2 are two tests instances for test 7;.

KPI T} T2 7 73
APC total rule cost 2762 307 2812856 2861 166 3 226 121
average block time p.w.d 4:14 4:06 4:02 3:27
deadhead time 44:40 40:30 44:00 40:15
aircraft change 215 180 164 95
duty time p.w.d 7:45 7:31 7:25 6:22
Number of 4-day trips 68 74 64 27
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(a) APC Total Rule Cost vs air- (b) APC Total Rule Cost vs air- (c) APC Total Rule Cost vs air-
craft changes for 7o 1 craft changes for 7;. craft changes for 7T3.

Figure 19: APC Total Rule Cost vs aircraft changes for no KPI constraints in a), Test Case 1
in b) and Test Case 3 in c).

Figure 19(b), for ’Z'll, the upper limit on the KPI constraint in question is 190 and the interval
which is sampled most frequently is 150-220 and in particular 150-180. In Figure 19(c), for 73,
the upper limit on the KPI constraint is 100 and a clear shift to the left can be noted with the
most prominent region being 60-90.

As noted earlier these results have been produced using the NNQF method. This is due to
that fact that the NQF has produced inferior results for these test cases. In fact the results with
the NQF were in average 2% higher than those using the NNQF method. In some cases they
were the same but never better.

Changing the values of o in a different way e.g. cycling using the vector (0,5,10,10,10,20,
20,20,50,50) instead of (0,0,5,5,5,10,10,20,20,50) provided a new best found solution with ob-
jective value 2 698 552 for test 7p.1 but for other tests the results were slightly worse. The
development of the minimum value as a function of the number of evaluations is seen in Figure
20(a) where the rapid convergence should be noted.

A space filling test was also performed with o = (0,0,0,0,0,0,0,0,0,0). The best objective
value was more than 2.5% higher (2 771 731) than the best found and the following four best
solutions are significantly higher. In Figure 20(b) the difference between the minimum value
and the mean of the five lowest values shows just this.

7.1.3 Multiobjective optimization

The multiobjective algorithm is tested on the same main problem as earlier. From the figures in
Figure 25 the most interesting multiobjective cases, amongst those combinations of KPIs shown
in the figures, are Figures 25(d) and 25(e). The other plots are too highly correlated. Using
Number of 4-day trips and aircraft changes as objectives the results can be seen in Figure 21.
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Figure 20: The development of the minimum value of APC Total Rule Cost as a function of the
number of jobs. Also the mean of the five lowest obtained values is presented. Both (a) and (b)
correspond to test 71 which has no KPI constraints.

The reference case with APC Total Rule cost in 21(a) (the same as 25(e)) can be compared to
the multiobjective case in Figure 21(b). The multiobjective plot captures what seems to be the
Pareto front in a good way although it is not very well spread out. In Figures 21(c) and 21(d)
the same is done for the KPIs Number of 4-day trips and APC Total Rule cost. The algorithm
focused solely on one part of the Pareto front namely in the lower left corner.

7.2 RUSA prediction model

The prediction model aims at, as accurately as possible predict the behavior of KPIs for any
given combination of parameters. Therefore the error in the model is observed: comparing the
surrogate and the real function, as the algorithm progresses. The KPI for which the error is
calculated is APC Total Rule Cost. The error e(x) is calculated as the difference between the
value of an evaluated point and what the prediction model predicted beforehand. It is also
normalized in some way according to one of e;(x) and e(x) given in (61) where fp,;, and fia
are the minimum and maximum of the evaluated objective values respectively.

5(x) — f(x)] 5(x) — f(x)]
e1(lx) = —_— e X)) = ——— 61
1( ) f(X) 2( ) fmax _fmin ( )
Recall from Algorithm 4.1 the definition of X" as the set of points constituting a batch of
jobs to be run simultaneously. Running N, jobs simultaneously (X0 = {x1,Xo,... , XN, }) and
calculating the error for each point as described earlier, then for each batch of jobs, the vector
of errors is given by ex = (ex(x1),ex(x2),...,ex(xn,)) for some k € {1,2}.

As a measure of the total error, the norms ||ex||; are used with ¢t € {1,2,00}. These norms
are calculated for each batch of IV, jobs and plotted against number of iterations as a measure
of how the error in the model changes. With no KPI constraints, the error, as described above,
is shown in Figure 22 where also the trends are shown by the dashed lines.

A setting for the prediction model is space filling and with that setting the plots in Figure
26(a) in Appendix D are created. Both measures of error are decreasing as the number of jobs
increase. The error for the non-space filling method is slightly lower than for the space filling
method when comparing Figures 22 and 26(a) although the error varies between batch. These
tests are resumed and used in Figures 26(b) and 26(c) to investigate the error if adding 10
additional batches of 5 points in a space filling manner. In Figure 26(b), the space filling test in
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Figure 21: Comparing the KPIs Number of 4-day trips and aircraft changes in the case of no
KPI constraints and APC Total Rule cost as objective in (a) and the multiobjective case with
the two KPIs as objectives in (b). Plots (c) and (d) are created in analogy with the two previous
plots but for KPIs Number of 4-day trips and APC Total Rule cost.
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Figure 26(a) has been resumed, and it is clear that the trend is a continuing decrease in error.
In Figure 26(c), which is a continuation of Figure 22, it is apparent that the error increases by
a substantial amount, at least initially when adding the extra points.
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Figure 22: For no KPI constraints, hence test 7p1: the measures of error e; and ey given in
(61) for 10 initial points followed by 18 batches of 5 points. The dashed lines show the linear
regression trends.

7.3 RUSA: Rostering test case

The rostering test case used in this thesis work was set up in such a way that only five of all the
algorithm parameters were allowed to change values; these five parameters are presented in Table
4 together with their ranges. The parameters are anonymous and named Rostering_parameterl-
Rostering_parameterd. All five parameters are integer valued where three are Boolean and one
of the other two has a range that is large enough to allow for that variable to be treated as a
continuous variable. There are no KPI constraints and the goal is to find the solution with the
lowest KPI Cost.

Table 4: Parameters used and their ranges

Parameter Min Max Type

Rostering_parameterl 0 100  Int
Rostering_parameter2 False True Bool
Rostering_parameter3 False True Bool
Rostering_parameter4 False True Bool
Rostering_parameterb 1 ) Int

The jobs took 40-100 minutes to complete and the problem was larger than the down-scaled
pairing problem discussed earlier. The lowest objective value found was 664574 and it was
found both with the usual o-cycling method and the space filling method. However, for the
space filling method it is found in the last batch as can be seen in Figure 23. The parameter
settings for these solutions can be found in Appendix C.2. The solutions differ in the value
for Rostering_parameterd, however, the parameter Rostering_parameter4 has been set to “False”
causing Rostering parameter5 to have no effect on the results.

The best solution found can be compared to the results using the standard settings for
the matador script: the so called matador standard script. The cost corresponding to the
matador standard is 693878 which is 4.4% higher than the best found using RUSA. In Figure
27 in Appendix F the progress of the cost during the optimization can be seen for the matador
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standard as well as for the best found solution. The matador standard script finished after 60
minutes and hence it was run twice in order to be able to make a fair comparison with the best
found solution using RUSA, which ran for 110 minutes.

The error for these runs is presented in Figure 24 together with the linear regression trend.
For the space filling, the error decreases whereas it increases for the non-space filling test. It
should be noted that the rostering optimizer is based on a local search principle and is quite
heuristic in nature. The objective value obtained can often vary quite a lot depending on small
changes in input for the optimizer. Examples of such small changes are a small change for
the value of an algorithm parameter or just a change of the random seed used for the random
generator that is used in the rostering optimizer. This is further discussed at the end of Section
8.
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Figure 23: The development of the minimum value of Cost for the rostering test case as a
function of the number of jobs where also the mean of the five lowest values is presented. There
are 10 initial runs followed by 18 batches of 5 runs.
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Figure 24: The error e;(x) as described in (61) for each batch of jobs for the rostering test case,
as a function of the number of jobs. There are five jobs in each batch
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8 DISCUSSION AND FUTURE RESEARCH

8 Discussion and future research

The goal of this project was to create and implement a functioning parameter optimization
algorithm, as well as a prediction model tool, into a GUI to be used on the pairing and rostering
optimizers at Jeppesen Systems. The requirements in particular have been discussed earlier and
concern among other things KPI constraints, integrality constraints and several objectives. The
RUSA GUI that was used, and to which the Automated Optimization and Prediction Model
parts were added, was written in Python. The necessary additions needed to be very entangled
into the already existing code hence it was decided that the project should be written in Python.

This section will discuss the results presented in the previous section and the algorithm in
general, namely the algorithm construction in Section 8.1, the algorithm results in Section 8.2
and the RUSA results in Section 8.3.

8.1 Algorithm construction

The Quality function was chosen for its flexibility, especially when it comes to extending to
the multiobjective case. The cycling between global and local search is easily done using a
parameter o which is also a measure of trust that can be placed in the surrogate model. This
is also done in most other methods but in different ways. Increasing o too fast can lead to
premature convergence with too much focus on local search whereas increasing it too slow can
cause the algorithm to focus extensively on global search.

In order to deal with the output constraints, a multiplicative penalty function was chosen
instead of a more traditional additive penalty function as in (8). This decision removed the choice
of penalty parameters but instead introduced o. to account for the trust that can be placed in
the KPI constraint surrogate. By implementing the constraints in this way, a constraint cannot
be penalized individually but all constraints are penalized by the same amount, which could
be seen as a draw-back. Individual values for o. for each constraint could be implemented,
depending on some measure of trust that can be placed in each surrogate, hence making it more
adaptive. Another method for adaptivity would be to place more points where the function
varies a lot. It could be implemented in a function similar to ¢(-) and depend on S(x) and X.
There are adaptive methods whose adaptive features perhaps could be fitted to this problem
e.g. the ARBF algorithm [HQEO08, Qut09].

Not allowing connections to TOMLAB, which is a MATLAB module that has a variety of
global optimization solvers and even some black-box solvers, due to licensing reasons rendered
the necessity for some other stand alone Global Optimization Solver. The simplest solution was
to code one in Python and the DIRECT method was fairly simple to understand an implement.
The performance of this global optimization solver is therefore not as good as for commercial
solvers but it proved sufficiently good for some initial tests. The problem with the whole quality
function method combined with the DIRECT solver is that when increasing o the weight function
w(S(x)) gets increasingly narrow around the surrogates minima. This would be a problem for
any Global optimization solver and in particular this one. When finding the x corresponding to
the minimum of the surrogate it is therefore better to minimize S(x) than w(S(x)) with o = oo.

In incorporating the integrality constraints into the algorithm it would have been favorable
to pass them along to a Global optimization solver that handles integrality constraints (as well
as non-linear constraints). However, the algorithm at hand was the DIRECT algorithm which
has no such features and hence a penalty function was introduced to push the points in the right
direction, followed by rounding to the nearest integer. The problem with an overly oscillating
function to maximize is eminent hence caution has to be taken. For parameters which are integer
valued but have a large range in values they are seen as continuous. This is done in order to
help the DIRECT solver deal with fewer oscillations and since in most cases that continuous
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relaxation is a good approximation.

8.2 Algorithm evaluation

In testing only the algorithm on the Branin function, as in Section 6.1, the results were good.
The minimum objective values were close to the analytical one and points were sampled close
to all three global minima of the function. This test was primarily made to make sure that the
algorithm was working as expected, not for comparison. However, comparing with the results
given in [JPRWO09] their results gave a faster convergence when it comes to the number of points
sampled and a higher accuracy. This may to some extent be attributed to the DIRECT solver
used but also that in this project several points are chosen to be processed in parallel which does
not allow for the surrogate model to gradually converge. However, running several parallel jobs,
the same amount of time will allow considerably more data to be collected, therefore the tests
are not really comparable. The NQF provided better results than the NNQF as can be seen in
Figure 15, however increasing the number of points resulted in a decreased difference.

The output constraints were added in Section 6.2 and they reduced the feasible domain very
efficiently making the algorithm sample points only in, or close to the boundary of the feasible
domain. The idea of the output constraints function seems to be working well, although the
constraints were not very complicated.

The multiobjective case was not the main use case in this project and the scope was limited
to two objectives. The algorithm was tested on test functions as seen in Section 6.3. For the
lower dimensional cases, but still two objectives, the algorithm provided results that were close
to the analytical Pareto front. For higher parameter dimensions the algorithm had a harder
time capturing the Pareto front. Since TOMLAB was not available, a Python MOEA solver
was used to find the Pareto front of any given function. The solver worked well as seen in figure
12(a) but it is not as good as commercial solvers such as those in the TOMLAB package.

When dealing with the task of finding or approximating the Pareto front, hence multiob-
jective optimization, it is usually of interest to find a well spread out set of solutions along
the Pareto front. This is not directly considered in the algorithm but is considered indirectly
through Ux (x) if the Pareto optimal set of points is clustered in €. Consider a case where the
Pareto front is not approximated as continuous, even though it is. Instead the Pareto front is
approximated as disjoint clusters; this is the case in most figures in Figure 17. In such a situa-
tion there is a higher probability that points with objective values close to the non-continuous
Pareto front are picked by the algorithm. That does in general not lead to a well spread out
set of Pareto optimal points. Making the Pareto front more dense and extending it in between
points fixes this to some extent but in e.g. Figure 17(c) it does not. Also, extending it upwards
and to the right is a good idea in principle although as can be seen in Figure 17(c), it does not
always work. In that case, extending it along the tangent of the Pareto front would have proven
more effective.

8.3 Evaluation of additions to RUSA

In order to evaluate the additions to RUSA, several tests were considered where the Pairing
tests are discussed first. The unconstrained case was assumed to provide the best result when
it comes to the KPI objective APC" Total Rule cost, at least mathematically. However, adding
constraints that do not impose restrictions on the parts of the domain where the best solutions
exist seem to help the solver towards better solutions. This was also seen when testing on
the Branin function. The addition of non-active constraints only caused the objective value
corresponding to the best solution to improve by a fraction of a percent. The seed for the

"APC=Automatic Paring Construction
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random number generator used when selecting the initial set of points also had an effect on the
result that was of the same, or slightly lower, magnitude.

For these runs 10 initial points followed by 18 batches of 5 points was used (10418 x 5). This
may be too many to use in some cases hence it is of interest to see how the algorithm performs
with a different number of points. In Figure 18 the development of the minimum objective value
is shown, depending on the number of jobs: 10 + 18 x 5 as well as 10 + 18 x 2 and 10 + 5 x 8.
All three provide similar results and the first one which has twice the amount of points is only a
fraction of a percent better than the other two. The fraction of global to local search is the same
for the three different sampling settings hence with more batches the global search is conducted
for more points. Therefore a solution with 50 points can not be compared with the value after
50 points for a run with 100 points: the local search has simply not started yet. It seems that
fewer points do not provide much worse results and also small batches give a faster convergence
when it comes to the number of points. However, in using smaller batches for a fixed number of
points, the whole algorithm run takes longer to complete.

The KPI constraint that appears to be the constraint that puts most restrictions on the
feasible region close to the optimum was aircraft changes. That KPI constraint is active®, or
almost active, in all three major test cases seen in Appendix A and in each test case the upper
bound for aircraft changes is lowered. Judging from Figure 25(a), this fact should apriori mean
that the APC Total Rule cost gets higher and the results confirm that hypothesis. From Figure
19 it is clear that the KPI constraints function is working as it should with many sampled points
with the KPI aircraft changes below its upper bound. When using 10 4+ 5 x 8 points the results
were 1 — 2% worse than when using 10 + 18 x 5 points which probably stems from the fact that
the solver does not have time to sufficiently refine the surface in order to accurately capture
the parts of the domain where the good solutions are. With no KPI constraints, the way the
sampling was done did not have an equally large effect on the results, as mentioned earlier.

It seems as if the algorithm finds a KPI value of 156 where 190 is the maximum limit ( as in
71 ) then many other points will be sampled with KPI value around or equal to 156. Finding
something closer to 190 has been proven difficult. It may be the surrogate model that oscillates
or the fact that there are not enough sampled points where the result would show a value of 190
and so the surrogate falsely predicts that the value is too high and hence penalizes that region.
There will always be an uncertainty in the model and hence using the KPI constraints it can
never be ensured that no feasible points are penalized. In cycling o, this is taken into account
but the problem is still there.

Using a different cycling scheme for the weight function, hence changing ¢ in a different
way enabled the solver to find a slightly better solution although the same discussion as earlier
concerning the seed is also true for this case. Also, the setting for o that provided better results
for the case with no KPI constraints did not do so in the other test cases; then the results were
instead slightly higher which could be attributed to too rapid convergence in the wrong areas.
The KPI constraints obviously make the problem significantly harder than the box-constrained
case with no KPI constraints. An improvement for the GUI and the algorithm would be to allow
the user the option of changing the way that o is cycled. Also, the current construction does
not allow for a KPI to be both a constraint and an objective, something that may be of use.
That is however not too hard to implement.

As noted on earlier, the NNQF provided superior results in comparison with the NQF for the
RUSA cases but for the Branin tests it was the other way around. In addition, the NQF requires
more CPU time since it involves numerical integration and solving LLP problems, making it even
less favorable. The most plausible explanation for the difference in performance between the

8 An active constraint is an inequality constraint that holds with equality (at a point). The set of all active
constraints generally includes equality constraints too.
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Branin and RUSA cases is the fact that the Branin test function is a smooth function whereas the
Carmen test cases have a few complicating features. One of those is that the Studio jobs, hence
the function evaluations, do not run until optimality is reached. As a consequence, sometimes
a slight change in parameter values might trigger a better solution to be found. This is a larger
factor for Rostering than for Pairing but it can still have an impact on these results, e.g. for an
integer valued parameter with range 20000, a change from 5 to 6, or 5 to 4, creates a change in
output value (APC Total Rule cost) that cannot be seen as smooth. This causes the surrogate
to oscillate in a non-preferable way. To account for this, the interpolation requirements could
have been relaxed allowing the surrogate not to pass through each point. There are methods for
that e.g. in [JPRWO09]. An initial assumption was that since the Carmen crew optimizers are
deterministic they do not contain noise, although judging from the results they can be seen as
doing so. A relaxed interpolation requirement would create a smoother surface although since
the solutions have proven discontinuous at times, essential traits of the function could be lost.
This is a problem, in particular for the Prediction Model. Also different transformations of the
objective function have been considered although none were implemented in the final RUSA
program.

The Prediction Model was evaluated measuring the error in the objective KPI between the
predicted value and the outcome. For the space filling search as well as the case with no KPI
constraints, the error decreased. For the case of no KPI constraints the results are somewhat
misleading since points may be sampled very close to each other when o increases but for the
space filling it is a good measure of the over-all error in the surrogate model. Continuing with 10
batches of 5 points in a space filling manner shows that the test that did not have space filling
initially gave a large error whereas the error for the space filling test continued to decrease. This
is logical and proves that space filling should be used for the Prediction Model. When using
the Prediction Model tab in RUSA, the problem mentioned above with an oscillating surrogate
function can be observed. However, the Prediction Model gives an estimate of what the observed
KPI values are and there is always the possibility of checking the results by running the job. It
would have been informative to test the performance of the Kriging Surrogate method compared
with the RBF as well as other radial functions such as thin plate spline for the Carmen test cases.
Since this was not assumed to vastly improve the results and there are excellent comparisons in
the literature [Jon01], this was not pursued.

The multiobjective algorithm is very similar to the single objective algorithm which is also
why the weight function was chosen to begin with. There are no analytical solutions to com-
pare the results in Figure 21(b) with although in comparing with Figure 21(a) the results are
promising. Though, the drawback with a non-well spread out set of points as discussed earlier
can be seen in Figure 21(d) where there is only a part of the Pareto front sampled. The spatial
function Ux(x) aims at putting distance between evaluated points in the domain. In general,
the spatial function does not, however, give a well spread out set of points in the co-domain of
the objective functions. Therefore, something similar could be constructed for the co-domain of
the objective functions and included as a penalty function.

The rostering test case was not as extensive as the Pairing test case which has been rather
thoroughly discussed and analyzed above. A few things can be said about the results: most
of which concern the structure of the Rostering Optimizer. The error in the space filling test
decreases as would be expected although it is increasing for the non-space filling test. An expla-
nation for this could be found analyzing the structure of the Rostering problem and Rostering
optimizer. As discussed earlier, a small change in parameter values can trigger the optimizer
to find a solution that differs considerably. For the Rostering optimizer this is a large issue,
especially for the surrogate modeling since then the “real objective function” is highly discon-
tinuous, much more so than in the Pairing case. This causes an oscillating surrogate function
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where points are selected close to each other leading to large errors. In increasing o, points are
usually selected close to each other where the value is predicted as low and hence then the error
is large. For the space filling test this does not happen to the same extent which can be reflected
in the results. However, the fact that the error is larger in the non-space filling case than in the
space filling case does not automatically mean that the end result will be worse. With a high o,
the algorithm samples at a point where the value is predicted low. If the prediction is wrong in
such a way that a predicted value is much too low, the real value may still be very good.

Even though there are problems arising because of the structure of the rostering problem,
the objective value for the best rostering solution found was considerably better than the best
objective value using the matador standard settings. Changing the random seed for the Rostering
optimizer gives different results, however in average the best found solution is still better than
the one found using matador standard. Also, in changing the seed, the problem changes and
there is no way that the best setting for one problem can be guaranteed as being good for a
different problem. If there is a different seed, then there is probably another best solution and
the algorithm would find solutions close to that one instead.

Matador standard runs only for 60 minutes whereas the best found parameter setting makes
the optimizer run for 110 minutes. The script was therefore run twice for matador standard
in order to compare the results. As can be seen in Figure 27 in Appendix F, the cost for the
tuned solution was also lower than the cost for matador standard after 60 minutes. Moreover,
in the interval 60-110 minutes, the tuned solution gives a larger improvement than the matador
standard settings. Manual tuning of the matador standard script by experienced engineers would
most definitely lower the cost when comparing to matador standard but their results would not
necessarily be lower than the best solution found using RUSA. Even if the manual tuning would
provide a better solution than the automated search using RUSA, that should not diminish the
RUSA results since the largest advantage of the algorithm is that no manual tuning is needed.
After the automatic tuning is done, hopefully giving a good solution, manual fine tuning could
follow in order to see if even better neighboring solutions exist.

The additions to the RUSA GUI was not the main focus of this thesis but a lot of effort
has been spent on making the additions (the Automated Optimization and Prediction Model
tabs) work and making them user friendly. Besides the possible additions mentioned earlier, in
particular relaxing the interpolation requirements, and a few non-essential bugs, the subjective
view of the author is that there are not that many more features and fixes that the GUI would
benefit from in its present state. Hopefully it will be of use and added to if necessary.

Final note from the author: In writing one of the final sentences of this thesis I noticed that in
one of the last paragraphs in [JPRWO09] the addition of expensive black-box constraints to the
algorithm is briefly discussed.
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B KPI PLOTS

A Test cases

For the evaluation of the Parameter Optimization part of RUSA, three pairing test cases were
used. There were five parameters constituting the search space as can be seen in Table 5 together
with their ranges. The type Time is seen as continuous and is written as hours:minutes.

Table 5: Parameters used and their ranges

Parameter Min  Max Type
_topmodule.exp_max_duty_flight_time 8:00 10:00 Time
_topmodule.exp_max_duty_time 11:00 13:00 Time
_topmodule.exp_max_duty_nr_of_ac_changes 1 3 Int
_topmodule.glcl_pen 1 20’000 Int
_tpomodule.glc2_pen 1 20’000 Int

Parameters 4 and 5 are penalty parameters and hence the Key Performance Indicator “TO-
TAL COST” which includes the penalties cannot be used as an objective. Instead “APC ? total
rule cost” is used which does not include the penalties. The range of the second penalty param-
eter has been adjusted to [1,9999] since the name for the job with a parameter setting given by
the max parameter values would be z_al0-00_013-00_c3_d20000_e20000 which is 32 characters
and the maximum name length for Studio jobs is 31 characters.

The KPI constraints used are presented in Table 6 together with the bounds for the different
cases.

Table 6: Objective KPI as well as KPI constraints used and their ranges

KPI Type Casel Case2  Case 3
APC total rule cost Obj. -- - - - -
average block time per working day Time > 3:50 > 3:20 > 3:00
deadhead time Time < 50:00 < 60:00 < 100:00
aircraft changes Int < 190 < 170 < 100
duty time per working day Time > 730 >6:20 < 7:00
Number of 4-day trips Int < 100 < R0 < 30

Here “> 3:50” means that the KPI should be equal to or larger than 3:50 and vice verse for
the opposite inequality. In this case > 3:50 means setting the lower bound to 3:50 and the upper
bound to something large. It should be noted that “ac” in _topmodule. exp_max_duty_nr_of_ac_changes
means aircraft changes hence that parameter is very much connected to the KPI aircraft changes.

B KPI plots

The following KPI plots, Figure 25, are taken from the RUSA software for the case described in
Appendix A but with no KPI constraints.

9 APC=Automatic Pairing Construction
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B KPI PLOTS

Distribution of APC total rule cost Distribution of APC total rule cost
relative to aircraft changes relative to duty time per working day
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Figure 25: KPI plots for test 7p1 with no KPI constraints. The figures are generated by RUSA.
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C BEST SOLUTIONS FOUND

C Best solutions found

C.1 Pairing

Here, the parameter settings corresponding to the solutions with the lowest objective values are
presented for tests 7g.1, Z0.2, 71, 7o and 73 where two tests, Tll and ’]'12, are run for test case 7q
with different numbers of jobs. The test perimeters for 77, 75 and 73 are given in Appendix A
and tests 7p.1 and 7y 9 are relaxations of 77. The results for the relaxed test cases are presented
in Section 7.1.1 and the results for the other test cases are given in Section 7.1.2.

Table 7: Parameter values used for the solutions with the lowest objective values for tests
o1 — T3.

Parameter To1 7o 7'11 7'12 75 T3
_topmodule.exp_max_duty_flight_time 9:33  9:20 940 9:07 940  9:06
_topmodule.exp_max_duty_time 13:00 13:00 12:53 13:00 12:53 13:00
_topmodule.exp_max_duty_nr_of ac_changes 3 3 2 3 3 3
_topmodule.glc1_pen 2 3 1112 2233 2593 4569
_tpomodule.glc2_pen 1 355 556 1 556 4465

C.2 Rostering

The following parameters correspond to the best solutions found for the Rostering test case.
Tests are performed usign the space filling method and the usual o-cycling.

Table 8: Parameter settings for the solutions with the lowest objective values for the Rostering
test case.

Parameter Space filling Non-Space filling
Rostering_parameterl 71 71
Rostering_parameter2 True True
Rostering_parameter3 False False

Rostering _parameter4d False False
Rostering_parameterd 1 )
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D PLOTS OF PREDICTION MODEL ERROR

D Plots of Prediction model error
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(c¢) Continuing from Figure 22 with 10 batches of 5 points with space filling method.

Figure 26: The measures of error e; and ey given in (61) for no KPIs as well as space filling.
Using 10 initial points followed by 18 batches of 5 points (10+ 18 x 5) with space filling in a) and
additional 10 batches of 5 points with space filling in b). In ¢) test 7y is performed (10+ 18 x 5)
with the addition of 10 x 5 points with space filling. The dashed lines show the linear regression
trends.
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E ZDT MULTIOBJECTIVE TEST FUNCTIONS

E ZDT multiobjective test functions

The ZDT test functions [ZDTO00] are used to test multiobjective algorithms. There are six
functions named ZDT1-ZDT6 but only the three first are presented here. For the three first
test functions there are n = 30 decision variables z1,...,z, although that number is reduced
considerably for the tests in this thesis. All decision variables take values in the unit interval:
x; € [0,1] Vi. All of the three test functions defined below are structured in the same way and
consist of the three functions f1, g, h:

Minimize 7 (x) (f1(z1), fa(x))
subject to  fa(x) = ?(1132,---$n))h(f1(331),9($27---,!En)) (62)
where x = (z1,...,2p

The problems consist of two objectives and n decision variables where function f is a function
of the first decision variable only, ¢ is a function of the remaining n — 1 variables and h is a
function of f; and g.

e The test function ZDT1 has a convex Pareto front:

fi(z1) =
g(xa, ... 2p) 1+9->" sxi/(n—1) (63)

h(f1,9) = 1-+/fi/g

e The test function ZDT?2 is the nonconvex (concave) counterpart to ZDT1:

fi(z1) = m
g(xo,...xn) = 149-3 " ox/(n—1) (64)
h(f1,9) = 1—(f1/9)?
e The test function ZDT3 has a Pareto front which consists of several non-continuous convex
parts:
fi(z1) = m
g(xo,...xn) = 1493 " oxi/(n—1) (65)

h(f1.9) = 1—+/fi/9— (f1/g)sin (107 f1)

For all three functions, the Pareto front is formed with g(x) = 1.
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F  ROSTERING: COMPARING BEST SOLUTION WITH MATADOR STANDARD

F Rostering: Comparing best solution with Matador standard

In Figure 27 the progress of the cost for a solution is shown for the matador standard settings
as well as for the best solution found for the Rostering test case, shown in Appendix C.2.

Matador (in user Rostering_Test_Case) : Test main
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Figure 27: Plot of the development of the Cost as a function of the C'PU time for the Rostering
test problem. The figure shows the matador standard run (upper green line) and the best
parameter setting found using RUSA (lower blue line). The matador standard ran for only 60
minutes but the script was run again to compare with the results for the tuned settings after
110 minutes.
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