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Abstract

We use structural optimization methods to determine the design of a linkage arm such that its maximal
stress is minimized. The methods include topology optimization (TO) and shape optimization (SO). In the
TO part, we used a software program called TO++. By using approximating boundary conditions, we were
able to solve the Minimum Compliance Problem and to develop ideas for improving the SO model. In
the SO part, the software program Comsol Multiphysics (Femlab) was used, along with the optimization
programs NEWUOA and MultiOb. Various approaches were used to determine the parameters of the SO
model. On one hand, the original linkage arm with some simplifications was used as a model, and on the
other hand, our results from the TO part were used to motivate a new construction of a linkage arm.

A major problem that we encountered was that the objective function in question is numerically very
sensitive, which often resulted in poor estimates and in mesh dependent solutions. Furthermore, applying
simplified boundary conditions can result in the lack of existence of a solution to the problem posed. Thus,
we suggest the use of another objective function instead. A natural choice is to minimize the compliance
of the structure.
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1 Introduction

The search for better designs and more efficient ways to produce goods in the industry has a large potential.
Production time, cost, and quality of the products play a vital role in how successful the manufacturers are.
With constantly increasing computer power, various new virtual models have been developed, resulting in
a more efficient production process compared with time-consuming and often expensive physical testing.
International competition requires products at lower prices and using computer simulation to virtually test
products can save both time and money. It is of great importance to integrate optimization and simulation
to secure efficiency of mathematical optimization.

This thesis is a part of an internal project at Fraunhofer Chalmers Research Centre for Industrial Mathemat-
ics (FCC) [17]. One of the objectives of the overall project is to develop an optimization tool that integrates
multi-criteria optimization and simulation. We have investigated and attempted to optimize the design of a
linkage arm. The final aim is to use our work to develop a mechanics optimization tool.

The linkage arm that we used as a test case, is used to transfer power from the wheels of a vehicle to its
chassis. It is bent and is exposed to loads in its length direction. The objective is to find a structure of the
linkage arm such that its maximal stress is minimized, as high stress can cause fractures which can easily
break the arm in two. For this purpose, we use methods of structural optimization. Some simplifying
assumptions are made, e.g. on the amount of material that can be used. Also, the final design should be
feasible to produce. Figure 1 shows what the linkage arm, which is used today, looks like, with color-coded
stresses for a certain load case.

Figure 1: The original linkage arm

The remainder of this thesis is organized as follows.

In Section 2, the concepts of stresses and strains are introduced for simple objects, and then generalized to
two and three dimensions. The physical laws and the mathematical relations are essential for the calcula-
tions that we perform.

The models derived in Section 2 have no analytical solution in general. In order to get an approximative
solution, some numerical calculations have to be performed. In Section 3, we discuss the Finite Element
Method (FEM) and compare two mesh types. We used the theory presented in this section to implement a
FE-solver and a pseudo-code for this solver is given in the appendix. The results in this thesis are not based
on this solver, but a comparison with other FE-solvers gave satisfactory results.

In Section 4, we discuss optimization. We start by general optimization theory, and then move to a field
called structural optimization, where optimization and mechanics are combined. We finally discuss the two
main subfields of structural optimization, namely shape optimization and topology optimization.

In Section 5 we describe our models for the two different optimization approaches in Section 4.

In Section 6, we discuss the programs that we used for our calculations. We start by Matlab and Femlab, and
then move to the shape optimization programs NEWUOA and MultiOb. Finally, we discuss the topology



optimization programs. These are a 99-line Matlab code, which finds the structure of a cantilever beam
such that its compliance is minimized, and TO++, where general topology optimization problems can be
modeled and solved.

In Section 7, we display some of our results, first for shape optimization and then for topology optimization.
We end this section by displaying a possibly improved shape optimization model, based on the results from
the topology optimization.

Finally, in Section 8, we summarize and discuss our main conclusions and list possible future work.

This is the first part of a longer term project with the goal of maximizing the fatigue limit of the object.



2 Mechanicsof Materials

In this section the basic theory of mechanics of materials is introduced, emphasizing the concept of stress
and strain and their relation in an isotropic material. Apart from the simple spring example stated below,
the authors had no knowledge of the material presented in this section prior to this project.

2.1 A simplemode

Figure 2 shows a spring of length =. When a small force, dF’, is applied to the spring, it increases in length
and its new length is = + dz.

e AN

—

T

%_/W—%*) dF

—

T dx

Figure 2: A schematic picture of a spring
A well known approximation, known as Hooke’s law, states that there is a constant, k, depending on the
material in the spring, such that the relation
dF =k -dz (1)

holds for sufficiently small forces, dF'.

2.2 Introduction to stresses and strains

In order to introduce the concept of stresses and strains, it is common to look at a prismatic bar subjected
to axial forces (see for example [4]). A schematic figure is shown in Figure 3. Here, P is the axial force,
L is the length of the bar, A is its crosssectional area, and § denotes the elongation of the bar subject to the
force. In practice, we have § < L.

L 9
P At P
Figure 3: A bar in tension
The stress and (axial) strain are denoted o and ¢, respectively, and are given by
P 0
=— d =—. 2
o 1 an € T 2



We note, that the unit for stress is [N/m?] = [Pa], but the strain is without a unit. For small values of P we
have a linear relation between stress and strain, namely,

o = Ee, 3)

where E is a constant, depending on the material of the bar. Note the resemblance between equation (1)
and equation (3). Equation (3) is also known as Hooke’s law, and F is called Young’'s modulus. For steel,
E is between 190 and 210 GPa.

Figure 3 only shows the bar getting longer, but in reality the cross sectional area also gets smaller. This is
shown schematically in Figure 4.

Figure 4: A bar without an applied load (above) and how it deforms under axial forces (below)

Poisson’s ratio is denoted by v, and is defined as the dimensionless ratio

lateral strain &’

V= = (4)

axial strain €

For metals, v varies between 0.25 and 0.35, for rubber it is close to 0.5, for concrete it is between 0.1 and
0.2, and for cork is is close to zero. Figure 5 shows how a bar deforms, with the left end fixed and tensile
axial force applied on the right end. The figure is made with a program called Femlab (see Section 6.1).
The colors of the bar indicate stress, where red is high stress and blue is low stress. One can see that the
stress is the same along the bar, except at the right end. The bar gets longer and thinner.

/\/\

Figure 5: Experimenting with Femlab
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2.3 Generalization of stresses and strains

Here, the definition of stress and strain, defined for simple objects in equation (2), and their relation stated
in equation (3), will generalized to arbitrary 3-dimensional objects. Some basic assumptions are made,
for example that the object in question is sufficiently regular. Many books exist on this subject. We have
mainly followed [9], but [13] has also been useful.

For a 3-dimensional solid object, which is subjected to some force, we distinguish between forces which
are applied to volume and those which are applied to areas. We denote a force, which is applied to a
volume, by the letter b = [b, b, b.]" and a force, which is applied to an area, by the letter t = [t t, t.]".
We call b a body force and t is called a traction force.

In Figure 6, a force dP is applied to an area of size dA, where dA is a part of a surface around a point
p € R3. This surface can either be a part of the boundary of a solid object or a 2D cross-section. We have
that n = [n, ny n.|" denotes the unit normal of dA at p with outward direction.

dA

'y n
dpP

Figure 6: A traction force

The traction force, t, at p is defined as the limit value

We note that this definition depends on the surface which p lies in. In order to be able to work with arbitrary
surfaces we only need to evaluate the traction force for three special types of areas dA. These areas and
the traction components are shown in Figure 7, where d A lies in the yz-plane, zx-plane, and the xy-plane,
respectively.

Oy Oyy Oy

-
/ Oz Tuz 02z

/

Ogxx Oyz Ozx

Figure 7: Components of the stress tensor
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The traction forces for these planes are denoted by

Ozxx Oyx
Op = Ogxy s Oy = Oyy
Ozxz Oyz

respectively, and the matrix, S, defined by

Ozx Ozxy
S=| oya 0yy
Ozx Ozy

O-ZZE

and .= | 0 |,

Ozxz
Oyz
Ozz

is called the stress tensor. It can be shown that S is symmetric.

2.3.1 Stress

UZZ

The components 0., 0y, and o, of the stress tensor are called normal stresses and 05y = Oyg, 0y, =
Oy, and 0., = 0, are called shear stresses. Knowing the stress tensor gives us the possibility to
calculate an arbitrary traction force, since we have the relation

t = Sn.
We now define the stress vector, o, by
Ul)l)
Oyy
JZZ
g =
Umy
UZ)Z
Oy
The following partial differential equation
Vie+b= 0,
where the differential operator V is defined as
- 8% 0 01
9
0 7 g
- o o 2
V=12 o §
%Lj ox
%z 0 %
0o & i
L 9z Jy |

&)

(6)

; (N

is the equilibrium condition for the body in question. This formula can be derived from equation (5) and

Gauss’ divergence theorem. For details, see e. g. [9].

2.3.2 Strains

Let (z,y, z) € D, where D C R is a 3-dimensional domain or object. When a load is applied to D, the
point (z,y, z) moves to (z + ug, y + Uy, 2 + u.). The vector

is called the displacement vector.

12



Figure 8: Deformation of the line |AB|

Let |AB| be a line which is parallel to the z-axis, as shown in Figure 8, and let | A’ B’| be the same line
after displacement resulting from some load.

We define the strain €, by
S |A'B’'| — |AB|

It can be shown that
|A’B'| — |AB| B Ouy

|AB| Ox
By analogous definition of €, and ., we have
Oug duy Ou,
T — ) = and 2z — .
c ox “uy dy c 0z

The strains, €., €yy and €, are called normal strains.

Now let |AB| be parallel to the x-axis, and |AC| be parallel to the y-axis, as shown in Figure 9.

T

Figure 9: Deformation of the lines |AC| and |AB|

We define the strain ., to be
Yy = 91 + 023

13



where 6 and 6 are the angles shown in Figure 9. In practice, 6;,7 = 1, 2, are small and we can approximate
sin @; by 6;,7 = 1, 2. Using this approximation the following equation can be derived.

_ Q| Ouy
oy = Ay Ox

By an analogous definition of v, and v, ., we have that

_8um+% _3ux+8u2 and _%_’_3%
Ty =y T o T = g T == e, T oy

The strains vz, 2> and vy, . are called shear strains.

The vector
8I$
Eyy
EZZ
71y
Yoz
Vyz

is called the strain vector. It is easy to verify that the equation

e=Vu ®)
holds.
2.4 Congtitutivereation
The following relation
o = De, )
where
[1—v v v 0 0 0 T
v 1—v v 0 0 0
D_ FE v v 1—v 0 0 0
1+ v)(1-2) 0 0 0 (1-2v)/2 0 0 ’
0 0 0 0 (1-2v)/2 0
| 0 0 0 0 0 (1-2v)/2 l

is called the generalized Hooke's law in three dimensions. Here, E is Young’s modulus, and v is
Poisson’s ratio, which were defined in equation (3) and equation (4), respectively. D is called the
constitutive matriz. This relation is derived assuming isotropic material, i.e. if D is independent of
coordinate system.

2.5 Reduction to 2 dimensions

When we have plain strain, certain components of the stress and strain vectors become zero. In these cases
we redefine o, € and V as follows:

2 9

Oz Exx ox
_ _ v=| 0 2
O= | Oyy |» E= | Eyy | = %y
o o9 9
Ty Ty 9y Oz

14



3 TheFinite Element Method (FEM)

In Section 2, the differential equation of equilibrium,
Vlie+b=0, (10)

was stated (see equation (6)). Equation (10) is an example of a non-linear partial differential equation
(PDE), which in general has no solution on a closed form. Various methods exist to find an approximate
solution, including the Boundary Element Method (BED), the Finite Difference Method (FDM), and the
Finite Element Method (FEM). FEM was used in our calculations. Prior to working on this thesis, the
authors had little or no knowledge of FEM nor experience in solving PDE:s numerically. In this section,
we will discuss some basic concepts of FEM in 2D and 3D. At the end of the section, equation (10) is
rewritten in matrix form. More advanced discussions can be found in the literature, for example in [9]
and [13].

3.1 Meshesand shapefunctions

The main idea of FEM is to divide the spatial domain, which the differential equation is defined on, into
smaller subdomains, called elements, which satisfy certain criteria. We then seek an approximate solution
to the differential equation above, having certain simple properties on each element. The elements are gen-
erally polygons in 2D and polyhedra in 3D. The elements are mutually disjoint, except at their boundaries,
and their union is the original domain, at least approximately. In 2D, elements are connected to each other
by their sides, and in 3D, they are connected by their faces. We call two elements neighbors if they share
a side in 2D or share a face in 3D.

The most common approaches for dividing a 2D domain is to divide it into rectangles or triangles. In
3D, one uses boxes and tetrahedra. Each triangle or rectangle has corner points, called nodes, which we
denote by n.. Figure 10 shows an example of a triangular division of the unit square in 2D, along with an
enumeration of the elements and nodes. Each triangle has exactly three adjacent nodes.

0.8

0.6

0.4

0.2

Figure 10: Triangular mesh in 2D with n = 25 nodes and m = 36 elements

We say that an element, e, is adjacent to a node i if e has ¢ as an endpoint. For example, the nodes ¢ = 13,
1 =17, and ¢ = 19 are the adjacent nodes to element e = 7 in Figure 10.

A shape function is a continuous function, defined on the domain, that has the value 1 at some node point,
1, and zero on all elements not adjacent to i. In practice, it should also have some simple properties on the
elements adjacent to i. When we talk about a shape function on a particular element, e, with respect to
some end point, 7, we mean the shape function which takes the value 1 at ¢ restricted to the element, e.

15



The procedure of dividing the domain into smaller elements is called meshing. Every element, e, has n.
nodal points, and thus n. corresponding shape functions, N{, NS, ..., N? . Before we continue further,
we introduce a notation used in 3D. One can easily reduce this to 2D.

3.1.1 Elements- local notation

1.

Let7 € {z,y,z},and ¢ € {1,2,...,n.}. Then we denote by
Urj
the displacement along the 7-axis of the point ¢.

We define the matrix of functions

Ny 0 0 N5y O 0 - Ng. 0 0
N°€ = 0 N O 0 NS O 0 N;. O
0 0 NY O 0 NS 0 0 N,
We define the element displacement vector
a = [uzl Uyl Uzl Ug2 Uy2 Uz2 e Uzn, Uyn, uzne]/-

We approximate the function u defined on the element e by

u = N¢°.

. We define

B® = VN°,

where the differential operator V is defined in equation (7). The dimension of B¢ is 6 X 3n..

3.1.2 Global notation

1.

Let 7 € {z,y,z},and i € {1,2,...,n}, where n is the total number of nodal points in the mesh.
Then we denote by
Urs

the displacement along the 7-axis of the point ¢.

We define the matrix of functions

Ny 0 0 Ny O o --- N, O 0
N = 0 N O 0O N O --- 0 N, O
0 0 Ny O 0 Ny --- 0 0 N,
. We define the displacement vector
a= [uzl Uyl Uzl U2 Uy2 Uz2 e Ugn Uyn uzn]/-

We approximate the function u defined on the whole domain D C R? by

u = Na.

We define R
B =VN,

where the differential operator V is defined in equation (7). The dimension of B is 6 x 3n.

In Section 3.1.3 and Section 3.1.4 we discuss two types of meshing approaches, which we use in the
analysis in this thesis. The former uses regular rectangular squares in two dimensions and boxes in three
dimensions. The latter uses triangles in two dimensions and tetrahedra in three dimensions. Both methods
have their benefits and faults.

16



3.1.3 Regular rectangular mesh and corresponding shape functions

In Figure 11, a regular rectangular element in 3D is shown.

6 5
| 8
z
2¢ 4 3/
v ,
‘ Ve
x 1 2 2

Figure 11: A rectangular element in three dimensions

On this element we have eight shape functions, defined for each node point in the element. The general
form of the shape function is given by

N{(x) = a1 + agx + asy + asz + aszy + agyz + arzr + agxryz.

Other more complex forms of /N are also used. Their exact expressions are given below; the left column
is for arbitrary a, b, and ¢, and the right one is whena = b = ¢ = 1/2.

Nt = —(z — 2a)(y — 2b)(z — 2¢)/(8abe)  Nf=—(x—1)(y—1)(z —1)

N§ = z(y — 2b)(z — 2¢)/(8abc) NS =z(y—1)(z—1)
N§ = —zy(z — 2¢)/(8abe) N§ = —zy(z—1)

Ng = (x — 2a)y(z — 2¢)/(8abe) N¢=(x—1y(z—1)
N¢ = zyz/(8abc) NE& = zyz

N§ = —(x — 2a)yz/(8abc) N§ =—(x—1)yz

N = (x — 2a)(y — 2b)z/(8abc) N¢=(xz—-1)(y—1)z
N§ = —x(y — 2b)z/(8abc) Ng=—z(y— 1)z

Using a regular rectangular mesh has been quite popular, especially in topology optimization, which is one
of the main application in this thesis. Apart for being easy to visualize and explain, it usually speeds up
calculations significantly. On the other hand it can be quite ill adapted to domains where the boundary has
a high curvature. In Figure 12 we see examples of 2D and 3D meshes. The 2D mesh has 40 x 12 = 480
elements while the 3D one has 40 x 6 x 12 = 2880 elements.

.

T

Figure 12: Rectangular meshes in 2D and 3D
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3.1.4 Triangular meshes

In Figure 10, we saw an example of a triangular mesh in 2D. This mesh is constructed by the Delauny
triangulation. Matlab/Femlab (see Section 6.1) uses this algorithm to generate meshes.

Figure 13: Illustration of Delauny’s algorithm

Delauny’s algorithm generates points in a somewhat random fashion on the domain to be triangulated,
but with certain restrictions, which the user can control. These restriction include e.g. maximum and
minimum distances between the points. An example of this is shown in the upper left image in Figure 13.
For each of the generated points, j, the set of all points in the domain which are closer to j than any other
generated point form a polygon, which is called Voronot polygons. These polygons divide the domain
into disjoint sets. An example of this is shown in the upper right image in Figure 13. In order to get a
Delauny triangulation, one draws a line perpendicular to each edge of every Voronoi polygon connecting
two of the originally generated points in the polygons which has the current edge included. See an example
on the bottom left in Figure 13. The final result (the mesh) is then obtained by using the triangles which
are generated by this method. See the bottom right image in Figure 13 for an example.

3.1.5 2D triangular shapefunctions

For a triangular mesh in 2D, every element, e = 1,...,m, has three nodal points, p{, p5, and p5, with
coordinates (x5,y$), (z5,yS), and (x5, yS), see Figure 14. We will sometimes omit e when there is no
danger of misunderstanding.

The corresponding shape functions, N, N5 and Ng are given by

1

Ny = ﬁm’ﬂ/a’ —x3y2 + (Y2 — y3)r + (3 — 22)Y|,
1

Ny = ﬁ|3332/1 —z1ys + (y3 — y1)z + (1 — x3)y|,

1
Ny = ﬁmlyz —xay1 + (y1 — y2) + (T2 — 21)Yl,

18



€

P3

(25, y5)

Area= A,

(25, 95)

Figure 14: 2 dimensional element

where A, is the area of element e. Note that for j, k = 1,...3, we have

1, ifj—k
0, otherwise.

We define
N¢=[N{N§N§] and  B®=VN°.
Figure 15 shows how two elements, e, and e, can be enumeraed.

(25°,y5°)
P5

(z5",95") = (7%, 471°)

€1 __ 62
by =DP3

(=7, y1h) = (25%, y5°)

Figure 15: Two adjacent 2D elements

3.1.6 Shapefunctionsfor a 3D element

In 3D, every tetrahedron element, e,e = 1, ..., m, has four nodal points, p§, p5, p5, and pj, with coordi-
nates (2§, y7), (25, y5), (25, y5), and (x, y§), see Figure 16.

19



=
w0

(25, 43, 25)

(25, ¥4, 25)

e

l};Q\\‘
~

Vs
» Volume =1V,

-~

(x5, Y3, 25)

2
PiC
(=1, 91, 21)
Figure 16: 3D element
The corresponding shape functions, N7, N5, N5, and Nf, are given by
11 1 1 11 1 1
Ne — 1 r T2 X3 T4 ’ Né — 1 r1 T I3 T4 ’
VUVl Yy oy oy s Ul gy oy Yz wa
Z  Z2 Z3 24 21 2 23 24
11 1 1 1 1 1 1
NE — 1 Ty T2 T T4 ’ Neé — 1 r1 X2 T3 X ’
PVl oy oy W LTVl e ys Y
21 22 2 2 21 22 23 X
where
1 1 1 1

1 r1 X2 T3 X4

41y y2 ¥z Ya |’
z1 zZ9 z3 zZ4

is the volume of element e. Note that for j, k = 1, .. .4, we have

1, ifj—k
0, otherwise.

N3 (zr, yr) = {
We define
N¢=[N{N§ NS N5 and  B®=VN®,

as in the 2D case. In order to calculate B it is convenient to write the shape functions in a different form,
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namely

Ty XT3 T4 1 1 1 1 1
Nt = 20| v2 w3 wa|—2|y2 ys va |+y| 22 w3
zZ9 z3 zZ4 Z2 Z3 zZ4 zZ9 z3
r3 T4 X1 1 1 1 1 1
Ny = i —| Y Y4 Y1 |+T|Ys Y4 Y1 |—Y| T3 T4
zZ3 zZ4 Z1 zZ3 24 21 z3 zZ4
T4 T1 T2 1 1 1 1 1
NS = g7 llve v owe|—2|ya i v |+y|za o
zZ4 z1 zZ9 zZ4 21 22 zZa zZ1
r1 T2 X3 1 1 1 1 1
N = g7 |—|w w2 ws |[+2| i 2 y3|—-y|z1 a2
z1 z9 z3 z1 Z2 Z3 Z1 zZ9
Let7,0 € {z,y,z}and 4, j, k € [1,2, 3,4]. We define
1 1 1
To(ijk)=| 7 T, Tk
g, 05 Ok
By using the above notation, a calculation of (B¢)T gives
[ —yz(234) 0 0 x2(234)
0 22(234) 0 —yz(234)
0 0 —xy(234) 0
yz(341) 0 0 —zz(341)
0 —xzz(341) 0  yz(341)
(BT 1 0 0  xy(341) 0
T4V | —yz(412) 0 0 2z(412)
0 x2(412) 0 —yz(412)
0 0 —zy(412) 0
yz(123) 0 0 —zz(123)
0 —x2(123) 0 yz2(123)
I 0 0 xy(123) 0

Figure 17 shows how one can enumerate two elements, e, and es.

)

yon

Figure 17: Two 3D elements
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1 1 1 1
T4 —Z| X2 XT3 X4
24 Y2 Ys Yg
1 1 1 1
x| +2z| x3 x4 X1
21 Ys Ya U1
1 1 1 1
i) —Z| X4 X1 X9
22 Ya Y1 Y2
1 1 1 1
r3 |+z| 1 X2 T3
23 Y Y2 Y3
—xy(234) 0]
0 —xy(234)
—yz(234) xz(234)
xy(341) 0
0 xy(341)
yz(341) —x2z(341)
—xy(412) 0
0 —xy(412)
—yz(412) xz(412)
xy(123) 0
0 ay(123)
yz(123) —xz(123)




3.2 Comparison between triangular and rectangular meshes

Even though the triangular mesh is much more complicated than the rectangular one, it is often more effi-
cient when the boundaries of the domain have a high curvature. Figure 18 shows how Delauny’s algorithm
makes the mesh much denser close to boundaries with a high curvature.

11 -1 -09 -08 -07 -06 -05 -04 -03 -02 -01 0 01 02 03

Figure 18: Triangular meshing on an irregular domain

3.3 FEM assembly of the equilibrium PDE
Let us look again at the first equation of this section, namely the equation for equilibrium,
Vo+b= 0,

which is defined on a domain D C R3. We denote by the letter V' the volume of D, and by the letter S the
surface area of the boundary, 0D.

Let v € R? be an arbitrary vector. If we multiply the equation above by v’ and integrate over V we get
the following weak form of the equation

/ (V) ladV = / vt ds + / vibdV
\4 S 14

after some manipulation. After some more manipulation we get

/BTadV:/NTtdS+/ NTbdv.
\% S 1%

Since € = Ba and o = De, we get

(/ BTDBdV>a:/NTtdS+/ NTbav.
1% S \%

K= / BTDBdV
\%

The matrix

is called the stiffness matriz, and the vector

f:/NTtdS+/ NTbdv
S 1%

22



is called the load vector. The equation above can thus be written in what is called the standard FE formu-
lation as
Ka="f. an

Equation (11) describes a large system of equations.

For more details see for example [9] or [13]. A simple FE-solver was implemented during the work of this
thesis and its pseudo-code is available in the appendix.
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4 Optimization

In this section we will introduce some basic concepts regarding optimization which are essential to under-
stand some of the theory in the following sections. Various literature on optimization is available and we
suggest the interested reader to further explore the field by reading [1] and [8] .

4.1 Some basic concepts from general optimization

A dictionary would declare optimization as the process of making a system or design as effective or func-
tional as possible. In mathematical optimization we study an objective function f and try to find its minimal
value among a set of feasible solutions, especially by mathematical techniques. The corresponding optimal
solution, ¢, is a vector of design variables.

Any parameters which effect the characteristics of the system being optimized can be chosen as design
variables. Thus design variables can be either discrete taking values from a specific set of magnitudes or
continuous taking any magnitude in a given range. The set of design variables needs to be feasible in the
sense that if an optimal solution is obtained it can also be implemented.

The objective function, f, which constitutes the actual system function that can be improved, is often
subject to mathematical constraints which are restrictions of the feasible solutions. There are two types of
constraints that we have to deal with: inequality constraints (< or >) and equality constraints (=). If there
are no inequality constraints then the problem can be transformed into an equivalent unconstrained one by
including the equality constraints in the objective function formulation.

In classical optimization the problem can be treated by differential calculus and calculus of variations which
requires that we formulate the problem as a partial differential equation subject to simplifications.

A general mathematical problem formulation reads:
min f(x) subject to g;(x) > 0,i € Z, hj(x) =0, € J, (12)

where x is chosen from a set of design variables and Z and J are finite sets.

When optimizing for a given problem we make the assumption that a solution to the given problem exists
and that our formulation of the problem provides flexibility for the type and range of modifications to the
initial design. In order to define an optimal value we need some further definitions.

4.1.1 Differentiability
Let D CR™and f : D — R. f is said to be differentiable at x = (x1, ..., x, ) € D if the limit:

lim f(l‘l, ey Ti—1, T + h, Tig1yees Jjn) — f(l‘l, ey Jjn)
h—0 h

13)

exists for every variable x; at the point x. A function is said to be differentiable on a set if it is differentiable
at every point within the set.

412 Convexity

A set S C R” is convex if for all x1 and x2 in S and all A in the interval 0 < A < 1 the point Axy + (1 —
A)X2 is also in S, or in mathematical terms:

X1,X2 € S

\e (O, 1) } = Ax1 + (1 - )\)Xz es. (14)
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If S C R™ is a convex set, then a function f : S — R is said to be convex if for all x; and x5 in S and all
A in the interval 0 < A < 1 we have:

>§\1,EX(20’€139 } = f(Ax1 + (1 — AN)x2) < Af(x1) + (1 = N) f(x2). (15)

4.1.3 Optimality

Let SCR"and f: S — R.

Global minimum: A variable x; € S is said to be a global minimum of f over S if f attains the lowest
value over S at x;. That is, x1 € S is a global minimum of f over S if and only if

f(x1) < f(x),¥x € S. (16)

Local minimum: A variable value x; represents a local minimum of a function f over S if there exists
a small enough neighborhood intersected with .S around x; such that x; it is a global minimum in the
intersection. Note that a global minimum in particular is a local minimum.

A local minimum of a convex function is also a global minimum if the set we are optimizing for is convex.
A strictly convex function will have at most one global minimum over a convex set. For a convex function,
a linear interpolation is never lower then the function itself.

In order to create an efficient, locally or globally convergent iterative algorithm for an optimization prob-
lem one needs to directly base it on necessary and/or sufficient local optimality conditions. Optimality
conditions depend on the problem type

4.1.4 Penalty functions

In order to relax constraints in the problem formulation we use penalty functions. Consider the optimization
problem stated in Equation (12). We assume that the set S C R"™ is non-empty, closed and that the function
f : R™ — R is differentiable. The basic idea behind all penalty methods is to replace the constrained
optimization problem with an equivalent unconstrained problem:

minimize f(x) + X;(x) (17)
where we have introduced the penalty function:

XS(X):{O ifxesS, as)

+00 otherwise

The idea is that only when achieving feasibility can we concentrate on minimizing f. Since this penalty
function is non-differentiable, discontinuous, and even not finite (though it is convex provided S is convex)
it is computationally bad.

In the sections to come, where we describe how our programs in shape optimization works, we will refer
to a penalty function. We define a constant, o, which is of orders of magnitude larger than the maximum
stress in the linkage arm. We let:

Volume of linkage arm

p= Allowed maximum volume

If a suggested linkage arm from an iteration has greater volume than the initial design we let X4(x) = a-p
in Equation (17). Since « is orders of magnitude larger then the maximum stress we decided to skip the
stress calculations in order to decrease computing time. In addition we return a every time a program
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used to construct a design, Femlab (see Section 6.1), is not able to construct or calculate for some given
parameters thus returning a high objective value rather than having the algorithms crash. For a more
detailed discussion on penalty functions we refer to [8].

Upper and lower bound constraints on design variables in NEWUOA are implemented by a logarithmic
barrier method. We transform the objective function f in the inequality constraint problem in Equation (12)
into a combined objective barrier function which is given by:

P(x;p) = f(x) =Y loggi(x) (19)
i€l

In our calculations we start with ¢ = 1 and then multiply it by a factor 0.8 in every following iteration and
implement the barrier only when approaching the boundary.

415 Problem types

Below we list various problem types:
Linear programming (LP): The objective function f and all constraints g;, ¢ € Z and h;, j € J are linear.

Nonlinear programming (NLP): The objective function f or some constraints g;, ¢ € Z and h;, j € J are
nonlinear.

Integer programming (IP): f is defined on a set X, where X C Z".

Convex programming (CP): f is convex; g;, ¢ € Z are concave; h;, j € J are affine; X is closed and
convex.

Non-convex programming (NCP): The complement of the above.
Continuous optimization: f, g;, ¢ € Z and h;, j € J are continuous.
Unconstrained optimization: Z U J = 0.

Constrained optimization: Z U J # 0.

Differentiable optimization: f, g;, ¢ € 7 and h;, j € J are at least once continuously differentiable on an
open set containing X .

Non-differentiable optimization: At least one of f, ¢;, ¢« € 7 and h;j, j € J is non-differentiable.

P-complete: A problem that can be solved efficiently using parallel computers is in P. A problem is P-
complete if a parallel computer with a polynomial number of processors can reduce all other problems in
P to this problem in polylogarithmic time, that is there exists a constant ¢ > 0 such that the execution time
is not longer than O((log n)¢).

NP-complete: A problem that can be verified in nondeterministic polynomial time, that is, if there exists a
constant ¢ > 0 such that the execution time is O(n°), then the problem is in NP. A problem is NP-complete
if it is in NP and all other NP-problems can be translated into this problem. Every P-problem is also an
NP-problem. No polynomial time algorithm exists for any NP-complete problem (unless P=NP), and they
are generally considered infeasible to solve.

4.2 Structural optimization

Using optimization algorithms in order to construct good mechanical designs is an area of great interest.
Its objective is to find a structure which is optimal in some sense. Structural optimization can be divided
into three main categories:
Sizing
Shape optimization
Topology
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Generally, we have two kinds of variables in a structural optimization problem:

Design .
{ State }Vanables

Below some examples are shown

Example (sheet,objects)

Sizing optimization: Determine the thickness (> 0) of sheet.
Shape optimization: Determine the boundary of object.
Topology optimization: Determine whether the design should contain holes.
Design variables:  Thickness of sheet, position of boundary etc.
State variables: Displacements, stresses.

For more about the general theory of structural optimization, see for example [7]. Here we only give a
brief idea of the subject, but more detailed discussion will be given later in this section, when topology
optimization an d shape optimization will have separate discussion.

General formulation

The general form of a structural optimization problem for a linearly elastic material can be of the form (See
e.g. [11])
ming g F(s,d),
subject to
II(s,d) <II(s,d), VseU, (%) (20)
and
(s,d) e S xD.

(*): requirement on the equilibrium according to the principle of minimum potential energy. Here

1. F is the objective function,
2. Il is the total potential energy,
3. d denotes designs variables,
4. s denotes state variables,
5. U is the set of kinematically admissible displacements,
6. D is the set of admissible designs, and
7. S is the set of admissible states.
In Section 4.3 we will discuss problem (20) and the approach of finding a solution to it using shape opti-

mization. In Section 4.3 we will discuss another approach for solving (20), namely topology optimization.
The definitions of D and S are different with these two methods.

4.3 Shape optimization (SO)

Within the field of mechanical structures, shape optimization usually evolves around finding the shape of
a structure, which best resists stress. In general, there exists an infinite number of possible solutions to the
problem and thus we need to introduce some constraints on our design. Typically, these constraints have
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certain cost aspects, such as using as little material as possible, or are related to some boundary constraints,
obstructions, in the application of implementation.

Several approaches can be used to represent the shape of an object in a computer application. Here, we use
a geometric approach, implemented in Femlab (see Section 6.1), where the shape of the linkage arm has a
predefined boundary representation, which is determined by a set of design parameters. After choosing the
design variables and completing the modeling stage, we need to apply boundary conditions to the design to
be able to calculate the maximum stress; this is also done in Femlab. For more details on how this is done,
see Section 5.3.

When choosing from the infinite number of possible design variables for our linkage arm some things we
require:

e The current design of the linkage arm needs to be among the set of feasible solutions using our
selection of design variables.

e We want to limit the number of design variables in order to reduce computing time.

e The size of the linkage arm might be bounded by the spread of other details in the vehicle design.
e We want to ensure differentiability of the boundary.

e The linkage arm must be feasible to produce.

e We need to formulate our problem in a way that enables us to modify the design according to the
results from the optimization algorithm.

When the set of design variables has been determined, the shape optimization process uses iterative meth-
ods, which in general evolve around modifying one or more of the design variables. By modifying the
design variables, we also change the shape of the structure which results in a new estimate of the objective
function. The new objective value, in our case the maximum stress, can then be used to determine whether
progress is being made. The optimization process is repeated until some termination criteria is fulfilled,
e.g. a maximum number of function calculations.

In a typical linear shape optimization problem we calculate the gradient of the objective function, V f, and
use gradient methods to converge to an optimal solution. However, since the maximum stress in the linkage
arm is a highly non-linear and non-differentiable function, we need to rely on algorithms that do not pay
attention to the gradient. Here, we have used two algorithms, NEWUOA and MultiOb, to minimize the
maximum stress objective function, the algorithms are discussed in Section 6.2 and Section 6.3 respec-
tively. Since NEWUOA is intended for use in unconstrained optimization and MultiOb only has boundary
constraints on the design variables, all other constraints, such as volume constraints and boundary con-
straints in NEWUOA need to be implemented inside the objective function by the means of a penalty
function which were discussed in Section 4.1.4. As input, the algorithms take the value of the design vari-
ables and the objective value after each iteration. As output, they return suggested modifications to the
design variables. The suggested modifications are then passed on to the boundary representation modeling
program, here written in Femlab, which updates the geometry and returns a new estimate of the maximum
stress. The modeling process, boundary conditions for the linkage arm, and the optimization algorithms
will all be described further in the following sections. The interested reader can find more detail on shape
optimization in [14].

Beginning with a 2D boundary representation of the linkage arm, we gradually increase the detail of the
model as we move on to 3D.

4.4 Topology optimization (TO)

In topology optimization, a domain, D, is defined (often a rectangle in 2D or a box in 3D) which we want
to fill with material, which generally has less volume than the original domain. The domain is meshed, and
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boundary conditions are defined. The objective is to determine which elements in the mesh should contain
material and which should not contain material, in order for some predefined objective function to be either
minimized or maximized. Solving a TO problem is an integer programming (IP) problem which in general
is NP complete. This means that a true optimal solution can not be found in any reasonable amount of
time (see Section 4.1 for definitions). It is evident that some approximations and relaxations must be made,
and we will discuss some of them in this section. Our main sources for this section is the excellent book
by Bendsge and Sigmund [2], which is a great starting point to learn about this field, with a very detailed
reference list.

4.4.1 Some conceptsin topology optimization

In all our topology optimization applications in this thesis, we use a regular rectangular mesh. When we
talk about mesh size we mean the length of an edge of an element. One would expect a more accurate
optimal solution on a finer mesh but this is not the case in general. What usually happens is that when we
move to a finer mesh, we obtain more holes in the optimal structure. As we let the mesh size go to zero, the
solution approaches a design with a non-isotropic material. This mesh dependency is actually the result of
a general rule of the TO problem, which is the lack of existence of an optimal solution.

As stated before, TO problems are IP problems in general and thus are often difficult to solve. Instead
of finding an integer solution, one relaxes the problem and allows intermediate values. However, as it is
infeasible to have intermediate values in the final structure, we must introduce some kind of an interpolation
(penalty) function, which makes intermediate values more expensive. Equation (21) shows two types of
penalty functions.

- 1)
Cl4q(l-p)

Here, p € [0, 1], denotes the density of an element. The penalty parameters, p > 1, and ¢ > 0, have the
property that the larger they are, the more expensive it is to use intermediate values. Note that when p = 0
we have f(p) = 0, and when p = 1 then f(p) = 1. However, if p ¢ {0,1}, we have f(p) < p, except if
p=1andq=0.

The former interpolation function is used in [15], an article which we discuss in more detail in Section 6.4.
The latter is a special case of a so-called SIMP interpolation function, and is used in TO++ (see Section
6.5).

The stiffness matrix, defined in Section 3.3, is defined on the whole domain, D but is now written as

K= / fBTDBJD.
D

It is common to introduce the concept of filter radius in TO algorithms in order to prevent the so-called
checkerboard effect. By checkerboard effect, we mean that there are regions in the calculated optimal
solution where adjacent element have completely different material status. The filter radius is defined in
the following way:

p(x) = S(p,x)

p(y) max <0, 1— %) dy,

:6 ]Rd

where C is a normalization constant. If d = 2, we obtain

R 27 2 2

1 R TR

C = rdA:/ / 1- L= rd&dr:%(—R?__): ,
so.r) A ( R) 2 3 3
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and if d = 3, we obtain

Rop2mopm 1 R? TR
C = rdV:/ / / 1- 224 der:47r<—R3——):—.
S(0,R) o Jo Jo ( R) ¢ 3 4 3

In optimization algorithms, the original density is replaced by the density we get by using the filtered value,
which depends on the filter radius. Generally, the filter radius should be a few multiples of the mesh size.

Is is natural to constrain the allowed volume of the linkage arm (V' < V) in a given topology optimization
problem. The topological result is sensitive to changes in the volume restriction. Furthermore, we often
want to predefine regions that must have a certain material status in the final solution.
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5 Modeling

5.1 Introduction

In the previous sections, we described some of the theory needed for solving the linkage arm problem.
In this section, we describe the way in which we model the problem for shape optimization and topology
optimization.

In the shape optimization part, we wanted to ensure that we would obtain a solution with a similar geometry
to the original linkage arm, shown in Figure 19. In the topology optimization part, we allowed an arbitrary
shape of the linkage arm, though we required it to be contained in a box with certain edge lengths.

Figure 19: The original linkage arm

In both types of models, we assume that we have two holes of certain sizes with a fixed distance between
them. Around each hole we require some prescribed material in the shape of a circle. This is shown in
Figure 20.

Figure 20: Two holes (black color) with prescribed material (white color) surrounding them

In Table 1 the dimensions of the holes are given, along with some physical constants necessary for our
calculations.
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Description of parameter || Value
Radius of prescribed left circle || 0.043 m
Radius of left hole || 0.0275 m
Radius of prescribed right circle || 0.054 m
Radius of left hole || 0.0375 m
Distance between holes (center points) || 0.462 m
Thickness of prescribed material || 0.0588 m
Young’s modulus || 210000 Pa
Poisson’s ration || 0.3
Density of material (steel) || 7.8 -107°

Table 1: Some parameters used for the structural optimization models

5.2 Shape optimization modeling
5.2.1 Modelingin 2D

The original linkage arm has a smooth outer boundary that is represented with circles with varying center
points and radii. When choosing the design variables for the optimization process we use this initial
boundary representation and select our design variables related to this set of center points and radii.

0.2~

0.1+

(Xﬂl’

Xy ¥y
01k

02k

: (Xout’y oul)

-0.3+

04k

051

0.7 L L L L 1 L

Figure 21: An illustration of possible design parameters for the linkage arm in 2D.

Since the boundary of the original linkage arm is smooth we need to secure the differentiability of the
boundary when connecting the circular edges. Allowing all variables to vary freely can result in a non-
connectible boundary and even when the resulting boundary is continuous, differentiability is not automat-
ically guaranteed at all points. Thus in order to meet this differentiability requirement only the center points
and radii of the circles that represent the outer part (7out,(Zout, Your)) and inner part (7inn,(Zinn, Yinn)) Of the
boundary are used as design variables, see Figure 21. Since the boundary is represented by circles differ-
entiability is guaranteed at all points on the boundary except where circles meet. To secure differentiability
at the intersection points it is possible to modify the variables that represent the left (7, (Ziefi, Yiere)) and
right (Fright, (Zrignt, Yright)) end circles, see Figure 23.

Now which conditions does an end circle need to fulfill to secure differentiability at the connection points?
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e It needs to have an outward normal at the connection point which is parallel to the outward normal
of the outer circle and at the same time parallel to the outward normal of the inner circle.

e Its center point (Zrighyieft; Yrighvlet) MUst be spaced at an equal distance (rfight,left = rgghmeﬂ) from the
two connection points in a direction parallel to the normals and this distance would then serve as the
radius 7ghyiete Of the end circle.

01- ~

0.05

-0.05 -

01k

Figure 22: An illustration of differentiability requirements for the linkage arm

These conditions are illustrated in Figure 22 and an end circle that fulfills these conditions is guaranteed
to have C'!' continuity at the connection points. The next step in the modeling process is to find this radii
Trght/lefe and center points (xﬁghmﬁ, yﬁghmﬁ) of the right and left end circles. To solve this problem one can
use the center points of the holes in the original linkage arm as an initial solution. Lines are then drawn
from the center points of the outer and inner circles, through these initial points, intersecting the design
circles at the initial coordinates of the connection points on the edges (see Figure 23).

When the coordinates of the initial intersection points have been found the distance from the center point
(Trighteft» Yrighulett) tO the respective connection point is easily calculated. In general these distances are not
equal, that is ripyen 7 THenuierr- Lets 100k at the following possibilities:

e The center point (Zighuiefi; Yrighviet) is moved along the line connecting connection point (zy, y,) and
(Tout, Your) OF

e the center point can be moved along the line connecting connection point (z,, ¥a) and (Zinn, Yinn)-

Some definitions are in order at this stage. Now 7ghyiefe 15 defined as the radius of the resulting end circle
and (Zgighuieft; Yrighvieft) as the center point, further definition include (see Figure 21):

(a1, ya1) as the connection point between left circle and lower edge
(21, yb1) as the connection point between left circle and upper edge
(Zar, Yar) as the connection point between right circle and lower edge
(

Zbr, Ybr) as the connection point between right circle and upper edge
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Figure 23: Illustration of the procedure for ensuring differentiability

If (Zrighvteft, Yrighvierr) Moves along the line connecting (Zour, Your) and (b, yp) there are two choices. Either
(Zrightiieft, Yrighwieft) Moves towards (xp, yp) thus decreasing Thahvler OF it moves towards (Zout, Your) thus
increasing 7y yer- Only one direction will give a solution in each case. If the initial distance r gy ¢ from
(Zright/ieft, Yrighwieft) tO (Zb, Yp) is longer then the distance Thightlefe {TOM (Zright/iefts Yrightieft) 1O (T, Ya) then
increasing the length of 75, .; Will not give a solution since it causes a decrease in the length of 7fy e
and thus a circle with center point (.Trjght/]ef[, yﬁghmﬁ) and radius 7gnyler; that connects the upper and lower
circles will not exist.

Thus only two possible approaches will give a solution when determining (Z‘ﬁgh[/left, yﬁghmﬁ) and Trighy/left -

e Moving (Zyighuteft, Yrighviert) along the line towards the connection point (&, Yap) Which is further
away (decrease max(r gy iefs righytef)-

o Moving (Zrighuieft; Yrighvieft) along the line away from the connection point (b, yan) Which is closer
. . o 'L
to (‘Trightllefta yrightlleft) (increase mln(rright/]ef;9Tﬂgh[/leﬂ))'

In the 2D model of the linkage arm the latter approach is used, thus always increasing the shorter of the
distances resulting in a larger end circle.

The following relations hold:

2 2 2
(Toul - Tright/left) = (xrightfleft - moul) + (yrightfleft - yout) )
Tright/left
Lright/left = T, + (xa - l'inn)’,m—7 (22)
inn
T'right/left
Yright/left = Ya + (ya - yinn)r_—
inn

and
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(Tinn + Trigm/lefr)2 = (ffrightllefl - CICinn)2 + (yrightllefl - yinn)27

) T'right/left

Lright/left = Tp — (xb — Zout , (23)

Tout

T'right/left
Yright/left = Yo — (yb - yout)—-
out
Thus one of two formulas needs to be solved depending on which distance is shorter: If the distance
(@right/ieft, Yrighwieft) and (v, yp) is shorter (xp, yp) is kept constant and 7ighyiere is solved by:

Ti2nn - (yb - yinn)2 — (xb - xinn)2
Linn — xb)(xb - xout) + 2(Z/inn - yb)(yb - youl)

Tout Tout

Tright/left = 3 (24)

- 27"inn

which follows from Equation (23). However if the distance from (Zrighyieft; Yrighteft) t0 (Za, Ya) is shorter,
(@a, Ya) is kept constant and instead 7ghyier: is solved by:

r(%ut B (ya - yout)2 B ((Ea - fout)2
2(za — Tinn) (T2 — Tou) i 2(Ya — Yinn) (Ya — Your)

Tinn Tinn

Trightleft = (25)

2rou +

which follows from Equation (22).

Now that the outer boundary of the 2D linkage arm has been solved for it only remains to fill it with material
and insert two holes in the structure to finish the modeling approach. The resulting 2D model can be seen
in Figure 24.

0.3

0.1+

-0.1
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Figure 24: The linkage arm defined by Equations (22)—(25) in 2D

5.22 Maodelingin 3D

Now that the 2D model version of the linkage arm has been defined it is time to step into the more com-
plicated world of 3D linkage arms. As was stated earlier the selection of design variables should be able
to represent the current design of the linkage arm and therefore the parameter values from the linkage arm
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model data sheet will be used as an initial solution; for more details see [19]. In the simplest case the 3D
linkage arm has the same outer boundary as the 2D model in the xy-plane and is constructed in the same
manner. However, a more detailed 3D model varies in two aspects from a simple 3D version, where we
have given a constant height to the 2D model.

e There is extra thick material around the holes.

e An inner section has been removed.
The thickening around the holes is fairly simple to construct as it constitutes adding two thick circles

outside the respective holes in the linkage arm. The inner section is much more complex to construct and
is worth further discussion.
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Figure 25: Additional possible design parameters in 3D. zy-plan view

The inner section that is removed can be represented by 8 circles with different center points and radii. We
face the problem of differentiable boundaries again and therefore we use the smaller connecting circles to
secure differentiability. This leaves 3 new possible design variables for each of the 4 circles that can be
varied. However, the center points of the right (xy, yny) and left (xn, yn) end circles representing the inner
boundary are the same as the center points of the holes. We also decided to link the x-coordinates of the
upper, mgm, and lower, xfnn, inner boundary with the respective z-coordinates for the upper, z oy, and lower,
Zinn, outer boundary. This results in a total of 6 new design variables for the 3D version of the linkage arm:
yly and 7l for the circle representing the outer part of the inner boundary, y¢, and r2, representing the
lower part of the inner boundary ,r2"* the radius of the right circle and rg“* as the radius of the left circle,

see Figure 25.
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Figure 26: Cross sections showing the heights in different parts of the linkage arm

In Figure 26 the different heights of the linkage arm are demonstrated. Note that they are not used as design
variables. Now that we have seen the various possible design variables for the 3D linkage arm it is time to
define the various modeling approaches that have been tested.

Modeling approach 1in 3D

As was stated earlier the first approach uses a simple 3D model where the 2D version of the linkage arm
has been extended into 3D by giving it a constant height. In Figure 27 we can see this simplified version of

the linkage arm.
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Figure 27: A linkage arm with constant thickness in 3D

Running some tests on this simple 3D version, mainly for programming purposes, gave results that were
similar to the results for the 2D version, that is the resulting best linkage arm would have greater volume
then the initial one. Since there would not be a lot of information to gain from this model we soon decided

that it was time to increase the complexity of our model.
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Modeling approach 2 and 3in 3D

There are two model details in the linkage arm that we can use for our next model: the inner section and
the thickness around the holes. By hindsight it might have been more logical to implement one detail at a
time and study the results. However, here both the thicker circles around the holes and the inner section
removal defined earlier are implemented. There is still some freedom in selecting among the possible
design variables for the model, at least for the inner section. As was mentioned earlier we require that the
inner boundary is differentiable and thus we can not vary all the circles representing it for the same reasons
as were discussed in Section 5.2.1. When we have decided on design parameters for representing the inner
boundary it is still not trivial to connect the circles into a differentiable boundary. Two possible approaches
are:

e Modeling approach 2 in 3D: The first approach is similar to the one used for the outer boundary
of the 2D linkage arm. Starting with an initial center point for each of the 4 connecting circles
and their respective radius are then varied in order to fit the circles into a differentiable boundary
representation using the same methods as were stated in more detail earlier in Section 5.2.1. Using
this approach results in a different radius for each of the 4 connecting circles but the center points of
the circles are kept at a close to constant position.

e Modeling approach 3 in 3D: In the second approach we keep a constant radius of » = 8mm on
each of the 4 connecting circles. We find the center point of each circle by varying the radius of the
respective inner boundary design circle by this fixed constant radius. The center point will be at the
intersection of the 2 varied design circles and differentiability is secured at the connection points.
Thus in this approach the center points of the connecting circles move freely but the radius is fixed.
If we are not able to connect the design circles with a circle of fixed radius we return a penalty on
the objective function; see Section 4.1.4.

Both approaches result in a linkage arm that resembles the original linkage arm for the given initial design
variables and for comparison one can look at Figure 28. However, as will be shown in Section 7, the max-
imum stress is higher for the initial solution in the second approach which results in a better improvement
of the objective value for that approach. Both approaches were implemented and tested and results are
presented in Section 7.

Figure 28: The linkage arm resulting from modeling approach 2 (blue) and 3 (red) in 3D with the initial
values on the design variables
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M odeling approach 4 in 3D

When boundary conditions were applied to the linkage arm resulting from modeling approach 2 the re-
sults would show a very high stress concentration on the topmost edge of the inner holes (see Figure 29).
Motivated by an article on reducing stress concentration by Pedersen and Laursen (see [10]) we decided
to increase the complexity of the 3D model further by smoothing the edges of the inner boundary by
transforming them into the shape of an ellipse, hoping to relieve these high stress concentrations. This
smoothing of the inner boundary was implemented in Femlab by revolving an elliptic curve along the cir-
cular path of the inner boundary. The parameters used were the ones suggested in the above article and no
tests were made as to determining the optimal elliptic slope.

Figure 29: The resulting stress concentration in the linkage arm created by modeling approach 2. Note
high stress on edges

The new linkage arm can be seen in Figure 30. This smoothing of the inner boundary increases the resem-
blance with the linkage arm in the test papers from Atlas Copco (see [16]) even if the data sheet does not
clearly imply any smoothing of edges.

Figure 30: Linkage arm in 3D with an elliptic inner boundary (red)
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It is hard to conclude whether this model relieved the stress concentration on the edges since this detailed
model lead to problems with meshing in Femlab. Normal mesh parameter settings resulted in mesh with
high stress concentrations in various places inside the elliptic boundary. In order to prevent this one needs to
increase the resolution of the mesh elements to improve their quality which results in an increased number
of mesh elements. The additional mesh elements needed in order to be able to evaluate the stresses in
this modeling approach increase the amount of memory allocation required for the FEM-solvers in Femlab
and here this results in an out of memory error when LU-factorizing the solution matrix. We tried using
various FEM-solvers but we had no luck converging to a solution. We also tried meshing with different
parameters but we were not able to get a satisfying result with the different meshing approaches. Thus we
are not able to solve for this type of linkage arm in Femlab since we were unsuccessful in making the mesh
accurate enough to get a decent solution. We therefore decided to wait with further tests on this model until
equipped with better computational power and we are forced to remove some details from our model.

Modeling approach 5and 6in 3D

The problem with a high stress concentration on the inner boundary edges remains. Now that it is clear that
smoother edges can not help to solve the problem another approach is needed. Instead of making the inner
edges curved one can make the inner section which is removed smaller by increasing the radii of the right
and left circles defining the boundary. This approach manages to relieve the edges of the design from high
stress concentration and at the same time it resolves a model implementation problem in Femlab which has
to do with limited ability in constructing two curved objects that are too close in space. This simplification
can be implemented in both modeling approaches 2 and 3 which results in two new modeling approaches, 5
and 6, respectively. Other details are the same as in modeling approaches 2 and 3 discussed earlier. Results
for each approach will be presented in Section 7. The difference is that instead of using rg“¢ and ! as
control parameters for the edges of the inner boundary we add a constant 3mm to each radii.

Figure 31: Linkage arm in 3D with smaller inner section removed

5.3 Boundary Conditions
5.3.1 Boundary Conditionsin 2D

When the linkage arm model has been constructed the next step is to apply boundary forces to the 2D
structure in order to calculate the desired maximum stress objective function. When defining the boundary
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conditions for the linkage arm we have emphasized two things. First we want the boundary conditions to
give symmetric stress concentrations for symmetric objects. Second we want to be able to imitate the real
loading of the linkage arm as well as possible and as a motivation we look at Figure 1 for comparison. We
start with a simple approach and gradually increase the complexity in order to fulfill the goals we have set
forth.

Boundary Conditions1in 2D

This first approach is based on a typical steel plate example which will be discussed in Section 6.1 where
parts of the structure are fixed in place while other parts are subject to applied loading. In Figure 32 we
illustrate these first boundary conditions where a longitudinal inward force is applied along the inner right
segment of the left hole while we hold the inner left edge segment of the right hole fixed in place.

Figure 32: Pushing the left hole while holding the right hole fixed in place.

As we are still working in 2D we can not compare the resulting stress concentration to the 3D case except
in a limited way. However we can study the symmetry of this approach for symmetric objects. As can
be seen by looking at Figure 33 this approach does not give a symmetric stress solution for a symmetric
object. An improvement in the boundary conditions is needed and we keep on working in 2D as that gives
a more intuitive understanding then more complex models in 3D would.

Figure 33: Resulting stress distribution when applying Boundary Condition 1 to a symmetric object.
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Boundary Conditions2in 2D

In order to improve the symmetry in the solution we study the stress concentration for the previous ap-
proach. It can be seen in Figure 33 that the stress concentration is higher around the hole where force is
applied than in the hole that is kept fixed, excluding the two points there were the boundary conditions
are relaxed, where we have very high stress peaks. In order to remove these two stress peaks and increase
the symmetry we decided that we would now apply equal longitudinal inward forces on the inside of both
holes instead of keeping one hole fixed in place. This approach is illustrated in Figure 34.
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Figure 34: Pushing left hole and right hole with equal forces

The effects that these boundary conditions had was that the stress concentration was much better for a
symmetric object as can be seen on the image to the left in Figure 34. However a new problem is introduced.
Since the linkage arm is not symmetric in the xy-plane, that is, the left and right halves are not identical,
we get numerically unstable solutions when applying boundary condition 2 to a non-symmetric object; see
the right image in Figure 35. This resulting instability might be explained by the fact that the linkage arm
no longer has a fixed position in space and thus results in some sort of blurring of the stresses in the linkage
arm as it starts to move, making the stress evaluation unreliable. We thus need a new approach which uses
the progress we made in ensuring symmetry while at the same time prevents the linkage arm from moving
in space.

Figure 35: Results when pushing left hole and right hole with equal forces
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Boundary Conditions3in 2D

Here the basic idea of applying forces to both holes is still used. Now in order to fix the linkage arm
in place we need to introduce displacements into the boundary conditions. Instead of pushing inside the
right hole with the same force as is in the left hole which resulted in an unstable solution we now look
at the displacements, u, on the edge of the right hole. To prevent it from moving we push against the
displacement of the edge with a force F' = —ku, where k is very high. This approach can be visualized in
the same manner as before in Figure 34.

Figure 36: Results when pushing right hole with a proportional force

As can be seen in Figure 36 using boundary conditions 3 in 2D gives good symmetry in the stress concentra-
tion for symmetric objects while at the same time ensuring numerically stable solutions for non-symmetric
objects. The linkage arm does not move as much as before and we do not get the blurred stress solution
we got earlier. Thus with improved boundary conditions we are now able to move on to 3D where we will
further explore the quality of the boundary conditions and add the requirements set forth earlier of imitating
the real loading as well as possible.

5.3.2 Boundary Conditionsin 3D
Boundary Conditions1in 3D

When applying the boundary conditions in 3D we used our experience from the 2D simulations and started
with the approach that showed the best performance, that is, boundary conditions 3. However, after running
some tests with this approach we realized a complication:

e We do not know in advance the magnitude of the force which is applied to the right hole as it is
proportional to the displacement, u,, which changes as the shape of the linkage arm varies.

We are thus not guaranteed that we are applying the same amount of force in every iteration which in
turn might affect the resulting maximum stress in every iteration.It also limits the ability of simulating the
true boundary conditions. Some sort of penalty function might have helped here but we did not take that
approach. In order to implement satisfying boundary conditions we now focused on the true loading of
the linkage arm and try to find an approach which would increase the resemblance while at the same time
using the experience from previous boundary conditions.

Boundary Conditions2in 3D
The linkage arm we are researching is intended for use in a vehicle where its purpose is to move power

from the chassis and to the tires. This means that the linkage arm will have two cylindrical objects placed
inside each of its holes. These cylinders will then move in a longitudinal direction introducing forces
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Figure 37: Loading with cylinder approach for forces

inside the linkage arm which carries them on to the other cylinder. We keep these settings in mind when
we implement the final version of our boundary conditions. Instead of pushing directly on the linkage arm
itself we place cylinders inside each of the holes in the linkage arm and apply a force on the cylinder inside
the left hole while at the same time keeping the other cylinder in the right hole fixed in place, see Figure 37.
We then use weakly formulated boundary conditions to force the boundary inside the holes of the linkage
arm to move in the exact same way as the boundary of the respective cylinder. This gives good symmetry
results and in our opinion is the best approach in imitating the true loading of the linkage arm.

5.4 Topology optimization modeling

Figure 38 displays the boundary conditions used in our TO runs. This approach was previously defined
as boundary condition 1, described in Section 5.3.1. We were unable to use more sophisticated boundary
conditions in our topology optimization program, as the software seemed not able to deal with more than
one object at a time. The red color in Figure 38 illustrates points which have prescribed displacements,
in our case these nodes are not allowed to move. The blue color illustrates points which have prescribed
forces. The upper image shows how we model the inward force approach and the lower image shows how
we model the outward force approach. We use the same approach in the 2D and 3D calculations.

O O

Figure 38: Boundary approach. Upper image: Push. Lower image: Pull.
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In Figure 38 an obstacle has also been put on the figure, where material is not allowed in the final design
of the linkage arm. Since we had no information on how this obstacle should looks in reality, we decided
to let it take the form of a circle. The upper horizontal tangent of the circle lies through the center points of
the linkage arm. Moreover, the vertical tangents also go through the two centers of the linkage arm circles.

We wanted to investigate the effects on the structure of the linkage arm, by changing the parameters of
the penalty function and the filter radius, defined in Section 4.4. Since runs in the 3D version of TO++
(see Section 6.5) took considerably longer to perform than in the 2D version, we made most runs in 2D.
Another reason was that despite some effort, we were unable to import solutions from the 3D version into
Femlab for visualization. In 3D, we made some experiments by changing the allowed volume, as allowing
the same volume as the original linkage arm gave a solution, which was very far from the original linkage
arm. The results of these experiments are shown in Section 7.2.

The size of the two holes and the prescribed material can be found in Section 5.1. Other parameters which
we used in our runs are included in Table 2.

Description of parameter || Value
Allowed width of box || 0.7 m
Allowed height of box || 0.26 m
Allowed thickness (for 3D runs only) | 0.0294 m
Position of the center of the left hole || (0.119 m,0.1 m)
Position of the center of the right hole || (0.581 m,0.1 m)
Position of the center of the obstacle || (0.350 m,-0.131 m)
Mesh size || 0.002 m
Minimum allowed density || 1-107°

Table 2: Some additional parameters for the topological optimization models

In the 3D approach we add thickness to the prescribed circles, and expand the boundary condition in a
natural way to 3D.

About our objective functionin TO

In our runs we used the software program TO++, which we describe in more detail in Section 6.5. The
program has several implemented solvers for various objective functions, but unfortunately our objective
function was not implemented. We decided to use another related objective function instead, namely to
minimize the compliance (see Section 6.4). The original idea was to use the solution provided as a starting
solution later for our objective. We were however not able to make use of this idea.
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6 Programs

6.1 Matlab and Femlab/Comsol Multiphysics

Matlab is a well known and versatile programming language used in various fields within the academic
world and in the industry. Matlab is generally criticized for being slow compared to programs such as
C++, but as its syntax is simple it is often a good starting point when getting acquainted with mathematical
problems.

The most vital tool we used in the work of this thesis was Comsol Multiphysics, also known as Femlab,
which is a Matlab oriented programming language. Matlab and Femlab are user friendly and easy to use,
making them popular choices for solving various problems. The software has a graphical interface, and is
well documented.

The authors had good knowledge of Matlab before the work of this thesis started, but had no experience
with Femlab. It is useful when solving PDE:s numerically. Below we give an example of how Femlab
can be used. We will look at a simple example of a steel plate with some boundary conditions, how it is
constructed and how one performs the numerical calculations. This simple example highlights the greatest
drawback of our objective function, the minimization of the maximum stress. Figure 39 shows eight images
of a steel plate in Femlab, in various forms. We will now discuss these images:

1. The first image shows a 2D plate which has been constructed in Femlab.

2. The second image (the right of the first one) shows how we have defined some boundary conditions.
We keep the two lines in the bottom left hand corner of the steel plate fixed, and apply a load on the
curved boundary on the upper right half.

3. The next figure displays the mesh obtained when Delauny’s triangularization algorithm (see Sec-
tion 3) is applied using the default parameters. This mesh is then used for numerical calculations.

4. The next figure illustrates how the stress in the steel plate looks like with the boundary conditions
described earlier. The maximum stress is calculated to be 84 Pa.

5. Here, we see another solution, when we have increased the number of elements by a factor four. The
maximum stress is now calculated to be 113 Pa.

6. Now we have increased the number of elements again, and this time the maximum stress is calculated
to be 129 Pa.

7. Here we use a very fine mesh and now the maximum stress is as high as 212 Pa.

8. In the final image, a 3D perspective of the solution is displayed. We can see that there is a great spike
where the maximum stress is calculated.

The example above illustrates how sensitive our objective function is to the implemented boundary condi-
tions. If we had unlimited computer power and could use arbitrarily many elements for our calculation in
Femlab, the maximum stress calculated would tend to infinity. In reality this does not happen. The model
we implemented Femlab is too simple for the objective function of minimizing the maximum stress, and
a more advanced mechanical model should be introduced in order to model the plasticity of that would
occur. For other objective functions, like minimizing the compliance (see Section 6.4), the results are not
as dependent on physical approximations as for the maximum stress objective.
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6.2 NEWUOA

For the shape optimization problem the Fortran optimization solver NEWUOA, see [12], was recommended
by our supervisors. NEWUOA uses a trust region method to find a local minimum of a function ' : R” —
R and the algorithm has been tested on various test problems by its inventor. He has concluded that it
gives good performance for as many as 160 variables. It is provided for use in unconstrained optimization
and forms a quadratic model @ of F' by interpolation, thereby avoiding gradient calculations altogether.
Defining all parameters of a quadratic model would require:

(N+1)(N+2)
2

interpolation conditions for NV variables. The NEWUOA algorithm uses only 2N + 1 interpolation points
for the model @) and for the remaining freedom it uses a minimum Frobenius norm updating procedure
where it minimizes the change to the second derivative matrix of the model (). This approach is more
efficient for large IV since the amount of computations required in each iteration has been heavily reduced.

NPT = (26)

As NEWUOA is an unconstrained optimization algorithm all constraints for the specific problem need to
be implemented into the objective function subroutine. NEWUOA allows the vector of design variables,
X, to take on any value as long as x € R"™. Since NEWUOA works in an iterative fashion it requires that
the objective function subroutine returns an objective value in each iteration. Thus, if we want to constrain
our problem to specific values of the design parameters we need to implement these boundaries inside the
algorithm. Our design of the linkage arm requires that certain design parameters lie in a specific interval
since allowing the parameters to vary freely would lead to many infeasible designs which in turn would
leave us with a worse description of the objective function. Therefore we decided to implement upper and
lower bounds on the design parameters by means of a penalty function; see Section 4.1.4 for more details.

Having constrained all design variables by upper and lower boundaries still does not guarantee feasible
solutions for the linkage arm. Thus, in each iteration we need to check the validity of the design parameters
supplied from each model update in the NEWUOA algorithm and return a penalty if the unfeasible solution
domain is entered. Additional model constraints such as volume constraints etc. need also be implemented
by means of a penalty function in the subroutine that calculates the objective.

The original Fortran code for NEWUOA assumes that a subroutine is provided. This subroutine called
CALFUN(N,X,F), takes as input the number NV, of design parameters and their values, X. It returns the
corresponding objective value, F', which is then used to increase the accuracy of the model Q.

As our modeling of the linkage arm requires more sophisticated methods for the function evaluation than
what can be easily implemented in a Fortran subroutine, such as boundary conditions and weak formu-
lation, we needed to write an interface between the Fortran program and the actual objective function
evaluation which is implemented in Femlab. The mex capabilities of Matlab allow the communication
between Fortran and Femlab.

6.2.1 Parameters

The NEWUOA implementation has some important parameters that can be set and modified according to
the problem at hand. These parameters are:

e N: The number of design variables in the optimization. N > 2 is required.

e NPT: The number of interpolation conditions to be used in the interpolation ) of the the objective
function F. N + 2 < NPT < WHUIE) 5 required.

e RHOBEG: The initial value of the trust region radius. The suggested value is about one tenth of the
greatest expected change in a design variable from its starting point.
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e RHOEND: The final value of the trust region radius which should indicate the accuracy that is required
in the final values of the variables.

o MAXFUN: An upper bound on the allowed number of function calls during the iteration process.

In addition to the parameters specific to NEWUOA there are parameters that need to be set to implement
the constraints which apply in the specific problem. For our problem these parameters include a vector of
initial values of the design variables, one vector representing the upper bound for the design parameters and
another vector indicating the lower bound for the design parameters, a parameter for the maximal allowed
volume of the design as well as some additional parameters for the penalty implementation.

6.3 MultiOb

The MultiOb evolution algorithm is written in C++ and is intended for use in multiobjective optimization;
for further detail see [3]. It assumes constraints in the form of upper and lower bounds on the design
variables, x € R™. The user needs to supply the boundary constraints for the design variables, x, as
well as the objective function, f. Like NEWUOA the MultiOb algorithm does not use any information
from the objective function other than the objective value and regards it as coming from a black box. For
optimization purposes the MultiOb algorithm uses evolution strategies; see Section 6.3.1.

The original C++ code for MultiOb requires one to provide all necessary objective function calculations in
a subroutine:

eval (doubl e* objs, doubl e* paraneters, problent currentproblem

The subroutine takes as input pointers to the current objective (0bj S), design parameter values (par anet er)
and the problem instance being solved (cur r ent pr obl em). The MultiOb algorithm requires that this
subroutine performs calculations on the design parameters and returns the objective values in the correct
pointer address. Since our objective function is implemented in Femlab we need to find a way for the
C++ algorithm to communicate with Femlab. Again this has been solved by using the mex capabilities of
Matlab. Here we are however no longer able to call the algorithm from Matlab and instead we need to call
Matlab from the C++ code. Again we need to make some modifications to the optimization algorithm and
add a few new parameters.

We mentioned earlier that MultiOb uses evolution strategies for the optimization. We give a brief introduc-
tion to the concept based mainly on [5] and [6].

6.3.1 Evolutionary strategies

. Evolution strategies are optimization methods which are based on the ideas of evolution and adaptation.
The process is started by creating a set of y random feasible solutions to the optimization problem. This
set of random solutions represent a population which is also a first generation of parents.

The design variables of parent solutions are then used to create A offspring solutions. During the repro-
duction of an offspring random errors are allowed. These errors are called mutations and are performed by
adding a random value with a Gaussian distribution to each of the design variables from the parent solution.
To increase the variation in offspring solutions further, some of the offspring solutions exchange design pa-
rameter values in a process called recombination. All resulting offspring solutions are then evaluated and
the best solutions are chosen as parents for the next iteration/generation. When selecting the best solutions
for the next generation there are two methods available:

e In comma strategies, (’,’), parents live one generation only. Possibly more than \ offspring have to
be generated to ensure a constant population size of p feasible alternatives.

o In plus strategies, (’+’), parents can live more than one generation if fitter than their offspring.
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The process is iterated until we reach a stop criterion such as maximum generations.

The process of selecting the best individuals for each generation is more complicated in multiobjective
evolution strategies since there are more than one objective to look at. However the author of the MultiOb
algorithm has tested the algorithm on various test problems with good results. Diversification, that is
introducing worse solutions as parents in the next generation, can be used in order to increase the variety
in a population.

6.3.2 Parameters

The MultiOb algorithm has some important parameters that can be set and modified according to the
problem at hand. These parameters are:

e Vi ni t: Vector of initial values for design parameters

e Vi nf : Vector of lower boundaries for design variables

e vsup: Vector of upper boundaries for design variables

e Nno_par anet er s: Number of design variables

e no_obj ecti ves: Number of objectives in optimization problem

e no_gener at i ons: How many generations to create

e no_obj ecti ves: Numbers of objectives in the optimization problem

e pop_si ze: Size of population (parameter mu in evolution strategies)

e no_of f spri ng: Number of offspring to create, (parameter lambda in evolution strategies)
e strat _type: Type of strategy to use, (comma or plus strategy as in evolution strategies)
e opt _t ype: Type of optimization, (min: ’-’,max ’+°)

e p_mut : Mutation value for each of the design variables

e p_nut _par anet er s: Possible to mutate each design variable in a different way

e p_r ec: The probability for recombination of offspring

e p_rec2: The probability for exchange of each design variable in case we recombine

e sel ect _obj ecti ve: parameter for multiobjective selection, a value > 0 indicates the selected
criterion, (-1 = domgrade2; -2 = weighting objectives)
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6.4 A 991ineTO code used to solve a classic example: The cantilever beam

In [15] a 99 line topology optimization code written in Matlab is given, which is used to find a structure
of a cantilever beam so that its compliance is minimized. The minimum compliance problem is equivalent
to maximizing the global stiffness of a structure and thus it is highly related to the minimization of the
maximum stress. Minimizing the compliance of a structure results in an objective function which is both
differentiable and convex, so it is a much easier problem to solve than the objective function we want to
solve for the linkage arm. To be more precise, the minimum compliance problem can be stated as follows

min fTu,
subject to

Ku="f,

V <W,
and

27)

zog < 2, <1 forall elements e,

where z( is a number very close to, but greater than zero. We denote by x. the density of an element,
e, where . = 0 means no density, and x. = 1 means full density. The reason for not allowing x. to
take zero values has to be accounted for, since otherwise a solution cannot be guaranteed and optimization
algorithms experience numerical problems. The volume constraint, Vp, is a number less than or equal to the
volume of the design domain, and V' = ) .V (z.), where V' (z.) is the volume of element e. K = K(x)
is the stiffness matrix and f is the load vector, defined in Section 3.

The formulation stated in equation (27) is a special case of the general structural optimization problem
stated in equation (20), where the total potential energy is given with

1
II(u) = §uTKu —fTu
in this case. By taking the derivative of 6.4 we get the equation criteria stated in equation (27).

Finding a structure, such that its maximum stress is minimized is in fact a neither convex nor differentiable
optimization problem.

It is easy to modify the 99 line program for it to solve many other topological problems. In the article [15]
many interesting 2 dimensional problems are stated and solved. The program is available online [15] and
is an elegant starting point for those who are not familiar with the concept. To run the program, one simply

types

t op( nel x, nel y, vol frac, penal , rm n)
in Matlab, where

1. nel x is the width of the design square,
nel y is the height of the design square,
vol f rac is the allowed fraction of filled material,

penal is the penalty power p in the first line in equation (21),

A

r m n is the filter radius divided by the mesh size.

A schematic figure of the cantilever beam is shown in Figure 40.

The default input parameters are as follows:
top(60, 20,0.5, 3,1.5).

The result of the program is shown in Figure 42
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Figure 40: A cantilever beam: Initial solution, z. = 0.5 for all elements

F

Figure 41: A cantilever beam: Meshing 60x20

Changing parametersfor the cantilever beam

Figures 43-50 show solutions for the cantilever beam where the parameters have been varied in several
ways. Most parameters are kept fixed in every figure, while we show the effect of changing one at a time.
We next discuss in more detail the parameter settings used in the following figures.

1. In Figures 43 and 44 we have changed the mesh size. In Figure 43 we have a coarser mesh and in
Figure 44 we have a finer mesh. As we can see we get an entirely new topology for the finer mesh.

2. In Figures 45 and 46 we have varied the filter radius. In Figure 45 we have filter radius equal to 1,
and then we clearly see the checkerboard effect. In Figure 46 we have increased the filter radius and
there we can see that the solution is not nearly as sharp as in the original solution.

3. In Figures 47 and in Figure 48 we have changed the allowed amount of volume. In Figure 47 we
have less allowed volume (25%) and in Figure 48 we have more allowed volume (60%). As can be
seen the topology is dependent on the allowed volume.

4. In Figures 49 and in Figure 50 we have changed the penalty parameters. In Figure 49 we have smaller
penalty parameters which results in a higher amount of intermediate values and in Figure 50 we have
a higher penalty parameter which results in a lower amount of intermediate values.
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Figure 42: Solution for the minimum compliance of a cantilever beam obtained using a mesh of size 60x20
(nel x = 60, nel y = 20), 50% allowed volume (vol f r ac = 0.5), penalty parameter 3 (penal = 3) and
filter radius (divided by the mesh size) is 1.5 (r mi n = 1.5). In Matlab: t op( 60, 20, 0. 5, 3.0, 1. 5)

N

Figure Decreased  mesh  size Figure  44: Increased  mesh  size
(nel x = 30 ,hely = 10) (nel x =120,nely =40)

Figure 45: No filtering (rmi n = 1) Figure 46: Higher filter radius (r mi n=15)
Figure 47: Decreased allowed volume fraction Figure 48: Increased allowed volume fraction
(vol frac = 0.25) (vol frac = 0.6)

Figure 49: Lower penalty parameter Figure 50: Higher penalty parameter
(penal = 2) (penal = 5)
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In general there always exist some intermediate design values in our solution and one needs to decide
how one goes from the discrete solution displayed in Figure 42 to a continuous solution which can be
manufactured. One approach is to approximate the elements to their nearest integer (0 or 1, that is) and
then fit smooth curves to the boundaries. We will not do this for the cantilever beam, but this is done for
the linkage arm in Section 5.

It is not possible to say that the solution displayed in Figure 42 is the optimal solution to the cantilever
beam problem. We have seen that changing the parameters has a great effect on the final solution. It is
generally problem dependent how one should choose the parameters in order to get a good approximation
of a design that is easy to manufacture.

6.5 TO++

In order to try to solve the problem of minimizing the maximum stress of a linkage arm using topology
optimization, it was suggested to use a software, called TO++. In the manual this program is described in
the following way:

TO++ is an object oriented computer code written in C++ aiming at solving continuum mechanical topol-
ogy optimization problems . . .]. The program consists basically of a finite element part and an optimization
part. These two parts can be combined with the purpose to solve topology optimization problems but can
also be used individually to solve other types of problems.

TO++ is far more advanced than the 99 line Matlab program described in Section 6.4. It has much more
advanced optimization packages, including MMA [18]. It is far more difficult to use, and it always needs a
quite amount of programming for every problem. No graphical interface is available. In this section a brief
description is given how TO++ works from the user’s point of view.

TO++ is constructed to solve 2D topological optimization problems. It is written in C++ by PhD Thomas
Borrvall. A 3D version is also available, but it has less features and is more demanding for the user. The
3D version which was used in this project was able to solve the minimum compliance problem.

Despite discovering that the 2D version didn’t have a solver to minimize the maximum stress, it was decided
to spend a considerable amount of time preparing files for both the 2D and the 3D version of the program.
Approximating boundary conditions, defined as boundary condition 1 in Section 5.3.1, were used despite
knowing their weaknesses, as we were unable to model anything more appropriate. The idea was that the
solution could later be used as an initial solution for a more sophisticated software, or to get some ideas of
how to construct a new type of shape optimization problem. Minimizing the compliance is highly related
to minimize the maximum stress. For more details on the compliance problem, see Section 6.4.

6.5.1 Design domainsand making objects

In TO++ one works with a design domain, denoted by €2, which is divided in three disjoint sets
Q= Qvarying U Qmaterial U Qrigida

where
Qvarying N Qmaterial = Qmalerial N Qrigid = Qrigid N QVarying = @

When defining objects it is convenient to use a different notation, namely
Q= Qvarying U Qmaterial U Qvoia U Qrigida
where
Qigia = Quigia
Qmaterial = Qmateria \{ Qrigia U Qvoia }
Qvarying = Qvarying \{ Qrigia U Qvoid U Qumaterian } -
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6.5.2 Constructing a piece - an example

Figure 51 is an example how one constructs an object in the 2D version of TO++.

Below is an example which describes how a simple piece can be structured in the 2D version of TO++.
The table below corresponds to the images in Figure 51. A pseudo code of how TO++ works is also given
in the appendix.

Add varying regions Add prescribed material regions
1. Add left triangle 1. Add left circle
2. Add right triangle 2. Add right circle
3. Add rectangle 3. Add top circle
4. Add rectangle
Add a void region Add rigid regions
1. Add top circle 1. Add left circle
2. Add right circle
50x50 mesh is chosen Elements are created - approximation

5

Figure 51: Making a piece
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6.5.3 FE-solversand the Methods of Moving Asymptotes (MMA)

As stated before, several FE-solvers are found in TO++ and also several optimization algorithms. The
discussion about these solvers and algorithms are omitted in this thesis. However, we want to mention one
of the optimization algorithms, namely the Methods of Moving Asymptotes (MMA) [18]. This algorithm
is the one which is used in both the 2D and the 3D version of TO++. The FE-solver used is the conjugate
gradient method for symmetric and positive definite systems.

6.5.4 Going from TO++ to Femlab

TO++ only outputs the final structure for an implemented model. It is of interest to see how the stress
is distributed in the final design. We were able to implement a procedure for doing this in 2D, but had
difficulties with the 3D designs. In Figure 52 we show how a solution from TO++ is manipulated in order
to obtain a structure which can be used in Femlab. The first image in Figure 52 shows a solution from
one of our 2D runs from TO++. Details will be omitted here but are presented in Section 7.2. We start by
making the figure purely black-and-white, by approximating the density values with zero or one. This is
shown in the second image in Figure 52. Then we run a boundary algorithm in order to obtain the boundary
of the structure, and the result is shown in the third image. As we were unhappy with the smoothness of
the boundary, we applied some smoothing to it, obtaining the structure shown in the fourth image. This
structure contains 14 different objects which can be put into Femlab for calculation. The result of this
particular example is shown in Section 7.2.
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Figure 52: Going from TO++ to Femlab
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7 Results

Here we will present our main results. We start by some results obtained using shape optimization, then
present results using topology optimization, and end by showing results for an improved shape optimization
model.

7.1 Shape optimization results
7.1.1 Results2D

For the 2D model of the linkage arm we have selected N = 6 design variables which we feed into
NEWUOA and MultiOb. These design variables, displayed in Figure 21, are:

® 1, the x-coordinate of the circle representing the outer boundary,
® Y,ut, the y-coordinate of the circle representing the outer boundary,
® 7,4, the radius of the circle representing the outer boundary,
® .., the x-coordinate of the circle representing the inner boundary,
® Yinn, the y-coordinate of the circle representing the inner boundary,
® 7inn, the radius of the circle representing the inner boundary.
We start by supplying the initial parameter values of the linkage arm from the model data sheet [19]. Since

we do not want to produce too many infeasible linkage arms we define boundary constraints for the design
variables which limit the variation in each design variable to about +10%:

Design variable | Initial value | Lower bound | Upper bound
Tout 0.238 0.218 0.258
Yout -0.225 -0.245 -0.205
Tout 0.380 0.350 0.410
Tinn 0.222 0.202 0.242
Yinn -0.327 -0.357 -0.297
Tinn 0.343 0.313 0.373

Table 3: Initial values for the linkage arm design variables

For NEWUOA we normalize all design variables so that they are O when at their lower bound and 1 at
their upper bound. All variables have 0.5 as a starting value and we use a trust region radius 0.2 with a
final accuracy 10~°, which is smaller than required. We create the quadratic model ) by interpolating the
objective function in 2N + 1 = 13 points and we allow NEWUOA to run a maximum of 150 function
calculations.

For MultiOb we do not normalize the variables but create an initial population of 50 random solutions. In
each iteration we create 20 new offspring and we select the next generation as the 50 solutions with the
lowest objective values from both the parent and offspring solutions. The mutation change in an offspring
design variable is in the range from 0 to 0.1 in each iteration. There is a 10% chance that two offspring
solutions are recombined in each generation and if two offsprings are recombined there is a 25% chance for
each design variable to be exchanged. There is, in general, no obvious relationship between the parameter
values and the solution quality except that an increasing population size and an increasing number of
generations will improve the quality while at the same time increasing the computational effort. Here we
have used parameter values that gave good results within a given time frame.
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We apply the boundary conditions 3 in 2D from Section 5.3.1 and run both algorithms with penalties for in-
feasible solutions only, that is, for inconstructable linkage arms. The penalty implementation is discussed
in Section 4.1.4. The resulting linkage arm along with three intermediate solutions is shown in Figure 53,
for NEWUOA. The stress concentration for the best solution is plotted twice for NEWUOA, first at a scale
that represents the maximum stress in dark red and minimum stress in dark blue and then we change the
scale so that dark red is the maximum stress in the initial linkage arm. This is done to emphasize that even
though the best solutions for the following iterations are often dark red we need to look at the stress in
perspective. In Figure 54 we see the linkage arm which has the minimum maximal stress for an inward
force in the MultiOb iteration.

nnnnnnnnnnnnnnnnnnn 2] Sutuce:von Mises svess [Nim2) Sutace:von Msessvess 2]

Figure 53: Results for NEWUOA when minimizing the maximum stress using the boundary conditions 3
in 2D with an inward force applied. No volume penalty is applied as can be seen by the size of the resulting
linkage arm. The last image has the same color scale as the first one.

Both NEWUOA and MultiOb return design variable solutions that result in a lower value of the objective
compared to the initial design. If we do not implement a penalty for the volume restriction, both algorithms
will return solutions that have increased the total volume of the linkage arm.

Surface: von Mises stress [Nim"2]

L L L L L L 1
01 0 01 02 03 04 05 06
Max stress is F =98.2475 Vol =0.092628

Figure 54: Results for MultiOb when minimizing the maximum stress using the boundary conditions 3

in 2D with an inward force applied. No volume penalty is implemented. The resulting linkage arm has
increased in volume compared to the initial solution.
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Surface: von Mises stress [NIm"2]

L L L L 1
0.1 o 01 02 03 04 05 06
Max stress is F =207.8552 Vol =0.069593

Figure 55: Results for NEWUOA when minimizing the maximum stress using the boundary conditions 3
in 2D with an inward force applied. A volume constraint is implemented by means of a penalty function.

Next we add a volume constraint, that the volume of the initial design should not be exceeded, to the
problem and iterate again with both algorithms. The resulting linkage arm is shown in Figure 55 for
NEWUOA and in Figure 56 for MultiOb. We do not show intermediate results.

Surface: von Mises stress [NIm"2]

L L L L 1
0.1 0 01 02 03 04 05 06
Max stress is F =148.5079 Vol =0.069033

Figure 56: Results for MultiOb when minimizing the maximum stress using the boundary conditions 3 in
2D with an inward force applied. A volume constraint is implemented by means of a penalty function.

Even with a volume restriction still both algorithms are able to decrease the maximum stress. NEWUOA is
not quite as efficient as MultiOb and returns a 1.1% decrease in the objective value which could be a local
minimum. MultiOb does a lot better with a 29.4% decrease in the maximum stress value. These results
represent only one implementation parameter setting in both algorithms and it would be interesting to vary
the parameters to see if we are able to obtain a better solution. Further, for MultOb it would be of interest
to optimize for pulling as well as pushing in order to utilize the multiobjective capabilities of the algorithm.

7.1.2 Results3D

We start by looking at the solutions for modeling approach 1, discussed in Section 5.2.2. In the iteration
stage of this modeling approach, 10 design variables are allowed to change in each iteration in NEWUOA.
The model is subject to the boundary conditions 1 in 3D which are explained in detail in Section 5.3.2. In
Figure 57 we see the resulting linkage arm as well as some intermediate iteration results in NEWUOA. We
display the intermediate results here as well since these let us to doubt the boundary conditions.

After reformulating the boundary conditions we look at results from modeling approach 2 in 3D which are
explained in Section 5.2.2. We use 10 design variables and apply boundary conditions 2 in 3D which are
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Figure 57: Results for NEWUOA using the proportional force approach represented in boundary conditions
1 in 3D (Section 5.3.2). The resulting best linkage arm has an increased volume and it is interesting to see
how the stress concentration moves as the shape changes

discussed in further detail in Section 5.3.2. We start by minimizing the maximum stress when applying an
inward force on the cylinder and then we run another test where we minimize the maximum stress while
applying an outward force on the cylinder. For both optimization approaches we display the best linkage
arm and its stress concentration for both pulling and pushing regardless of the objective value. In Figure 58
we can see the resulting linkage arm when optimized for pushing and in Figure 59 we see the stress
concentration in the same linkage arm with a pull force applied. There is no volume restriction applied
and the resulting linkage arm has increased in volume by making the inner section that is removed smaller.
The final values of the design variables can be seen in Table 4 where the initial values are normalized with
value 0.5.

Since we did not manage to decrease the maximum stress in the linkage arm when applying an outward
force, we run another iteration with the same model in NEWUOA, but now we optimize for the pull
approach. There is still no restriction on the volume of the final design and again we plot the resulting
stress concentration for both outward force and inward force approaches. In Figure 61 we can see the
resulting linkage arm when optimized for pushing and in Figure 60 we see the stress concentration in the
same linkage arm with a pull force applied. The final values of the design variables can be seen in Table 5
where the initial values are normalized with value 0.5.

The final values of the design variables in Tables 4-5 are rather close to the initial values. In each iteration
only one design variable has changed significantly and the best linkage arm had less volume than the initial
design in one case. We decided to wait a little longer with implementing the volume constraints and ran
two more tests now hoping to decrease the objective value by adding the radius of the thickening to the set
of design variables resulting in a total of 12 variables; see Section 5.2.2 for possible design variables.

In Figures 62—-65 the resulting linkage arm and stress concentrations for both inward and outward force
applications are shown. Tables 6—7 show the final values of the 12 design parameters. We noticed that the
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resulting design parameters in the best solutions for 12 design variables are similar to the solutions for 10
design variables. We decided that the modeling approach 5 in 3D, which was used in these iterations, was
too limiting for the design and thus we implemented a new approach, modeling approach 6 in 3D, which
is explained in further detail in Section 5.2.2 and used in the remaining test runs.

Surface: von Mises stress [Pa]

Figure 58: Results for NEWUOA when minimizing the maximum inward stress using the cylinder force
approach represented in boundary conditions 2 in 3D (Section 5.3.2). The force is applied in an inward
direction and even though there is no volume constraint the resulting best linkage arm has less volume than
the initial design.

Surface: von Mises stress Pa]

Figure 59: The same linkage arm as in Figure 58 but now we display the resulting stress concentration when
applying the force in an outward direction. Since this linkage arm is optimized for the inward approach we
have not reduced the maximum stress here.

Design variable | Normalized final value | Value increase(%)
ZTout 0.5038 0.7521
Yout 0.4985 -0.2933
Tout 0.4994 -0.1191
Tinn 0.4983 -0.3324
Yinn 0.5001 0.0132
Tinn 0.4990 -0.2036
Y 0.7008 40.1688
rio 0.4997 -0.0604
Yon 0.5002 0.0413
9 0.4996 -0.0711

Table 4: Resulting design variables when running NEWUOA and optimizing for an inward force approach
without volume constraints. The resulting linkage arm can be seen in Figure 58. Only one design variable,
¢ > has changed significantly. This has the effect that the resulting linkage arm has a thinner upper edge
than the initial linkage arm.
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Surface: von Mises stress [Pa]

Figure 60: Results for NEWUOA when minimizing the maximum outward stress using the cylinder force
approach represented in boundary conditions 2 in 3D (Section 5.3.2). The force is applied in an outward
direction, and since there is no volume constraint the resulting best linkage arm has a larger volume than
the initial design.

Surface: von Mises stress [Pa]

Figure 61: The same linkage arm as in Figure 60 but now we display the resulting stress concentration
when applying the force in an inward direction. Even though this linkage arm is optimized for the outward
approach we have reduced the maximum stress.

Design variable | Normalized final value | Value increase(%)
Tout 0.5003 0.0556
Yout 0.4996 -0.0829
Tout 0.4996 -0.0830
Tinn 0.4999 -0.0105
Yinn 0.5005 0.0931
Tinn 0.4997 -0.0625
Ye s 0.4996 -0.0822
o 0.5002 0.0393
Yon 0.6983 39.6657
L. 0.4994 -0.1123

Table 5: Resulting design variables when running NEWUOA and optimizing for an outward force approach
without volume constraints. The resulting linkage arm can be seen in Figure 60. Only one design variable,
Ys.n» has changed significantly. This has the effect that the resulting linkage arm has a thicker lower edge
than the initial linkage arm.

62



Surface: von Mises stress [Pa]

Figure 62: Results for NEWUOA when minimizing the maximum outward stress for 12 design variables
using the cylinder force approach represented in the boundary conditions 2 in 3D (Section 5.3.2). The force
is applied in an outward direction, and since there is no volume constraint the resulting best linkage arm
has a larger volume than the initial design.

Surface: von Mises stress [Pa]

Figure 63: The same linkage arm as in Figure 62, but here we display the resulting stress concentration
when applying the force in an inward direction. Even though this linkage arm is optimized for the outward
approach we have reduced the maximum stress here.

Design variable | Normalized final value | Value increase(%)
Tout 0.4995 -0.1057
Yout 0.5005 0.0956
Tout 04985 -03036
Tinn 0.5030 0.5986
Yot 0.4981 -0.3867
i 0.4999 -0.0166
Yon 0.6879 37.5867
Tzqnn 0.4977 -0.4549
r;’#t 0.4983 -0.3355
rout 0.5169 3.3749

Table 6: Resulting design variables when running NEWUOA and optimizing for an outward force approach
without volume constraints. The resulting linkage arm can be seen in Figure 62. Still, as was the case when
we had 10 design variables, only one design variable, ¥, ., has changed significantly. This has the effect
that the resulting linkage arm has a thicker lower edge than the initial linkage arm.
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Surface: von Mises stress [Pa]

Figure 64: Results for NEWUOA when minimizing the maximum inward stress for 12 design variables
using the cylinder force approach represented in boundary conditions 2 in 3D (Section 5.3.2). The force is
applied in an inward direction and even though there is no volume constraint the resulting best linkage arm
has less volume than the initial design.

Surface: von Mises stress [Pa]

Figure 65: The same linkage arm as in Figure 64 but now we display the resulting stress concentration when
applying the force in an outward direction. Since this linkage arm is optimized for the inward approach we
have not reduced the maximum stress here.

Design variable | Normalized final value | Value increase(%)
ZTout 0.5001 0.0275
Yout 0.5000 0.0047
Tout 0.4999 -0.0152
Tinn 0.5199 3.9882
Yinn 0.4989 -0.2201
Tinn 0.4990 -0.2046
Y 0.7000 39.9914
rio 0.4995 -0.1017
Yon 0.5005 0.0905
9 0.4996 -0.0882
rout 0.4993 -0.1375
rout 0.4993 -0.1447

Table 7: Resulting design variables when running NEWUOA and optimizing for an inward force approach
without volume constraints. The resulting linkage arm can be seen in Figure 64. Still, as was the case when
we had 10 design variables, only one design variable, y’ ,, has changed significantly. This has the effect
that the resulting linkage arm has a thinner upper edge than the initial linkage arm.
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Before running further tests we add volume constraints to the objective function. This is done by a penalty
function; for more details see Section 4.1.4. We change our modeling approach and use modeling approach
3 in 3D; for further details we refer to Section 5.2.2. We run iterations and optimize for both an inward and
an outward force in NEWUOA. Figure 66 shows the resulting best linkage arm optimized for an inward
approach and in Figure 67 the resulting linkage arm for the outward approach is displayed. If we compare
the results it is interesting to see that the best solutions in both cases do not vary that much for the maximum
outward stress. However, using this new modeling approach results in much higher initial values for the
maximum stresses, so due to the sensitivity of the objective function it might be unfair to compare the
actual resulting values.

Figure 66: Results for NEWUOA when minimizing the maximum inward stress for the modeling approach
6 (Section 5.2.2) using the cylinder force approach represented in the boundary conditions 2 in 3D (Sec-
tion 5.3.2). The resulting maximum stress for an inward force is Fj,,,, = 7.83Pa and for the outward force
F,.: = 13.15Pa. The resulting volume in the best design is; Vol = 1.034 - 10~3m3.

Figure 67: Results for NEWUOA when minimizing the maximum outward stress for the modeling ap-
proach 6 (Section 5.2.2) using the cylinder force approach represented in the boundary conditions 2 in 3D
(Section 5.3.2). The resulting maximum stress for an outward force is F,,; = 12.81Pa and for the inward
force Fy,, = 9.68Pa. The resulting volume in the best design is; Vol = 1.059 - 10~3m3.

65



When we use the NEWUOA algorithm we are limited by the fact that it is only capable of optimizing for
one objective value at a time. We are interested to see the effects of optimizing for both inward and outward
forces at the same time since the actual implementation of the linkage arm requires that it is optimized for
both cases. In Section 6.3 we introduced MultiOb which is an algorithm that has the capability to optimize
for more than one objective value at a time. Since the initial test runs with NEWUOA did return linkage
arms with decreased volume we decided to remove the volume constraint from the first iteration and use the
volume as an objective function to be minimized along with the maximum stresses. The resulting linkage
arm can be seen in Figure 68 and it is clear that the reduction in the objective for the stresses is superior to
all linkage arms with less volume.

Figure 68: Results for MultiOb when minimizing the maximum outward stress, the maximum inward
stress and the volume of the linkage arm all at the same time. The cylinder force approach represented in
the boundary conditions 2 in 3D (Section 5.3.2) is used as boundary conditions for the modeling approach
6 (Section 5.2.2). The decrease in stress is dominant over the decrease in volume and thus the best linkage
arm has more volume than the initial design. The resulting objective values are; Fj,,, = 5.30Pa, F,,; =
9.30Pa and Vol = 1.551 - 10~3m?3.

To counter this volume increase we run another iteration where we implemented a volume constraint on
the linkage arm design. The resulting best linkage arm is displayed in Figure 69 along with the objective
values of the best solution.

Figure 69: Results for MultiOb when minimizing the maximum outward stress and the maximum inward
stress both at the same time. The cylinder force approach represented in the boundary conditions 2 in 3D
(Section 5.3.2) is used as boundary conditions for the modeling approach 6 (Section 5.2.2). The resulting
linkage arm can not have a larger volume than the initial design. The resulting objective values are; F,,,, =
8.80Pa and F,,; = 12.94Pa. The volume of the best design is; Vol = 1.087 - 10~ 3m3.
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In Table 8 we can see the resulting objective values for all iterations.

Algorithm (objectives) FE;n [Pa] | F,u: [Pa] | Volume [1m53]
Initial design (Modeling approach 5) 10.52 15.29 1.086 -10~3
NEWUOA (Fjnn,n = 10) 7.44 11.69 | 1.053-10°3
NEWUOA (Fyu:,n = 10) 9.03 11.80 1.098 -10~3
NEWUOA (F,us,n = 12) 7.96 11.45 | 1.095-1073
NEWUOA (Finn,n = 12) 8.72 13.02 | 1.054-1073
Initial design (Modeling approach 6) 37.93 36.21 1.087 -10~3
NEWUOA (Finn) 7.83 13.15 | 1.034-1073
NEWUOA (Fout) 9.68 12.81 | 1.059-1073
MultiOb (Finn,Fout,V olume) 5.30 9.30 | 1.551-1073
MultiOb (Firnn, Fout) 8.80 1294 | 1.087-1073

Table 8: Comparing results from NEWUOA and MultiOb in 3D

When comparing the results between NEWUOA and MultiOb it appears that NEWUOA returns better
solutions than MultiOb. However, MultiOb uses dominance grade as an efficiency measure when ranking
solutions. This means that when MultiOb has more than one objective value in an optimization problem,
it ranks all solutions in a generation according to each one of the objectives, starting with rank 1 for the
minimum. When this has been done the best solution is selected as the one solution that has the lowest
rank sum from all the objective rankings. We can look at the set of best solutions from MultiOb and
find solutions that are better than NEWUOA in minimizing both Fj,, and Fy,;. Since MultiOb has to
compromise between both objectives the best solution using MultiOb is worse than the best solution using
NEWUOA for one objective. However if we were to add the best solution from NEWUOA to the set of
best solutions in MultiOb we would still get the same linkage arm as we got earlier.

Using shape optimization we were able to come up with linkage arm designs which had a lower maximum
stress than the current design of the linkage arm.
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7.2 Topology optimization results
7.2.1 2Dresults

In Figures 70-73 various results are displayed. All the images in these figures have the following properties:

e The 9 images show the solution obtained by running the minimum compliance solver in TO++, with
the penalty parameters (P, Q) (see equation (21)) set as

(1,0)
(1,2)
(1,4)

e The mesh size is h = 0.002m.
e Every image consist of 350 x 125 = 43750 elements.

o Allowed material is 40% of the design domain.

The images in Figures 70 and 71 have the following boundary properties, known as boundary condition 1
(see Section 5.3.1):

e The right half of the left hole is kept fixed.

e To the left half of the right hole is applied a constant force in the left direction.
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Figure 70: Results for different penalty parameters. Push approach. Filter radius is 1.5h. From left to right:
@ fixed, P increased. Top to bottom: P fixed, () increased.
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Figure 71: Results for different penalty parameters. Push approach. Filter radius is 5h. From left to right:
@ fixed, P increased. Top to bottom: P fixed, () increased.
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All the images in Figure 72 and in Figure 73 have the following boundary properties

e The left half of the left hole is kept fixed.

o To the right half of the right hole is applied a constant force in the right direction.
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Figure 72: Results for different penalty parameters. Pull approach. Filter radius is 1.5h. From left to right:
@ fixed, P increased. Top to bottom: P fixed, () increased.
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Figure 73: Results for different penalty parameters. Pull approach. Filter radius is 5h. From left to right:
@ fixed, P increased. Top to bottom: P fixed, @ increased.

From Figures 70-73 it seemed feasible to choose high penalty parameters and high filter radii, in order to
obtain a structure which is easy to manufacture. We can see in Figures 72—73 that the boundary condition
implemented leads to poor results, as the solution is very dependent on which of the two holes is kept fixed,
and to which hole a load is applied.
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7.2.2 Anexampleof TO++ resultsin Femlab

In Section 6.5.4 it was described how the result from TO++ can be viewed in Femlab. Figure 74 shows the
stress calculated in Femlab using the optimal design produced by TO++. The TO++ result is also shown in
Figure 70 where the penalty parameters (P, Q) = (1,0).

Surface: von Mises stress [Pa] Masx: 254.733 Surface: von Mise:

250

Min: 0,121 Min: 0,121

Figure 74: Von-Mises stress in a linkage arm computed in TO++

7.2.3 3Dresults

We will only show a few results for the 3D version of TO++. All the figures in this section are obtained
using filter radius 2h, where h is the mesh size. Every run had 350 x 125 x 15 = 656, 250 elements.
Figures 75-77 display results for three volume fractions. The penalty parameters are set to P = 2 and
@ = 2 in all the figures . We only display half of the linkage arm, due to symmetry properties. All the
images on the left in the figures show the front view of the linkage arm, but the images on the right show
how the linkage arms look like, when watched from the symmetry plane and outward.

Figure 75: vol f r ac = 0.4. Upper: Pushing approach. Lower: Pulling approach. Left: Front view. Right:
center view.
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Figure 76: vol frac = 0.25. Upper: Pushing approach. Lower: Pulling approach. Left: Front view.
Right: center view.

Figure 77: vol f rac =0.1. Upper: Pushing approach. Lower: Pulling approach. Left: Front view. Right:
Center view.

We note that with the boundary conditions implemented, not so much is gained by using the 3D version

of TO++ compared to the 2D version. However, it seems like a reasonable approach to add a hole in the
linkage arm. Results from such an approach applied in shape optimization are shown in Section 7.3.
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7.3 Resultsfrom shape optimization using topology optimization results

In order to combine the efforts of topology optimization and shape optimization we decided to construct a
linkage arm with a hole. The resulting solution is displayed in Figure 78. It is worth mentioning that the
best solution in this case is better than all previous solutions if we use dominance grade as the efficiency
measure in MultiOb. It would be of great interest to also optimize over more parameters describing the
void region in the middle of the linkage arm, which might even yield better designs.

Figure 78: Results for MultiOb when minimizing the maximum outward stress and the maximum inward
stress both at the same time. The cylinder force approach represented in the boundary conditions 2 in
3D (Section 5.3.2) is used as boundary conditions for the modeling approach 6 (Section 5.2.2) with an
additional void region in the middle of the linkage arm. The resulting linkage arm can not have a larger
volume than the initial design. The resulting objective values are; Fj,,, = 8.23Pa and F},,; = 13.38Pa.
The volume of the best design is; Vol = 1.069 - 10~3m3.

In Table 9 we can see the resulting objective values for all iterations.

Algorithm (objectives) Fipn [Pa] | F,u: [Pa] | Volume [m3]
Initial design (Modeling approach 5) 10.52 15.29 1.086 -10~3
NEWUOA (Finn,n = 10) 7.44 11.69 | 1.053.1073
NEWUOA (Fyu:,n = 10) 9.03 11.80 1.098 -10~3
NEWUOA (Fyus,n = 12) 7.96 1145 | 1.095-1073
NEWUOA (Fnn,n = 12) 8.72 13.02 | 1.054-1073
Initial design (Modeling approach 6) 37.93 36.21 1.087 -1073
NEWUOA (Finn) 7.83 13.15 | 1.034-1073
NEWUOA (Fout) 9.68 12.81 | 1.059-1073
MultiOb (Finn,Fout,Volume) 5.30 930 | 1.551-1073
MultiOb (Firnn, Fout) 8.80 1294 | 1.087-1073
MultiOb (hole, Fyn, Fout) 8.23 13.38 1.069 -10~3

Table 9: Comparing results from NEWUOA and MultiOb in 3D with help from topology optimization
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8 Conclusions and Discussion

We have used two different approaches in order to find a good structure of a 3D linkage arm. We had some
success and some difficulties when modeling the problem. The quality of the software we used was good,
in general. However, a lack of some necessary tools and essential information resulted in not so accurate
results.

In the topology optimization part, we were unable to model the forces on the holes in the linkage arm
in a satisfying manner. Instead of trying to minimize the maximum stress, as was the original idea, we
minimized the compliance, since our chosen objective function is not implemented in TO++. It is our
belief, however, that the software TO++ could be improved to fit closer to our problem, but that is not a
trivial project. TO++ is not a user-friendly software and we were faced with many difficulties when using
it. The 2D version is much more developed that the 3D one, and much more work needs to be done before
being able to use the current 3D version in a satisfying manner. The author of TO++ was however very
helpful, responding to the numerous questions we asked during our work on the project.

Despite some difficulties using TO++, we got some ideas on how we could use the primitive results in order
to improve the shape of the linkage arm. This was done in the shape optimization part, where we allowed
a hole to be present in the middle of the linkage arm. We got a lower maximum stress by using a linkage
arm with a hole, than without a hole for the same amount of material.

The shape optimization part was not without problems either, although we believe that the results we got
are much closer to the original objective. We were able to use more accurate boundary conditions, and
a correct objective function with the NEWUOA and MultiOb programs. The sensitivity of the objective
function is a problem which could perhaps be solved by using more advanced meshing. Doing so would
only solve part of the problem, as the problem lacks existence of a solution in general.

We feel that we have got a good experience by working on this project. The main disadvantages were that
the we had very limited knowledge of the perhaps necessary requirements the project insisted on, and that
the project was not very well defined.

8.1 Futurework - improvements

In this thesis, we have made the first few steps in trying to find an optimal shape of a linkage arm, so that
its maximum stress is minimized. We have got some primitive results, but we believe that a lot can be done
in order to improve the results. Below we give some ideas on how to proceed.

1. One of our biggest problems was to be able to accurately model the loads on the linkage arm. We
were more successful in the shape optimization part than in the topology optimization part, but a
more rigorous way to model loads should be established.

2. The construction of an appropriate mesh is a theory on its own. It seemed to be especially difficult
to find a good mesh around detailed sections of the linkage arm. This should be investigated further.

3. Changing various parameters in the optimization algorithms is an endless source for experiments.

4. It would be interesting to evaluate some error estimates for the Finite Element Method to assess thee
accuracy of our solution.

5. It is necessary to examine whether there exists a solution to the problem and, if so, whether it is
unique.

6. An extended mechanical mathematical model is needed to cope with the sensitivity.
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