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Abstract

We use linear and superficial quadratic variations to identify a bijec-
tive space deformation that makes a non-stationary Gaussian random field
stationary.

keywords: identification of a model; mean square convergence; quadratic varia-
tions; space deformation; stationary reducibility

1 Introduction

In spatial statistics we are often concerned with non-stationary phenomena.
For most applications dealing with a non-stationary Gaussian random field, the
first step in classical approaches consists of removing expectation, dividing the
residual by the standard deviation and modelling the residual as a stationary
process. That is to say, the random field Y = {Y(z,%) : (z,y) € G C R?}
(where G stands for Geographical space) under study is of the form

Y(z,y) = p(z,y) +o(z,y)Z(z,y),

where u(z,y) = EY (z,v), o(z,y)? = E(Y (z,y) — p(z,y))? and Z(z,y) is a re-
duced (centred and standardised) stationary Gaussian random field. Then the
non-stationarity of the random field Y is simply understood as non-stationarity
of both the first order moment u(z,y) and the standard deviation o(z,y). Nev-
ertheless, Z can also be non-stationary. In this case, Sampson and Guttorp [11]
propose a transformation of the index space G with a bijective space deforma-
tion. Formally, it consists of modelling Z(z,y) as

Z(x,y) = 0(2(z,y)), (1)
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where ¢ is stationary and ® = (®1,®9) : G — D (where D stands for Deformed
space) is a bijective deformation. Equivalently, the correlation function r of Z
is

'r(a"ayaxlayl) =R ((I)(:L'Iayl) - CI)(.Y,‘,y)) ) (2)

where R is a stationary correlation function in R2.

In this paper, we consider a reduced Gaussian random field Z indexed by
G = [0,1]? satisfying (1)-(2) and we suppose that the stationary correlation R
is known. Our concern is the functional estimation of the space deformation ®
using a set of suitable linear and superficial quadratic variations of Z.

The quadratic variations are first introduced by Lévy [8] who shows that
if Z is the standard Wiener process on [0, 1], then almost surely its quadratic
variation on [0, 1] converges to 1. Baxter [2] and further Gladyshev [3] generalise
this result to a large class of Gaussian processes. Guyon and Leon [5] introduce
the H-variations for stationary Gaussian processes, a generalisation of these
quadratic variations. They study the convergence in distribution of the H-
variations, suitably normalised.

For Gaussian process Z with stationary increments, Istas and Lang [6] define
general quadratic variations, substituting a general discrete difference operator
to the simple difference Z(k/n) — Z((k — 1)/n). They use these quadratic
variations to estimate the Holder index of a process.

For non-stationary Gaussian processes, with increments stationary or not,
Perrin [9] gives a general result concerning the functional asymptotic normality
of the process of the quadratic variations which corresponds to the linear inter-
polation of the points (p/n, Vu(p/n)), p =1,2,... ,n, with V,(p/n) the discrete
quadratic variations at points p/n. This result is applied to the estimation of a
time deformation for non-stationary models of the form Z(z) = 6(®(z)), = €
[0, 1].

The generalisation of quadratic variations for stationary Gaussian fields is
studied in Guyon [4] and Leon and Ortega [7]. Another generalisation for non-
stationary Gaussian processes and quadratic variations along curves is done in
Adler and Pyke [1]. Guyon [4] shows that some stationary random fields can be
identified in mean square sense using different families of variations. Using some
of these families allows us, in this paper, to generalise the result of [9] to the
estimation of a space deformation for non-stationary models of the form (1)-(2).

The paper is structured as follows. Section 2 sets up notations, assump-
tions, definitions and describes the superficial and the linear quadratic varia-
tions. In Section 3, we study the pointwise mean square (L) convergence of
these quadratic variations. Finally in Section 4, we propose an estimator of
® which converges in Ly to ®. This estimator is defined with the help of the
superficial and the linear quadratic variations.

2 Linear and Superficial quadratic variations

Let Z = {Z(x,y), (z,y) € [0,1]?} be a real-valued reduced Gaussian random
field with correlation r satisfying (2).



For any differentiable function f : (z,y) € [0,1]2 — R, we denote using
fP1p2) the pi, po-partial derivative of f with respect to z and y. Assume for
the stationary correlation function R

(A1) R(u,v) satisfies when u — 0 and v — 0 :
R(u,v) =1 — alu|] — Blv| + O(uv), where > 0 and 3 > 0.

(A2) RGO (u,v), ROV (u,v), RO (u,v) exist and are uniformly bounded in
{(w,0) 7 0}, {(u,v) : wo # 0}, {(u,v) : 0 # O},
For instance, the stationary exponential model R(u,v) = exp(—alu| — S|v]|)
satisfies (A1)-(A2).
We consider the following smoothness assumption for the deformation ®

(B1) & has uniformly bounded second derivatives in [0, 1]2.

We restrict to bijective deformations ® = (®1, @) such that ®; and @, satisfy
the following assumptions for all (z,y) € [0, 1]?

B2) " (z,y) > 0,80 (z,y) > 0,8V (z,y) > 0,88V (z,4) > 0.

Moreover, it is reasonable to assume that the Jacobian determinant of & is
strictly positive in [0, 1]?. In particular, it follows from (B2) that for all (z,y) €
[0,1)? we have
0,1 0,1
" (@,y) _ 95 (@)
1,0 1,0 :
8" ,y) 2" (z,y)

We strengthen this condition by

(B3) a= sup W) gy B @)
wneoi2 88 (z,y)  @aelon? 840 (z,y)

It is easy to see (cf. [10]) that if (@, R) is a solution to (2), then any other
solution (@, R) is of the form ®(z) = B®(z,y) +b and R(u) = R(B~'u), where
B is a regular square matrix and b is a vector in R%2. Thus, without loss of
generality, we may impose that

®(0) = 0. 3)

Bijections ® = (@1, ®3) such that ®1(z,y) = F(z) and Po(z,y) = G(y)
for all (z,y) € [0,1]2, where F and G are two twice continuously differentiable
strictly increasing functions in [0,1], as are F~! and G, satisfy (B1)-(B3)
with ¢ = 0 and b = oc. More generally, twice continuously differentiable bi-
jections ® = (®1,®5) in [0,1]2, as are ® !, with strictly positive first partial
derivatives and where ®; does not depend on y (respectively @9 does not de-
pend on z) satisfy (B1)-(B3) with a = 0 (respectively b = 0o). Bijections of

the form
T 1T + ey + c3xy
—
(y> (d1$+d2y+d3wy)’



wherec; > 0,c0 > 0,¢c3 > 0,d; > 0,dy > 0,d3 > 0 and (CQ-l-Cg)(dl-l-dg) < c1ds,
satisfy (B1)-(B3). These deformations transform lines onto lines and reduce to
linear transformations when ¢3 = d3 = 0. In this case Z is already a stationary

process with correlation function R(u,v) = R((u,v)M) where M = ( zl Zl )
2 da

Let n and m be two positive integers, II,, ,,, the product partition of [0, 1?
with mesh 1/n in z and mesh 1/m in y. We call A = ™ the geometry of

IT,m- Note that A is a parameter under our control. We de{?ne the rectangular
increment Z(A) = Z(z',y') — Z(2',y) — Z(z,y') + Z(z,y) for the rectangle
A = [(z,y),(z',y)[, with0 <z <z’ <1and 0 <y <y’ < 1. Then we define
for k=0,1,... ,n—1and y € [0,1]

Ary = (k/m, Lmly A ™2)] ), (G5 + 1)/, (Imly A ™2)] 4 1)/m)]

where |u] denotes the greatest integer smaller than or equal to u, and u A v
denotes the minimum of u and v. We define A, ; in a symmetric way for
1=0,1,...,m—1and z € [0,1]

Ay = [(lnta A ")) 1fm), (Lnle A=) 4 1)/, (0 4+ 1) )]

We also consider the following one-dimensional Horizontal and Vertical incre-
ments for k=0,1,... , n—1land [ =0,1,... ,m—1

Z(Af):Z(k:;l o) Z(%,O) and Z(AlV):Z(O l%) —Z(O,%).

We define for all (z,y) € [0,1]? two superficial quadratic variations, Hp x(z,y)
(in z at fixed level y) and Vi, A(z,y) (in y at fixed level z) as follows

lnz|—-1 [my|-1
Hy, A(z,9) Z Z(Agy) y ? and Vm,)\(a:ay) = Z (Z(Aav,l))2 .
k=0 =0

We also define two linear quadratic variations h,(z), z € [0,1], and vp,(y),
y € [0, 1], as follows

[nx| -1 ) [my] -1 )
hn(w) = Z (Z(AkH)) and 'Um(y) = Z (Z(Alv)) .
k=0 =0

When |nz| = 0 (respectively [my| = 0) we set Hy, x(z,y) = 0 and h,(z) =0
(respectively Vi, a(z,y) = 0 and vy, (y) = 0).

3 Asymptotic properties

In this section, we are concerned with asymptotic properties of the quadratic
variations defined in the previous section. Because of the symmetry in the
definitions of Hy, x(z,y) and Vj, x(z,y) (respectively h,(z) and vy, (y)), we focus
our attention on Hy, x(z,y) and h,(z).



3.1 Convergence of the means
3.1.1 Superficial quadratic variations

Denote using Q1 the set of the strictly positive rational numbers. Define for all
(z,y) €[0,1]? and any X € Q"

i) = 4(P@ala) - 2200 + 5 [ 8w )
W(z,y) = 4(pA /y @gl’o)(w,v)dfu + (P (z,y) — @1(:1:,0))) .
0

We first establish the following lemma

Lemma 3.1 Assume (B1)-(B3). Then for all (z,y) € [0,1]® such that
(x+1/n,y+1/m) € [0,1]2 and any X €]a, NQT

(I)l(.'li + 1/nay) > <I>1(:1:,y + l/m) and (I'Q("E,y + l/m) > @2(.’1) + l/n,y)a

asn — 0o and m — oo.

Proof. Under assumption (B1), a Taylor expansion of order one with Lagrange
remainder gives for all (z,y) € [0,1]? such that (z + 1/n,y + 1/m) € [0, 1]?

1 1 1
1 (z +1/n,y) — @1 (z,y +1/m) = ="V (z,4) - —*V(z,9) + O (—2> ’
n m m
where O(.) is uniform in both z and y. Then from (B2) and (B3) we obtain
1 510 1
@u(z +1/n.9) ~ Bi(o,y +1/m) >~ () (A —a) +0 (5 ).
Thus, for any A €]a,b[NQt, &1 (z + 1/n,y) — ®1(z,y +1/m) > 0 as m — cc.
Under assumptions (B1)-(B3), we obtain for all (z,y) € [0,1]? such that
(o +1/n,y +1/m) € 0,1
1_(0,) 1 1 1
Ba(oy -+ 1/m) ~ Balo +1n) > 2600 (w) (3 - 3) +0 ().
where O(.) is uniform in both z and y. Thus, for any X €]a, b[NQ", ®o(z,y +

1/m) — ®9(xz + 1/n,y) > 0 as n — oo.
O

Theorem 3.1 Assume (A1) and (B1)-(B3). Then for all (z,y) € [0,1]?
and any X €la, b[NQT

(Z) lim E(Hn,/\(xay)) = H,\(:v,y) and (”) lim E(Vm,)\(xay)) = V/\(xay)'

n—o0 m—0o0



Proof.

—1
(i) We set ¢/ =y A m for all y € [0,1] and

= (k/n, |my']/m), B = ((k+1)/n,|my'|/m),
= (k/n, (lmy'| + 1)/m) , D= ((k +1)/n, (lmy'| + 1)/m) ,

for k = 0,1,...,n — 1. We have for all (z,y) € [0,1]*: E (Hpx(z,y)) =
lnz]—1

> E(Z(Aky))? with

k=0

E (Z(Ary))? = 4+2{R(®(D) — ®(A)) + R(®(B) — ®(C)) — R(2(B) — ®(4))
—R(2(C) — ®(4)) — R(2(D) — ©(B)) — R(2(D) — 2(C))}-

From (A1), (B2) and Lemma (3.1) we get as n — oo and m — o0

E(Z(Apy))® 2a (@1 (D) — &1 (A) — &1(B )+<1>1(C))

25 (P2(D) — @2(4) + 02(B) — 32(0))
O ((21(D) — ©1(4))(®2(D) — @5(4))) -

Under assumption (B1), a Taylor expansion of order one with Lagrange re-
mainder for both ®; and ®5 gives

E(Z(Dky))

- (8 ) 00 (450 o (2.

where O(.) is uniform in both k and y. In addition, a Taylor expansion of order
0 gives

_|_
_I_

'
@go’l) Ea Lmy J = @g_o,l) Ea Y]+ (0] l 3
n n m
k ! k 1
g0 (5 1)) g (K)o (1
n n m
Thus
E(H ( ))—élﬁij:_l ﬁq)(l’o) E _|_gq>(0,1) E +0 l (5)
nI\T, Y _n i 2 nay hY 1 nay nl”

Since <I>gl’0)(., y) and <I>§0’1)(., y) are Riemann integrable in [0, 1] for all y € [0, 1],
we get for all (x,%) € [0,1]? and for any X €]a, b)[NQ*

lin 7 (Hoa(e) = 4 (8(@a() - 220,00+ § [ 80 @) ©

n—oo

(ii) We get for all (z,y) € [0,1]?

[my] -1
4 l l 1
B (Vmale,p) =~ 3 (wq>9=°> (x a) + a0 (gg a)) e (a) |

=0



so that for any X\ €]a, b[NQ"

y

i 2 (V@) =4 (3 [ 02 @,0)do +a(®1(2,9) - #1(2,0)).
0

m— 00

O

3.1.2 Linear quadratic variations

Define for all (z,y) € [0,1]?
h(z) = 2 (a®1(z,0) + fP2(2,0)) and v(y) = 2(a®1(0,y) + 52(0,y)) -
Theorem 3.2 Assume (A1) and (B1)-(B2). Then for all (z,y) € [0,1]?

(1) lim B (hn(z)) = h(z) and (i) lim B (vm(y)) = o(y)-

n—oo

Proof.
lnz|-1

(i) For all ¢ € [0,1): E (hn(2)) = Y E(2Z(Al). From (A1) and (B1)-
k=0

(B2) we have as n — o0
B (Z(A1)? = 20, (AF) + 250, (A1) + 0 (@1 (A1) 9, (AF))

A Taylor expansion of order one for both ®; and ®, gives

E(z(AH)? = % (acbgl"’) (%,0) + a0 (go» +0 (%) . ()

where O(.) is uniform in k. Therefore, we get for all z € [0, 1]

|nz|-1

E (hn(z)) = % 3 (O@gw) (%,0) + oY (So)) +0 (%) . ®)

k=0

@gl’o)(.,O) and @gl’o)(., 0) being Riemann integrable in [0, 1], it follows from 3

that the right-hand side on (8) converges to 2 (a®1(z,0) + P2(x,0)) as n — 0.
A similar treatment holds for (7).

O

3.2 L, convergence of the variations
3.2.1 Superficial quadratic variations

Theorem 3.3 Assume (A1)-(A2) and (B1)-(B3). Then for all (z,y) €
[0,1]? and any A €la,b[NQ*T

(i) lim H,(z,y) 2 Hy(z,y) and (i) lim Vi, (z,y) 2 Va(z,y).
n—o0 m—0oQ



Proof. We have to prove that the variance var (Hy (z,y)) converges to 0 as
n — oc. For (k,k') € {0,1,... ,n—1}? and y € [0,1] set

ki (Y) = E (Z(Ary)Z(Apry)) - 9)

lnz|—1 |nx]—1
Then var (Hp \(z,y)) = 2 Z Z ci k' (y), this equality coming from, for

k=0 k=0
(&1,&9,&3,&4) a centred Gaussian vector

E(£1828384) = E(£182) E(£364) + E(6163) E(§264) + E(&1€4) E(&283).  (10)
Therefore

lnz]—1 lnz]—1
var (Hup(z,9)) =2 ) Gul) +4 Y Y cip(): (11)
k=0 k=0 k'>k

Since the derivatives of ® are uniformly bounded in [0,1]2, we get from (4)
ckr(y) =0 (n_l), where O(.) is uniform in both k¥ and y. It follows that the
first term on the right-hand side of (11) converges to 0 as n — oo. It remains

to prove that the second term converges to 0 as well. We have for any y in [0, 1]

e (k41 |myl+5 K+ |myl + 5
D I e e I
i,5,1'5'€{0,1}

For any differentiable function g : (z,y,z',%') € [0,1]* — R, we denote using
g(P1:P2:P3:P4) the py, po, p3, pa-partial derivative of g with respect to z, y, 2’ and .
Let A be a bound for all the quantities |r(P1:P2:P3:P4) (1 4y 2 4/")|, p1+potps+ps =
2, in the range (z,y) # (2',7'). Under assumption (A2), using for r(z,y,z’,y")
a Taylor series expansion of order 1, it can easily be shown that k' # k implies

4A 3 4
()| < 22 S +2).
|C/€,k (y)‘ = n2 (3 + 22 + )\)

It follows that the second term on the right-hand side of (11) converges to 0 as
n — 00. Therefore, the left-hand side of (11) converges to 0.
O

3.2.2 Linear quadratic variations

Theorem 3.4 Assume (A1)-(A2) and (B1)-(B2). Then for all (z,y) €
[0, 12

(i) lm hn(z) 2 h(z) and (i) Tim vp(y) Ly ().

n—o0

Proof. We have to prove that var (hy(z)), converges to 0 as n — oo. For
(k, k") € {0,1,... ,n — 1}? set

dyy = E (Z(AF)Z(AF)), (12)



then due to (10)

lnz]—1 |nz]-1 lnz]—1 lnz]—1
var (hn(z)) =2 > Y dew =2 Y dpp+4 > Y dip.  (13)
k=0 k'=0 k=0 k=0 k'>k

Since the derivatives of ® are uniformly bounded in [0,1]2, we get from (7)
dix, = O (n™!), where O(.) is uniform in k. It follows that the first term on the
right-hand side of (13) converges to 0 as n — oco. It remains to prove that the
second term converges to 0 as well. We have

dk,kl = Z (—1)Z+JT( :Z,O,%,()) .

i,j€{0,1}

Under assumption (A2), a Taylor series expansion or order 1 gives for k' # k

3A
di | < —.
|k,k|—n2

It follows that the second term on the right-hand side of (13) converges to 0 as
n — 00. Therefore, the left-hand side of (13) converges to 0.
O

4 Estimator of the space deformation

Using the fact that A, the geometry of the rectangular partition IL, ,,, is a
parameter under our control, the superficial quadratic variations, H, x(z,y)
and V;, (2, ), for two distinct X’s, together with the linear quadratic variations,
hn(x) and v,(x), provide a useful tool for identifying the space deformation ®
in model (1)-(2). Let us define for all (z,y) € [0,1]? and any two distinct values
A1 and g of X in Ja, b[NQT

byozy) = 2Vens (#,9) = 2o Vaun (£, 9) + 2(A1 = A2)ha(2)
’ ’ 404()\1 — )\2)
_ (/\1Hn,)\1 (3:,0) — AQHn,)\z(.T,O))
40(()\1 - /\2) ’
~ )\lHn,)q (:L‘, y) - )‘ZHn,)\z (LE, y) + 2(/\1 - )\Z)Un (y)
¢2,n($a y) - 45()\1 - )\2)
_ ()‘1V)\2n,)\2 (Oa y) - AQV)\ITL,)\l (0’ y))
AB(M — X2) '

Here is our main theorem

Theorem 4.1 Assume (A1)-(A2) and (B1)-(B3). Then &, = (&1, &)
converges in Ly to ® as n — oo.



Proof. In the sequel, all the convergences are in Ly. It follows from Theorem
3.3-(i) that for any (A1, A2) €]a, b[2NQT

lim (AlHn,)\l ("I",y) - )‘ZHn,/\2 (‘T7y)) = 4ﬁ()‘1 - A2)((1'2(‘T7y) - QQ(an)) (14)

n—oo

Due to (3) we deduce by setting y = 0

lim ()\1Hn,)\1 (:L‘, O) — )\QHn,)Q (:L‘, O)) = 4,3()\1 — AQ)(I)Q(IE, 0)

n—oo

Using Theorem 3.4-(i) we then have
Jim (2(A1 = Ao)hn(2) — (M Hp 2, (2,0) = A2Hy 0, (2,0)))
=4a(A1 — A2)Pi(z,0). (15)
Similarly, we have from Theorem 3.3-(i7)
lim (Vi (2,9) /A1 = Vinxo (2, 9) / X2)
m—00
= 4a(1/A —1/X)(21(z,y) — @1(,0)). (16)
Due to (3) we deduce by setting z =0

lim (Vm,)\l (an)/Al - Vm,)\2 (0’ y)/)‘Q) = 40‘(1/)‘1 - 1/)‘2)¢1(0’ y)

m— o0

Using Theorem 3.4- (i) we then have
WP—I)noo (2(1/)1 — 1/)\2)Um('y) - (Vm,)q (Ovy)/)‘l - Vm,)\Q (an)/AQ))
= 4,3(1/)\1 — 1//\2)¢2(O,y). (17)

Therefore, from (15) and (16) and from (14) and (17) we obtain &, = (&1 ,,, &5,,,)
as an estimator which converges to ® in Ly as n — oc.
O
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