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Abstract

The fuzzy Potts model is obtained by looking at the Potts model with a pair of glasses that prevents distinguishing between some of the spin values. We show that the fuzzy Potts model on $\mathbb{Z}^d$ ($d \geq 2$) is Gibbsian at high temperatures and non-Gibbsian at low temperatures.

1 Introduction

This paper is concerned with the question of whether or not the so-called fuzzy Potts model is Gibbsian. Roughly speaking, the fuzzy Potts model arises by hiding some of the information about the spin variables in the usual Potts model. It provides what is possibly the simplest nontrivial example from a wider class of processes known as hidden Markov random fields [20]. These are useful in statistical image analysis and other areas of applied probability. Furthermore, the fuzzy Potts model has turned out to be a useful device in the study of percolation-theoretic properties of the Potts model; see [5] and [17]. The focus of this paper will mainly be on the fuzzy Potts model on $\mathbb{Z}^d$ in $d \geq 2$ dimensions.

Since the seminal paper by van Enter, Fernández and Sokal [7], it has been widely recognized that many random fields of physical interest fail to be Gibbsian, and much work has been put into the problem of determining whether Gibbsianness holds in various models (see, e.g., [6], [10], [9] and the references therein). For the fuzzy Potts model on $\mathbb{Z}^d$, this question was touched upon by Maes and Vande Velde [22], but no conclusive answer was given. Here we shall show that the answer depends on the temperature parameter: For $d \geq 2$, Gibbsianness holds at high but not at low temperatures, see Theorem 3.2. There is an intermediate regime in which we are unable to determine the answer, although in Conjecture 3.3 we make an educated guess at a precise condition.

Related to Gibbsianness is the stronger notion of $k$-Markovianess. We shall see in Theorem 7.2 that (for any $k$ and any $d \geq 2$) the fuzzy Potts model on $\mathbb{Z}^d$ fails to be $k$-Markovian at all temperatures.

The rest of the paper is organized as follows. In Section 2 we introduce the model. In Section 3 we recall the general notion of Gibbsianness and state the main result (Theorem 3.2). In Section 4 we observe how the question of Gibbsianness can be reduced to that of quasilocality. A key tool in proving quasilocality (and nonquasilocality) is the use of the Fortuin–Kasteleyn random-cluster representation of the Potts model, which we recall in Sections 5 and 6, and exploit in Sections 7–9 to finish the proof of the main result.
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2 The model

In order to define the fuzzy Potts model, we first need to recall the definition of the Potts model. Although our main interest is in the case where these models live on the infinite cubic lattice \( \mathbb{Z}^d \), we begin with the case of finite graphs.

Let \( q \) be a positive integer. The \( q \)-state Potts model on a finite graph \( G = (V, E) \) is a random assignment of \( \{1, \ldots, q\} \)-valued spins to the vertices of \( G \). The Gibbs measure \( \pi_{q,\beta}^G \) for the \( q \)-state Potts model on \( G \) at inverse temperature \( \beta \geq 0 \), is the probability measure \( \pi_{q,\beta}^G \) on \( \{1, \ldots, q\}^V \) which to each \( \xi \in \{1, \ldots, q\}^V \) assigns probability

\[
\pi_{q,\beta}^G(\xi) = \frac{1}{Z_{q,\beta}^G} \exp \left( 2\beta \sum_{\langle x,y \rangle \in E} I_{\{\xi(x) - \xi(y)\}} \right). \tag{1}
\]

Here \( \langle x,y \rangle \) denotes the edge connecting \( x,y \in V \), \( I_A \) is the indicator function of the event \( A \), and \( Z_{q,\beta}^G \) is a normalizing constant. This is a much-studied model in probability theory and statistical mechanics; see for instance [12], [16], [13] and the references therein. The case \( q = 1 \) is trivial. The Ising case \( q = 2 \) is of course extremely interesting from various points of view, but not in the context of the fuzzy Potts model. Hence, the cases of interest in the present paper are \( q = 3, 4, \ldots \).

Let \( q \) and \( \beta \) be as above, and let \( s \) and \( r_1, \ldots, r_s \) be positive integers such that \( \sum_{i=1}^s r_i = q \). The fuzzy Potts model on \( G \) with these parameters, arises by taking the \( q \)-state Potts model on \( G \), and then identifying \( r_1 \) of the Potts spins with a single fuzzy spin \( r_2 \) of the spins with fuzzy spin \( 2 \), and so on. A more precise definition is as follows. Fix \( q, \beta \) and \( (r_1, \ldots, r_s) \) as above. Let \( X \) be a \( \{1, \ldots, q\} \)-valued random object distributed according to the Gibbs measure \( \pi_{q,\beta}^G \). Then take \( Y \) to be the \( \{1, \ldots, s\}^V \)-valued random object obtained from \( X \) by setting

\[
Y(x) = \begin{cases} 
1 & \text{if } X(x) \in \{1, \ldots, r_1\} \\
2 & \text{if } X(x) \in \{r_1 + 1, \ldots, r_1 + r_2\} \\
\vdots & \\
s & \text{if } X(x) \in \{\sum_{i=1}^{s-1} r_i + 1, \ldots, q\}
\end{cases} \tag{2}
\]

for each \( x \in V \). We write \( \mu_{q,\beta,(r_1,\ldots,r_s)}^G \) for the induced probability measure on \( \{1, \ldots, s\}^V \), and call it the fuzzy Potts measure with parameters \( q, \beta \), and \( (r_1, \ldots, r_s) \). This definition is a slight generalization, and a unification, of definitions given by Maes and Vandenberghe [22] (who considered the case \( r_1 = \ldots = r_s \)), and Haggström [17] (who considered the case \( s = 2 \)). The case where \( s = 2 \) and \( r_1 = 1 \) has also been studied by Chayes [5].

In the following, we shall assume that \( 1 < s < q \), since the case \( s = 1 \) is trivial, whereas the case \( s = q \) just reproduces the Potts model (hence the earlier remark that we restrict attention to \( q \geq 3 \)). It will also be convenient to assume that\( r_1 = \min\{r \geq 2 : r = r_i \text{ for some } i \in \{1, \ldots, s\}\} \). \tag{3}

By permutation and relabeling of the spin sets, we see that there is no loss of generality in making such an assumption.

We move on to the infinite case \( G = \mathbb{Z}^d \), which is shorthand notation for the graph whose vertex set \( V \) is \( \mathbb{Z}^d \), and whose edge set \( E^d \) consists of pairs of vertices at Euclidean distance 1 from each other. For \( W \subset V \), we define the boundary

\[
\partial W = \{x \in V \setminus W : \exists y \in W \text{ such that } \langle x, y \rangle \in E^d \}.
\]
A probability measure $\pi$ on $\{1, \ldots, q\}^Z$ is said to be a Gibbs measure for the $q$-state Potts model on $Z^d$ at inverse temperature $\beta$, if it admits conditional probabilities such that for all finite $W \subset Z^d$, all $\xi \in \{1, \ldots, q\}^W$ and all $\eta \in \{1, \ldots, q\}^{Z^d \setminus W}$ we have

$$
\pi(X(W) = \xi \mid X(Z^d \setminus W) = \eta) = \frac{1}{Z_{q, \beta}^{W, \eta}} \exp \left( 2\beta \left( \sum_{(x, y) \in E} I_{\xi(x) = \xi(y)} + \sum_{x \in W, y \in \partial W} I_{\xi(x) \neq \xi(y)} \right) \right)
$$

(4)

where the normalizing constant $Z_{q, \beta}^{W, \eta}$ is allowed to depend on $\eta$ but not on $\xi$.

The basic examples of Gibbs measures for the Potts model are constructed as follows. Let $\Lambda_1 \subset \Lambda_2 \subset \cdots$ be a sequence of finite vertex sets converging to $Z^d$ in the sense that each $x \in Z^d$ is in all but finitely many $\Lambda_n$’s. Let $G_n$ denote the graph whose vertex set is $\Lambda_n \cup \partial \Lambda_n$, and whose edge set consists of pairs of vertices in $\Lambda_n \cup \partial \Lambda_n$ at Euclidean distance 1 from each other. It is well-known (see, e.g., [16] or [13] for this and other results quoted in this section) that the Gibbs measures $\pi_{q, \beta}^{G_n}$ converge to a probability measure on $\{1, \ldots, q\}^Z$ which is a Gibbs measure for the Potts model on $Z^d$ with the given parameters. Convergence takes place in the sense that probabilities of cylinder sets converge. The limiting measure is denoted $\pi_{q, \beta}^Z$, and is called the Gibbs measure (for the Potts model on $Z^d$ with the given parameters) with free boundary condition. Other Gibbs measures are those with so-called spin i boundary condition, denoted $\pi_{q, \beta}^{Z^d, i}$, for $i = 1, \ldots, q$. These are obtained by conditioning $\pi_{q, \beta}^{G_n}$ on taking spin value $i$ all over $\partial \Lambda_n$ — yielding another probability measure $\pi_{q, \beta}^{G_n, i}$ on $\{1, \ldots, q\}^{\Lambda_n \cup \partial \Lambda_n}$ — and then taking limits as $n \to \infty$. Each of the measures $\pi_{q, \beta}^{Z^d, 0}, \ldots, \pi_{q, \beta}^{Z^d, q}$ is independent of the particular choice of $\{\Lambda_n\}_{n=1}^\infty$.

In dimension $d \geq 2$, these Gibbs measures may or may not coincide depending on the parameter values. It is a fundamental result due to Aizenman et al. [2], that there exists a critical value $\beta_c = \beta_c(d, q) \in (0, \infty)$, such that for $\beta < \beta_c$, there is only one Gibbs measure (so that in particular $\pi_{q, \beta}^{Z^d, 0} = \cdots = \pi_{q, \beta}^{Z^d, q}$), whereas for $\beta > \beta_c$, there are multiple Gibbs measures (moreover, the measures $\pi_{q, \beta}^{Z^d, 0}, \ldots, \pi_{q, \beta}^{Z^d, q}$ are all distinct).

For $q, \beta$, and $(r_1, \ldots, r_s)$ as above, and $i = 0, \ldots, q$, we define the fuzzy Potts measure $\mu_{q, \beta}^{Z^d, 0}$ to be the distribution of the $\{1, \ldots, s\}^{Z^d}$-valued random object $Y$ obtained by first picking $X \in \{1, \ldots, q\}^{Z^d}$ according to the Gibbs measure $\pi_{q, \beta}^{Z^d, i}$, and then constructing $Y$ from $X$ as in (2).

3 The main result

In order to state our main result regarding (non-)Gibbsianness of the fuzzy Potts model, we need to recall the general notion of a Gibbs measure. For probability measures on $S^Z$ in the case where the single site state space $S = \{s_1, \ldots, s_k\}$ is finite, it amounts to the following; see [12] or [7] for more detail.

Let $W$ be the class of all finite subsets of $Z^d$. An interaction potential is a family $\Phi = \{\Phi_W\}_{W \in W}$ of functions $\Phi_W : S^Z \to \mathbb{R}$ with the property that $\Phi_W(\xi) = \Phi_W(\xi')$ for all $\xi, \xi' \in S^Z$ such that $\xi(x) = \xi'(x)$ for all $x \in W$. In other words, the function
$\Phi_W$ is only allowed to depend on the spins in the finite subset $W$. For $W \in \mathcal{W}$, define
$$\|\Phi_W\| = \max_{\xi, \xi' \in S^{|W|}} |\Phi_W(\xi) - \Phi_W(\xi')|.$$ 

The interaction potential $\Phi$ is said to be **absolutely summable** if for all $x \in \mathbb{Z}^d$ we have
$$\sum_{W \ni x} \|\Phi_W\| < \infty.$$ 

**Definition 3.1** Suppose that $\Phi$ is absolutely summable. A probability measure $\mu$ on $S^{\mathbb{Z}^d}$ is said to be a **Gibbs measure for the interaction potential** $\Phi$ if it admits conditional probabilities such that for all $x \in \mathbb{Z}^d$, all $s, s' \in S$ and all $\eta \in S^{\mathbb{Z}^d \setminus \{x\}}$ we have
$$\frac{\mu(X(x) = s| X(\mathbb{Z}^d \setminus \{x\}) = \eta)}{\mu(X(x) = s'| X(\mathbb{Z}^d \setminus \{x\}) = \eta)} = \exp \left( \sum_{W \ni x} (\Phi_W(\eta \vee s') - \Phi_W(\eta \vee s)) \right),$$
where $(\eta \vee s)$ is the configuration which agrees with $\eta$ on $\mathbb{Z}^d \setminus \{x\}$ and which takes value $s$ on $x$. More generally, we say that $\mu$ is a **Gibbs measure** for some absolutely summable interaction potential.

Recall from Section 2 that $\beta_c(d, q)$ denotes the critical inverse temperature for the $q$-state Potts model on $\mathbb{Z}^d$.

One more definition is needed to formulate our main result: Let $p_c(d)$ denote the critical value for i.i.d. bond percolation on $\mathbb{Z}^d$. That is, $p_c(d)$ is the supremum of the set of $p \in [0, 1]$ such that each edge in $\mathbb{Z}^d$ is removed independently with probability $1 - p$, then a.s. all remaining connected components are finite. For $d \geq 2$, we have $p_c(d) \in (0, 1)$; see [15] for this and much more on percolation.

Recall also the convention (3) concerning the parameter $r_1$ in $\mu_{q, \beta, (r_1, \ldots, r_s)}$.

**Theorem 3.2** Consider the fuzzy Potts measure $\mu_{q, \beta, (r_1, \ldots, r_s)}^{Z^d, i}$ with $d \geq 2$, $q \geq 3$, fixed $i \in \{0, \ldots, q\}$, and $(r_1, \ldots, r_s)$ satisfying $1 < s < q$.

(i) For $\beta < \beta_c(d, r_1)$, the measure $\mu_{q, \beta, (r_1, \ldots, r_s)}^{Z^d, i}$ is a Gibbs measure.

(ii) In contrast, for $\beta > \frac{1}{2} \log \left( \frac{1 + (q - 1)p_c(d)}{1 - p_c(d)} \right)$, $\mu_{q, \beta, (r_1, \ldots, r_s)}^{Z^d, i}$ is not a Gibbs measure.

After some preliminaries in Sections 4–7, we will prove this result in Sections 8 and 9. In Section 8 we will also give an incomplete argument in support of the following.

**Conjecture 3.3** Theorem 3.2 (i) is sharp in the sense that for $\beta > \beta_c(d, r_1)$, $\mu_{q, \beta, (r_1, \ldots, r_s)}^{Z^d, i}$ is not a Gibbs measure.

Maes and Vande Velde [22] conjectured (in the symmetric setting where $r_1 = \cdots = r_s$) that $\mu_{q, \beta, (r_1, \ldots, r_s)}^{Z^d, i}$ is non-Gibbsian for $\beta > \beta_c(q, d)$, i.e., in the nonuniqueness regime for the underlying Potts model. Although Theorem 3.2 (ii) does not prove the full Maes–Vande Velde conjecture, it does go further in certain parts of the parameter space. To see this, we recall the well-known result of Laanait, Messager and Ruiz [21] that for the the $q$-state Potts model on $\mathbb{Z}^2$, the critical value satisfies $\beta_c(q, 2) = \frac{1}{2} \log(\sqrt{q} + 1)$ for $q$ large enough ($q > 25$ suffices). By taking $d = 2$, fixing $r_1$, and taking $q$ to be sufficiently large, we see that Theorem 3.2 (ii) in conjunction with the Laanait–Messager–Ruiz result implies that the fuzzy Potts measure can be non-Gibbsian even in the absence of phase transition (multiple Gibbs measures) in the underlying Potts model.
4 Gibbsianness and quasilocality

The purpose of this section is to reduce the issue of Gibbsianness for fuzzy Potts measures, to that of so-called quasilocality for the same measures. Loosely speaking, a measure \( \mu \) on \( S^{Z^d} \) is quasilocal if a random spin configuration \( X \) with distribution \( \mu \) has the property that for finite \( W \subset Z^d \), the conditional distribution of \( X(W) \) given \( X(Z^d \setminus W) \) does not depend strongly on spins very far away.

As in Section 2, we fix a sequence \( \Lambda_1 \subset \Lambda_2 \subset \cdots \) of finite vertex sets converging to \( Z^d \). The following definition is independent of the particular choice of \( \{\Lambda_n\}_{n=1}^{\infty} \).

**Definition 4.1** Let \( S = \{s_1, \ldots, s_k\} \) be a finite set. A probability measure \( \mu \) on \( S^{Z^d} \) is said to be quasilocal if it admits conditional probabilities such that for all \( W \in \mathcal{W} \) and all \( \xi \in S^W \) we have

\[
\lim_{n \to \infty} \sup_{\eta, \eta' \in S^{Z^d \setminus W}} \left| \mu(X(W) = \xi | X(Z^d \setminus W) = \eta) - \mu(X(W) = \xi | X(Z^d \setminus W) = \eta') \right| = 0.
\]

Another relevant concept is that of uniform nonnullness; readers familiar with the so-called finite energy [23] condition will find that uniform nonnullness is a strong form of finite energy.

**Definition 4.2** Let \( S = \{s_1, \ldots, s_k\} \) be a finite set. A probability measure \( \mu \) on \( S^{Z^d} \) is said to be uniformly nonnull if for some \( \varepsilon > 0 \) it admits conditional probabilities such that for all \( x \in Z^d \), all \( s \in S \) and all \( \eta \in S^{Z^d \setminus \{x\}} \) we have

\[
\mu(X(x) = s | X(Z^d \setminus \{x\}) = \eta) \geq \varepsilon.
\]

The following characterization of Gibbsianness is well known; see, e.g., [7, Thm. 2.12].

**Theorem 4.3** A probability measure \( \mu \) on \( S^{Z^d} \), where \( S \) is a finite set, is a Gibbs measure if and only if it is quasilocal and uniformly nonnull.

Our main result (Theorem 3.2) is therefore established as soon as we have proved the following two results.

**Theorem 4.4** Consider the fuzzy Potts measure \( \mu_{q,\beta,(r_1,\ldots,r_s)}^{Z^d,i} \) with \( d \geq 2 \) and parameter values as in Theorem 3.2.

(i) For \( \beta < \beta_c(d,r_1) \), \( \mu_{q,\beta,(r_1,\ldots,r_s)}^{Z^d,i} \) is quasilocal.

(ii) For \( \beta > \frac{1}{2} \log \left( \frac{1+(r_1-1)p_c(d)}{1-p_c(d)} \right) \), \( \mu_{q,\beta,(r_1,\ldots,r_s)}^{Z^d,i} \) is not quasilocal.

**Lemma 4.5** The fuzzy Potts measure \( \mu_{q,\beta,(r_1,\ldots,r_s)}^{Z^d,i} \) with arbitrary parameter values, is uniformly nonnull.

Our main task is to prove Theorem 4.4; this is deferred to Sections 8 and 9. Lemma 4.5, on the other hand, turns out to be easy.

**Proof of Lemma 4.5:** Take the Potts configuration \( X \in \{1, \ldots, q\}^{Z^d} \) to have distribution \( \pi_{q,\beta}^{Z^d,i} \), and let \( Y \in \{1, \ldots, s\}^{Z^d} \) be its corresponding fuzzy Potts configuration.
Y then has distribution \( \mu_{\alpha,\beta,1}^{Z_{d,i}} \). A direct calculation using (4) yields that for any
\( x \in \mathbb{Z}^d \), any \( a \in \{1, \ldots, q\} \) and any \( \xi \in \{1, \ldots, q\} \), \( \mathbb{P}(x) \) we have
\[
\mathbb{P}(X(x) = a \mid X(\mathbb{Z}^d \setminus \{x\}) = \xi) \geq \frac{1}{q - 1 + e^{4d\beta}}.
\]
Hence, for any \( b \in \{1, \ldots, s\} \) we have
\[
\mathbb{P}(Y(x) = b \mid X(\mathbb{Z}^d \setminus \{x\}) = \xi) \geq \frac{r_b}{q - 1 + e^{4d\beta}}. 
\tag{6}
\]
Note now that for any \( \eta \in \{1, \ldots, s\} \), the expression \( \mathbb{P}(Y(x) = b \mid Y(\mathbb{Z}^d \setminus \{x\}) = \eta) \) is a convex combination of terms of the form of the left hand side of (6). Hence
\[
\mathbb{P}(Y(x) = b \mid Y(\mathbb{Z}^d \setminus \{x\}) = \eta) \geq \frac{r_b}{q - 1 + e^{4d\beta}}
\]
so that \( \mu_{\alpha,\beta,1}^{Z_{d,i}} \) is uniformly nonnull with
\[
\varepsilon = \min_{\eta \in \{1, \ldots, s\}} \frac{r_b}{q - 1 + e^{4d\beta}}.
\]

5 The random-cluster representation in finite volume

The random-cluster model of Fortuin and Kasteleyn [11] has been a major tool in the study of Ising and Potts models ever since the publication of the influential papers by Swendsen and Wang [25] and Aizenman et al. [2]. See [16] and [13] for surveys of such work. Not surprisingly, the random-cluster model is useful also in the analysis of the fuzzy Potts model, as witnessed in [22], [5], and [17]. In this section and the next, we recall the random-cluster model and discuss its relation to the fuzzy Potts model. The simpler case of finite graphs is treated in this section, while the infinite-volume case is handled in Section 6.

Let \( G = (V, E) \) be a finite graph. For \( p \in [0, 1] \) and \( q > 0 \), we define the random-cluster measure \( \phi_{p,q}^G \) on \( \{0,1\}^E \) as the probability measure which to each edge configuration \( \xi \in \{0,1\}^E \) assigns probability
\[
\phi_{p,q}^G(\xi) = \frac{q^{k(\xi)}}{Z_{p,q}^G} \prod_{e \in E} p^{\xi(e)}(1 - p)^{(1-\xi(e))}. \tag{7}
\]
Here \( k(\xi) \) is the number of connected components of the graph with vertex set \( V \) and edge set \{\( e \in E : \xi(e) = 1 \)\}, and \( Z_{p,q}^G \) is a normalizing constant. We generally think of edges \( e \) with \( \xi(e) = 0 \) as deleted, and those with \( \xi(e) = 1 \) as retained. Taking \( q = 1 \) yields i.i.d. measure with retention probability \( p \), whereas \( q > 1 \) (resp. \( q < 1 \)) biases the measure in favor of configurations with many (resp. few) connected components.

The well-known correspondence between random-cluster and Potts models may be phrased as follows. Pick a random edge configuration \( U \in \{0,1\}^E \) according to the random-cluster measure \( \phi_{p,q}^G \) with \( q \in \{2, 3, \ldots\} \). Then pick a spin configuration \( X \in \{1, \ldots, q\}^V \) by letting each connected component of \( U \) receive the same spin on all
its vertices, chosen uniformly from \(\{1, \ldots, q\}\), and doing this independently for each connected component. It turns out that the resulting spin configuration \(X\) is then distributed according to the Gibbs measure \(\pi_{q,\beta}^G\) for the \(q\)-state Potts model with \(\beta = \frac{1}{T} \log(1 - p)\).

For positive integers \(r_1, \ldots, r_s\) such that \(\sum_{i=1}^s r_i = q\), we can of course go on and construct \(Y \in \{1, \ldots, s\}^V\) from \(X\) using (2), and \(Y\) will then be distributed according to the fuzzy Potts measure \(\mu_{q,\beta}^G(r_1, \ldots, r_s)\). But instead of going via the Potts model, we may as well obtain \(Y\) directly from the random-cluster model by assigning spins from \(\{1, \ldots, s\}\) to the connected components of \(U\), with probability \(\frac{r_i}{q}\) of getting spin \(i\), and independently for different components. Of crucial importance to us in proving our main result will be to understand the conditional distribution of the edge configuration \(U\) given the fuzzy spin configuration \(Y\). The following result generalizes results in [17] and in [22].

**Proposition 5.1** For given \(p\), \(q\), \((r_1, \ldots, r_s)\) and a finite graph \(G = (V, E)\), pick a random edge configuration \(U \in \{0,1\}^E\) and a spin configuration \(Y \in \{1, \ldots, s\}\) as above. For any \(\eta \in \{1, \ldots, s\}^V\), the conditional distribution of \(U\) given \(Y = \eta\) is as follows.

For \(i = 1, \ldots, s\), define \(G^\eta_i = (V^\eta_i, E^\eta_i)\) as the graph with vertex set \(V^\eta_i = \{v \in V: \eta(v) = i\}\) and edge set \(E^\eta_i = \{e \in E: \text{both endpoints of } e \text{ are in } V^\eta_i\}\). Independently for each \(i\), \(U(E^\eta_i)\) is distributed according to the random-cluster measure \(\phi_{p,r_i}^{G^\eta_i}\). Finally, any edge \(e\) in \(E \setminus (\bigcup_{i=1}^s E^\eta_i)\) takes value \(U(e) = 0\) with probability 1.

**Proof:** Fix \(\eta \in \{1, \ldots, s\}^V\), and suppose that \(Y = \eta\). That \(U(e) = 0\) for any \(e \in E \setminus (\bigcup_{i=1}^s E^\eta_i)\) is immediate from the construction of \(Y\). Now fix \(\xi \in \{0,1\}^E\) such that \(\xi(e) = 0\) for all \(e \in E \setminus (\bigcup_{i=1}^s E^\eta_i)\). Write \(n(\eta)\) for the number of edges in \(E\) whose endpoints take different values in \(\eta\). Furthermore, for \(i = 1, \ldots, s\), let \(k_i(\xi, \eta)\) denote the number of connected components of \(\xi\) that receive fuzzy spin \(i\) in \(\eta\). We get that

\[
P(U = \xi, Y = \eta) = \phi_{p,q}^G(\xi) \prod_{i=1}^s \left(\frac{r_i}{q}\right)^{k_i(\xi, \eta)}
= \frac{q^{k(\xi)}}{Z_{p,q}^G} \prod_{e \in E} p^{\xi(e)} (1 - p)^{(1 - \xi(e))} \prod_{i=1}^s \left(\frac{r_i}{q}\right)^{k_i(\xi, \eta)}
= \frac{(1 - p)^{n(\eta)}}{Z_{p,q}^G} \prod_{i=1}^s \left(\frac{r_i}{q}\right)^{k_i(\xi, \eta)} \prod_{e \in E^\eta_i} p^{\xi(e)} (1 - p)^{(1 - \xi(e))}
\]

where the last equality uses that \(\sum_{i=1}^s k_i(\xi, \eta) = k(\xi)\) and is otherwise just a rearrangement of factors. Hence,

\[
P(U = \xi | Y = \eta) = \frac{P(U = \xi, Y = \eta)}{P(Y = \eta)}
= \frac{(1 - p)^{n(\eta)}}{Z_{p,q}^G} P(Y = \eta) \prod_{i=1}^s \left(\frac{r_i}{q}\right)^{k_i(\xi, \eta)} \prod_{e \in E^\eta_i} p^{\xi(e)} (1 - p)^{(1 - \xi(e))}
= \frac{(1 - p)^{n(\eta)}}{Z_{p,q}^G} \prod_{i=1}^s \left(\frac{r_i}{q}\right)^{k_i(\xi, \eta)} \prod_{i=1}^s P(G^\eta_i \xi) (\xi(E^\eta_i))
= \prod_{i=1}^s \phi_{p,r_i}^{G^\eta_i}(\xi(E^\eta_i))
\]
because the expression that was cancelled in the last line must equal 1 by normalization.

\[ \square \]

**Remark 5.2** When a graph \( G \) is not connected, it is easy to see that the random-cluster measure \( \phi^G_{p,q} \) factorizes into \( \prod_{i=1}^{n} \phi^{G_i}_{p,q} \), where \( G_1, \ldots, G_n \) are the connected components of \( G \). By combining this observation with Proposition 5.1, we get, for the conditional distribution of the edge configuration \( U \) given the fuzzy spin configuration \( Y \), the following. Partition the graph into maximal connected components such that each component is monochromatic (i.e., all vertices of the component have the same fuzzy spin). Then each such connected component \( C \) has, independently of the others, an edge configuration chosen according to \( \phi^C_{p,r,i} \), where \( i \) is the fuzzy spin assigned to \( C \).

### 6 The random-cluster representation in infinite volume

The finite-graph definition (7) of random-cluster measures cannot be applied directly to the infinite \( \mathbb{Z}^d \) lattice, for which we instead employ the following definition.

**Definition 6.1** Let \( G = (V,E) \) be an infinite, locally finite graph. A probability measure \( \phi \) on \( \{0,1\}^E \) is said to be a random-cluster measure for \( G \) with parameters \( p \in [0,1] \) and \( q > 0 \) if it admits conditional probabilities such that, for a \( \{0,1\}^E \)-valued random object \( U \) with distribution \( \phi \), we have for any \( e = (x,y) \in E \) and any \( \xi \in \{0,1\}^{E \setminus \{e\}} \) that

\[
\phi(U(e) = 1 \mid U(E \setminus \{e\}) = \xi) = \begin{cases} p & \text{if } x \xi y \\ p/(1-p) q & \text{otherwise.} \end{cases}
\]

(8)

Here \( x \xi y \) denotes the existence of a path from \( x \) to \( y \) consisting of edges that all take value 1 in \( \xi \).

Note that the conditional probability in (8) is the same as what we get for finite graphs using the definition (7). The definition of random-cluster measures for \( \mathbb{Z}^d \) and other infinite graphs is more often given in terms of conditional distributions on arbitrary finite edge sets, but it is well-known (see, e.g., [13, Lem. 6.18]) that the above single-edge criterion is equivalent to the usual definition.

Random-cluster measures for \( \mathbb{Z}^d \) with given parameter values can (provided that \( q \geq 1 \), which is the only case we need) be constructed as limits of random-cluster measures for finite graphs. To this end, we recall some notation from Section 2: \( \Lambda_1 \subset \Lambda_2 \subset \cdots \) is an increasing sequence of finite vertex sets, and for each \( n \) the graph \( G_n = (V_n,E_n) \) is defined to have vertex set \( V_n = \Lambda_n \cup \partial \Lambda_n \) and edge set \( E_n = \{ e \in E^d : \text{both endpoints of } e \text{ are in } V_n \} \). In Section 2, the sequence \( \{ \Lambda_n \} \) was arbitrary, but here we have reason to specify it as \( \Lambda_n = \{ -n, \ldots, n \}^d \), the point being that this makes sure that \( \partial \Lambda_n \) is connected.

For \( q \geq 1 \), it turns out (see, e.g., [16] or [13] for these and other results quoted without reference in the next few paragraphs) that the finite-volume random-cluster measures \( \phi^{G_n}_{p,q} \) converge to a limiting measure \( \phi^{\mathbb{Z}^d, \text{free}}_{p,q} \) on \( \{0,1\}^{E^d} \); “free” denotes that no boundary conditions are imposed at the finite-volume stage of the construction. The limiting measure \( \phi^{\mathbb{Z}^d, \text{free}}_{p,q} \) is a random-cluster measure for \( \mathbb{Z}^d \) with parameters \( p \) and \( q \), in the sense of Definition 6.1.
There is another random-cluster measure $\phi_{p,q}^{Z^d,\text{wired}}$ for $Z^d$, which arises from a slight modification of this limiting procedure. Namely, let $\phi_{p,q}^{G_n,\text{wired}}$ denote $\phi_{p,q}^{G_n,\text{wired}}$ conditioned on the event that all edges in $\{(x,y) \in E_n : x, y \in \partial \Lambda_n\}$ take value 1. Then $\phi_{p,q}^{Z^d,\text{wired}}$ is the limit as $n \to \infty$ of $\phi_{p,q}^{G_n,\text{wired}}$ and is a random-cluster measure for $Z^d$ with the given parameter values. The measures $\phi_{p,q}^{Z^d,\text{free}}$ and $\phi_{p,q}^{Z^d,\text{wired}}$ usually coincide; it is believed that the only exception is when $q$ is large and $p$ equals a certain critical value $p_c = p_c(d,q)$ which for integer $q$ satisfies $p_c = 1 - e^{-2\beta_c}$, where $\beta_c$ is the Potts model critical value defined in Section 2.

We know from Section 5 that, for integer $q$, we obtain the Gibbs measure $\pi_{q,\beta}^{G_n}$ for the $q$-state Potts model with $\beta = -\frac{1}{2} \log(1 - p)$ from $\phi_{p,q}^{G_n}$ by assigning random spins (uniformly distributed on $\{1, \ldots, q\}$) to the connected components of the edge configuration. When the same thing is done for a random $\{0,1\}^E$-valued edge configuration chosen according to $\phi_{p,q}^{Z^d,\text{free}}$, what we get is the Gibbs measure $\pi_{q,\beta}^{Z^d,0}$. Moreover, the joint distribution of the edge and spin variables under this procedure for finite $n$, converges as $n \to \infty$ to the joint distribution of the edge and spin variables in the infinite setting.

A similar statement is true for wired random-cluster measures: Fix $i \in \{1, \ldots, q\}$. Suppose that we pick an edge configuration according to $\phi_{p,q}^{G_n,\text{wired}}$ and then assign spin values to the connected components in the usual way, except that we insist on assigning spin $i$ to the connected component containing $\partial \Lambda_n$. Then the spin variables are distributed according to the Potts model Gibbs measure $\pi_{q,\beta}^{G_n,i}$ with $\beta = -\frac{1}{2} \log(1 - p)$.

The joint distribution of the edge and spin configurations converges as $n \to \infty$, with marginals tending to $\phi_{p,q}^{Z^d,\text{wired}}$ and $\pi_{q,\beta}^{Z^d,i}$. To go directly from the edge configuration to the spin configuration in the infinite-volume limit, we assign spins to the connected components in the usual way, except that any infinite connected component is forced to take spin value $i$.

These results about convergence of the joint distribution of edge and spin configurations are also true for the joint distribution of edge and fuzzy spin configurations; this is an immediate consequence using just the fact that the fuzzy spins are functions of the spins. The following result is our infinite-volume analogue of Proposition 5.1.

**Theorem 6.2** Fix parameters $q \in \{3,4,\ldots\}$, $s \in \{2, \ldots, q-1\}$, $(r_1, r_2, \ldots, r_s)$, $i \in \{0, \ldots, q\}$, and $\beta > 0$ for the fuzzy Potts model on $Z^d$, and let $p = 1 - e^{-2\beta}$. Suppose that we pick an edge configuration $U \in \{0,1\}^E$ according to $\phi_{p,q}^{Z^d,\text{free}}$ (if $i = 0$) or $\phi_{p,q}^{Z^d,\text{wired}}$ (if $i > 0$), and then a spin configuration $X \in \{1, \ldots, q\}^{Z^d}$ by assigning spins to the connected components as described above, and finally a fuzzy spin configuration $Y \in \{1, \ldots, s\}^{Z^d}$ as in (2). Write $P$ for the joint distribution of $(U,X,Y)$. For $j = 1, \ldots, s$, define $G^{Y,j} = (V^{Y,j}, E^{Y,j})$ as the (random) graph with vertex set $V^{Y,j} = \{v \in Z^d : Y(v) = j\}$ and edge set $E^{Y,j} = \{e \in E^d : \text{both endpoints of } e \text{ are in } V^{Y,j}\}$.

Then $P$ admits conditional probabilities such that for each $j$, the conditional distribution of $U(E^{Y,j})$ given the full fuzzy spin configuration $Y$, is a random-cluster measure for $G^{Y,j}$ with parameters $p$ and $r_j$. It is known from [14] that $\phi_{p,q}^{Z^d,\text{free}}$ and $\phi_{p,q}^{Z^d,\text{wired}}$ both assign probability 1 to the existence of at most one infinite cluster. In our proof of Theorem 6.2, we shall exploit that result similarly to how Grimmett did in [14, Proof of Thm. 3.1 (b)].
(U, X, Y), except that P_n is the nth finite stage of the infinite-volume construction. This means that the graph for which P_n is defined is G_n, and the marginal distribution of X is \( \phi_{p,q}^{G_n} \) (if \( i = 0 \)) or \( \phi_{p,q}^{G_{n,\text{wired}}} \) (if \( i > 0 \)).

**Proof of Theorem 6.2:** By the definition of random-cluster measures, we are done if we can show that P admits conditional probabilities such that for each \( \eta \in \{1, \ldots, s\}^{\mathbb{Z}^d} \), each \( j \in \{1, \ldots, s\} \), each \( e = \langle x, y \rangle \in E \) such that \( \eta(x) = \eta(y) = j \), and each \( \xi \in \{0,1\}^{E \setminus \{e\}} \), we have

\[
P(U(e) = 1 \mid Y = \eta, U(E \setminus \{e\}) = \xi) = \begin{cases} \frac{p}{p + |1-p| r_j} & \text{if } x \overset{\xi'}{\leftrightarrow} y, \\ \text{otherwise} & \end{cases}
\]

For this, it is enough to show that

\[
\lim_{n \to \infty} P(U(e) = 1 \mid Y(V_n) = \eta(V_n), U(E_n \setminus \{e\}) = \xi(E_n \setminus \{e\})) = \begin{cases} \frac{p}{p + |1-p| r_j} & \text{if } x \overset{\xi'}{\leftrightarrow} y, \\ \text{otherwise} & \end{cases}
\]

for a set of configurations \((\eta, \xi)\) that has P-probability 1.

Call an edge configuration \( \xi' \in \{0,1\}^{\mathbb{Z}^d} \) **good** if it contains at most one infinite cluster of open edges and this property is preserved under flip of any one edge-variable. By [14, Lem. 3.4], we know that the set of good edge configurations has full measure under either of \( \phi_{p,q}^{\mathbb{Z}^d,\text{free}} \) or \( \phi_{p,q}^{\mathbb{Z}^d,\text{wired}} \). Furthermore, if \( \xi' \) is good, then, for any \( e = \langle x, y \rangle \in E \), we have either that

(i) \( x \) and \( y \) are in the same cluster of \( \xi'(E^d \setminus \{e\}) \),

or that

(ii) \( x \) and \( y \) are in different clusters of \( \xi'(E^d \setminus \{e\}) \), at least one of which is finite.

Now, if (i) holds, then this can be read off from \( \xi'(E_m) \) for some \( m \); just take \( m \) to be large enough so that \( x \overset{\xi'(E_m \setminus \{e\})}{\longleftrightarrow} y \). Let \( \eta' \in \{1, \ldots, s\}^{\mathbb{Z}^d} \) be any fuzzy spin configuration that is consistent with \( \xi' \). For all \( n \geq m \) and all \( k > n \), we then obtain

\[
P_k(U(e) = 1 \mid Y(V_n) = \eta'(V_n), U(E_n \setminus \{e\}) = \xi'(E_n \setminus \{e\})) = p
\]

by an application of Proposition 5.1. By sending \( k \to \infty \), we obtain

\[
P(U(e) = 1 \mid Y(V_n) = \eta'(V_n), U(E_n \setminus \{e\}) = \xi'(E_n \setminus \{e\})) = p \cdot \left( \frac{p}{p + |1-p| r_j} \right).
\]

Similarly, if (ii) holds, then there is an \( m \) such that (ii) can be concluded from \( \xi'(E_m) \). To see this, just take \( m \) large enough so that at least one of the \( \xi' \)-clusters containing \( x \) or \( y \) is contained in \( G_{m-1} \). Provided that \( \eta'(x) = \eta'(y) = j \), we then get for all \( n \geq m \) and all \( k > n \) that

\[
P_k(U(e) = 1 \mid Y(V_n) = \eta'(V_n), U(E_n \setminus \{e\}) = \xi'(E_n \setminus \{e\})) = \frac{p}{p + (1-p) r_j}
\]

by another application of Proposition 5.1. Sending \( k \to \infty \) yields

\[
P(U(e) = 1 \mid Y(V_n) = \eta'(V_n), U(E_n \setminus \{e\}) = \xi'(E_n \setminus \{e\})) = \frac{p}{p + (1-p) r_j}.
\]

So (10) holds for all \( n \) large enough on the event in (i), and (11) holds for all \( n \) large enough on the event in (ii). Since the union of these two events has P-probability 1, we have established (9) for P-almost all \((\xi, \eta)\), and the proof is complete. \( \square \)
Remark 6.3 What we have shown is in fact a statement that is slightly stronger than the one in Theorem 6.2, namely that the required single-edge conditional probabilities for $U(E^Y; j')$ hold even if we condition further on the edge configurations $U(E^Y; j')$ for all $j' \neq j$. This observation will in fact be important in Section 9.

7 $k$-Markovianess

The proof of part (ii) of our main quasilocality result (Theorem 4.4) is sufficiently involved that it is a sensible idea to split it in two halves. In this section, we carry out the first half of the proof, which takes us to a result of independent interest concerning so-called $k$-Markovianess (Theorem 7.2 below).

For a finite vertex set $W \subset \mathbb{Z}^d$, define

$$
\partial_i W = \{x \in V \setminus W : \exists y \in W \text{ such that } \text{dist}(x, y) \leq n\},
$$

where dist$(\cdot, \cdot)$ denotes graph-theoretic distance. In particular, $\partial_i W = \partial W$.

Definition 7.1 Let $S = \{s_1, \ldots, s_k\}$ be a finite set, and let $k$ be a positive integer. A probability measure $\mu$ on $S^{\mathbb{Z}^d}$ is said to be $k$-Markovian if it admits conditional probabilities such that for all $W \subset W$, all $\xi \in \mathcal{S}^W$ and all $\eta, \eta' \in \mathcal{S}^W$ satisfying $\eta(\partial_i W) = \eta'(\partial_i W)$, we have

$$
\mu(X(W) = \xi | X(S^d \setminus W) = \eta) = \mu(X(W) = \xi | X(S^d \setminus W) = \eta').
$$

Clearly, for any $k$, $k$-Markovianess is stronger than quasilocality, since it implies that the modulus in (5) is 0 for all sufficiently large $n$. There are plenty of examples that show that it is in fact strictly stronger; once we have proved Theorem 4.4 (i) and Theorem 7.2 below, we see that the fuzzy Potts model with small $\beta$ is such an example.

Theorem 7.2 For any $k$ and any $d \geq 2$, the fuzzy Potts measure $\mu^{\beta, \{r_1, \ldots, r_s\}}_{X, \beta}$ with $\beta > 0$ and the other parameter values as in Theorem 3.2, fails to be $k$-Markovian.

For the proof of this result, we will make use of the following lemma, which is similar to [18, Proof of Lem. 5.6].

Lemma 7.3 Fix parameter values $q \in \{3, 4, \ldots\}$, $s \in \{2, \ldots, q - 1\}$, $(r_1, r_2, \ldots, r_s)$, $i \in \{0, \ldots, q\}$ and $\beta > 0$ for the fuzzy Potts model on $\mathbb{Z}^d$, and let $p = 1 - e^{-2\beta}$. Let $(U, X, Y)$ be as in Theorem 6.2, and write $P$ for their joint distribution. Fix $x \in \mathbb{Z}^d$, let $y_1, \ldots, y_{2d}$ be its nearest neighbors, and for $l = 1, \ldots, 2d$ write $e_l$ for the edge $(x, y_l)$.

$P$ admits conditional probabilities such that for all fuzzy spin configurations $\eta \in \mathcal{S}^{\mathbb{Z}^d \setminus \{x\}}$ such that $\eta(y_1) = \eta(y_2) = 1$ and $\eta(y_3) = \cdots = \eta(y_{2d}) = 2$, and all edge configurations $\xi \in \mathcal{S}^{\mathbb{Z}^d \setminus \{e_1, \ldots, e_{2d}\}}$ such that no two of the vertices $y_3, \ldots, y_{2d}$ are connected to each other by a path in $\xi$, we have the following. If $y_1 \notin y_2$, then

$$
P(Y(x) = 1 | Y(S^d \setminus \{x\}) = \eta, U(S^d \setminus \{e_1, \ldots, e_{2d}\}) = \xi) = \frac{p^r_1 + 2p(1 - p)r_1 + (1 - p)^2 r_2^2}{(1 - p)^2 r_1^2} \left(\frac{r_1}{r_2}\right) \left(\frac{(1 - p)r_2}{p + (1 - p)r_2}\right)^{2d-2}
$$

(12)
while if $y_1 \not\leftrightarrow y_2$, then
\[
\begin{align*}
\mathbb{P}(Y(x) = 1 | Y(Z^d \setminus \{x\}) = \eta, U(E^d \setminus \{e_1, \ldots, e_{2d}\}) = \xi) &= \mathbb{P}(Y(x) = 0 | Y(Z^d \setminus \{x\}) = \eta, U(E^d \setminus \{e_1, \ldots, e_{2d}\}) = \xi) \\
&= \frac{(p^2 + 2p(1-p)r_1 + (1-p)^2 r_1^2)}{(1-p)^2 r_1^2} \cdot \left( \frac{r_1}{r_2} \right)^{2d-2}. \tag{13}
\end{align*}
\]
A crucial aspect of this result that we will use is that the expression in (12) is strictly greater than the expression in (13); recall that $r_1 > 1$ by the convention (3).

**Proof:** By the construction of the fuzzy Potts model from the random-cluster model, we have
\[
\begin{align*}
\mathbb{P}(Y(x) = 1, U(e_1) = U(e_d) = 0 | Y(Z^d \setminus \{x\}) = \eta, U(E^d \setminus \{e_1, \ldots, e_{2d}\}) = \xi) &= \mathbb{P}(Y(x) = 2, U(e_1) = \cdots = U(e_d) = 0 | Y(Z^d \setminus \{x\}) = \eta, U(E^d \setminus \{e_1, \ldots, e_{2d}\}) = \xi) \\
&= \frac{\mathbb{P}(Y(x) = 1 | U(e_1) = \cdots = U(e_d) = 0, Y(Z^d \setminus \{x\}) = \eta, U(E^d \setminus \{e_1, \ldots, e_{2d}\}) = \xi)}{\mathbb{P}(Y(x) = 2 | U(e_1) = \cdots = U(e_d) = 0, Y(Z^d \setminus \{x\}) = \eta, U(E^d \setminus \{e_1, \ldots, e_{2d}\}) = \xi)} \\
&= \frac{r_1}{r_2}. \tag{14}
\end{align*}
\]
By Theorem 6.2 and the defining property (8) of random-cluster measures, we obtain
\[
\begin{align*}
\mathbb{P}(Y(x) = 2, U(e_d) = 0 | Y(Z^d \setminus \{x\}) = \eta, U(E^d \setminus \{e_1, \ldots, e_{2d}\}) = \xi) &= \mathbb{P}(Y(x) = 1 | Y(Z^d \setminus \{x\}) = \eta, U(E^d \setminus \{e_1, \ldots, e_{2d}\}) = \xi) \\
&= \frac{(1-p)r_2}{p + (1-p)r_2} \cdot \left( \frac{r_1}{r_2} \right)^{2d-2}. \tag{15}
\end{align*}
\]
Similarly, we get, on the event $y_1 \not\leftrightarrow y_2$, that
\[
\begin{align*}
\mathbb{P}(Y(x) = 1, U(e_1) = U(e_d) = 0 | Y(Z^d \setminus \{x\}) = \eta, U(E^d \setminus \{e_1, \ldots, e_{2d}\}) = \xi) &= \mathbb{P}(Y(x) = 2, U(e_1) = \cdots = U(e_d) = 0 | Y(Z^d \setminus \{x\}) = \eta, U(E^d \setminus \{e_1, \ldots, e_{2d}\}) = \xi) \\
&= \frac{(1-p)r_1}{p + (1-p)r_1} \cdot \left( \frac{r_1}{r_2} \right)^{2d-2}. \tag{16}
\end{align*}
\]
while on the event $y_1 \not\leftrightarrow y_2$ we get
\[
\begin{align*}
\mathbb{P}(Y(x) = 1, U(e_1) = U(e_d) = 0 | Y(Z^d \setminus \{x\}) = \eta, U(E^d \setminus \{e_1, \ldots, e_{2d}\}) = \xi) &= \mathbb{P}(Y(x) = 2, U(e_1) = \cdots = U(e_d) = 0 | Y(Z^d \setminus \{x\}) = \eta, U(E^d \setminus \{e_1, \ldots, e_{2d}\}) = \xi) \\
&= \frac{(1-p)r_1^2}{p^2 r_1 + 2p(1-p)r_1 + (1-p)^2 r_1^2}. \tag{17}
\end{align*}
\]
Combining (14), (15) and (17), we get, still on the event $y_1 \not\leftrightarrow y_2$,
\[
\begin{align*}
\mathbb{P}(Y(x) = 1 | Y(Z^d \setminus \{x\}) = \eta, U(E^d \setminus \{e_1, \ldots, e_{2d}\}) = \xi) &= \mathbb{P}(Y(x) = 2, U(e_1) = \cdots = U(e_d) = 0 | Y(Z^d \setminus \{x\}) = \eta, U(E^d \setminus \{e_1, \ldots, e_{2d}\}) = \xi) \\
\end{align*}
\]
\[
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\]
\[
\begin{align*}
\times P(Y(x) = 2, U(e_3) = \cdots = U(e_{2d}) = 0 | Y(Z^d \setminus \{ x \}) = \eta, U(E^d \setminus \{ e_1, \ldots, e_{2d} \}) = \xi) & \\
= \left( \frac{p^2 r_1 + 2p(1-p)r_1 + (1-p)^2 r_1^2}{(1-p)^2 r_1^2} \right) \left( \frac{r_1}{r_2} \right) \left( \frac{(1-p)r_2}{p + (1-p)r_2} \right)^{2d-2}
\end{align*}
\]

and (12) is established. A similar calculation for \( y_1 \not\sim y_2 \) yields (13) from (14), (15) and (16), completing the proof.

For the proofs of Theorems 4.4 (ii) and 7.2, it is useful to find a fuzzy spin configuration \( \eta^* \) that can serve as a “point of discontinuity” in (5). To this end, define \( \eta^* \in \{1, \ldots, s\}^{Z^d \setminus \{0\}} \), where \( 0 \) is the origin, as follows. For each \( x = (x_1, \ldots, x_d) \in Z^d \setminus \{0\} \), set

\[
\eta^*(x) = \begin{cases} 
2 & \text{if } x_1 = 0 \text{ and } |x_2| + |x_3| + \cdots + |x_d| = 1 \\
1 & \text{or if } x_1 = -1 \text{ and } |x_2| + |x_3| + \cdots + |x_d| > 1
\end{cases} \tag{18}
\]

(This is essentially the same configuration as the one defined in [18] for the same purposes in the so-called divide-and-color model. Furthermore, a similar configuration was used in [8], again for the purpose of proving nonquasilocality.) See Figure 1 for an illustration of \( \eta^* \) in \( d = 2 \) dimensions. Each of the \( 2d \) nearest neighbors of \( 0 \) are in different connected fuzzy spin components of \( \eta^* \): two of them are infinite components of 1’s, each filling up essentially a half-space, while the remaining \( 2d - 2 \) of them are singleton components of 2’s.

Figure 1: The configuration \( \eta^* \) restricted to the box \( \Lambda_7 = \{-7, \ldots, 7\}^2 \) in two dimensions. The \( x \) in the middle is the origin, whose value is not determined by \( \eta^* \).

**Proof of Theorem 7.2:** Let \( (U, X, Y) \) be defined as before, and write \( P \) for their joint distribution. As in Section 6, let \( \Lambda_n = \{-n, \ldots, n\}^d \). For each \( k \), define the fuzzy spin configurations \( \eta^{1,k}, \eta^{2,k} \in \{1, \ldots, s\}^{\Lambda_{k+1} \setminus \{0\}} \) by setting

\[
\eta^{1,k}(x) = \begin{cases} 
1 & \text{for } x \in \Lambda_{k+1} \setminus \Lambda_k \\
\eta^*(x) & \text{for } x \in \Lambda_k \setminus \{0\}
\end{cases}
\]

and

\[
\eta^{2,k}(x) = \begin{cases} 
2 & \text{for } x \in \Lambda_{k+1} \setminus \Lambda_k \\
\eta^*(x) & \text{for } x \in \Lambda_k \setminus \{0\}
\end{cases}
\]
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Note that \( \eta^{1,k} = \eta^{2,k} \) on \( \Lambda_k \setminus \{0\} \). Hence, in order to show that \( Y \) is not \( k \)-Markovian, it is enough to show that
\[
P(Y(0) = j \mid Y(\Lambda_{k+1} \setminus \{0\}) = \eta^{1,k}) \neq P(Y(0) = j \mid Y(\Lambda_{k+1} \setminus \{0\}) = \eta^{2,k})
\]
for some \( j \in \{1, \ldots, s\} \). We may assume that
\[
P(Y(0) = 2 \mid Y(\Lambda_{k+1} \setminus \{0\}) = \eta^{1,k}) = P(Y(0) = 2 \mid Y(\Lambda_{k+1} \setminus \{0\}) = \eta^{2,k})
\]
(20) because if this fails, then we are done\(^1\). Write \( b \) for the conditional probability in (20), write \( c_1 \) and \( c_2 \) for the expressions in (12) and (13) respectively, and recall that \( c_1 > c_2 \). We furthermore have \( b > 0 \) due to Lemma 4.5. Write \( y_1 \) and \( y_2 \) for the two nearest neighbors of \( 0 \) that take fuzzy spin value 1 in \( \eta^* \), and let \( A \) denote the event that \( U \) contains a path from \( y_1 \) to \( y_2 \) that does not pass through \( 0 \). Observe that \( Y(\Lambda_{k+1} \setminus \{0\}) = \eta^{2,k} \) implies \( \neg A \), so that by Lemma 7.3 we get
\[
P(Y(0) = 1 \mid Y(\Lambda_{k+1} \setminus \{0\}) = \eta^{2,k}) = c_2 b.
\]
On the other hand, we clearly have
\[
P(A \mid Y(\Lambda_{k+1} \setminus \{0\}) = \eta^{1,k}) > 0
\]
so that, by another application of Lemma 7.3, we have
\[
P(Y(0) = 1 \mid Y(\Lambda_{k+1} \setminus \{0\}) = \eta^{1,k}) = c_1 b P(A \mid Y(\Lambda_{k+1} \setminus \{0\}) = \eta^{1,k}) + c_2 b P(\neg A \mid Y(\Lambda_{k+1} \setminus \{0\}) = \eta^{1,k})
\]
\[
= c_2 b + (c_1 - c_2) b P(A \mid Y(\Lambda_{k+1} \setminus \{0\}) = \eta^{1,k})
\]
\[
> c_2 b = P(Y(0) = 1 \mid Y(\Lambda_{k+1} \setminus \{0\}) = \eta^{2,k}).
\]
Hence, (19) is established for \( j = 1 \), and the proof is complete. \( \square \)

8 Proof of main result for large \( \beta \)

In this section, we will prove non-quasilocality of the fuzzy Potts model for large \( \beta \). More precisely, we will prove Theorem 4.4 (ii), thereby establishing also Theorem 3.2 (ii) concerning non-Gibbsianness at large \( \beta \).

To this end, we will sharpen the proof of Theorem 7.2. The thing we need to do compared to that proof, is to demonstrate that the discrepancy between the left-hand side and the right-hand side of (19) not only is nonzero for all \( k \), but that it is in fact bounded away from 0 uniformly in \( k \). The way to do this is to show that the conditional probability in (21) is bounded away from 0 uniformly in \( k \). This can be done for the range of \( \beta \)-values given in Theorem 4.4 (ii), but the argument simplifies somewhat of we instead consider the following modifications of the fuzzy spin configurations \( \eta^{1,k} \) and \( \eta^{2,k} \) considered in the proof of Theorem 7.2. Define, for positive integers \( k \) and \( n \) such that \( k < n \), the configurations \( \eta^{1,k,n}, \eta^{2,k,n} \in \{1, \ldots, s\}^{\Lambda_n \setminus \{0\}} \) as
\[
\eta^{1,k,n}(x) = \begin{cases} 
1 & \text{for } x \in \Lambda_n \setminus \Lambda_k \ \\
\eta^{*}(x) & \text{for } x \in \Lambda_k \setminus \{0\}
\end{cases}
\]
\(^1\)In fact it does fail. Our argument nevertheless seems like the most streamlined way to prove the result.
and
\[
\eta^{2,k,n}(x) = \begin{cases} 
2 & \text{for } x \in \Lambda_n \setminus \Lambda_k \\
\eta^*(x) & \text{for } x \in \Lambda_k \setminus \{0\}
\end{cases}
\]
where \(\eta^* \in \{1, \ldots, s\}^{\mathbb{Z}^d \setminus \{0\}}\) is defined as in (18). Specifically, we will prove the following result, which will easily imply Theorem 4.4 (ii).

**Lemma 8.1** Suppose that we pick \(Y\) according to the fuzzy Potts measure \(\mu_{\alpha,\beta}^{Z^d,\mathcal{S}_n} \) with \(d \geq 2, \beta > \frac{1}{4} \log \left( \frac{1 + |r_1 - 1| p_c(d)}{1 - p_c(d)} \right) \), and the other parameter values as in Theorem 3.2. Then there exists a constant \(\alpha > 0\) (depending on \(d, r_1\) and \(\beta\), but not on \(k\)) such that for all \(k\) and all sufficiently large \(n\) (depending on \(k\)), we have
\[
P(Y(0) = 1 \mid Y(0) \in \{1, 2\}, Y(\Lambda_n \setminus \{0\}) = \eta^{1,k,n})
- P(Y(0) = 1 \mid Y(0) \in \{1, 2\}, Y(\Lambda_n \setminus \{0\}) = \eta^{2,k,n}) \geq \alpha.
\]  
(22)

The proof of this lemma is based on comparing the random-cluster configuration \(U\) to supercritical i.i.d. percolation. The key result for such percolation processes that we need, is captured in the next lemma. Recall that \(p_c(d)\) is the critical value for i.i.d. bond percolation on \(\mathbb{Z}^d\). Let \(y_1, y_2 \in \mathbb{Z}^d\) be as in the proof of Theorem 7.2; to be more specific we take \(y_1\) to be the nearest neighbor of \(0\) whose first coordinate is \(-1\), and \(y_2\) to be the nearest neighbor of \(0\) whose first coordinate is \(+1\). Also as in that proof, define \(A\) to be the event that there is a path of open edges from \(y_1\) to \(y_2\) that does not pass through \(0\).

**Lemma 8.2** For any \(k\), let \(E_d^k\) denote the set of edges in \(E_d\) that are incident either to \(0\) or to some \(x \in \Lambda_k \setminus \{0\}\) with \(\eta^*(x) = 2\). For \(\bar{p} \in [0, 1]\), consider the inhomogeneous bond percolation process \(\bar{U} \in \{0, 1\}^{E_d}\) obtained by setting \(\bar{U}(e) = 0\) for all \(e \in E_d^k\), and for each \(e \in E_d \setminus E_d^k\) independently setting
\[
\bar{U}(e) = \begin{cases} 
1 & \text{with probability } \bar{p} \\
0 & \text{with probability } 1 - \bar{p}
\end{cases}
\]
Write \(P_{\bar{p},k}\) for the corresponding probability measure on \(\{0, 1\}^{E_d}\). If \(\bar{p} > p_c(d)\), then
\[
\lim_{k \to \infty} P_{\bar{p},k}(A) > 0,
\]  
(23)
and the limit is decreasing.

**Proof:** Note first that \(P_{\bar{p},k}(A)\) is decreasing in \(k\), since the measures \(P_{\bar{p},k}\) are stochastically decreasing in \(k\) and \(A\) is an increasing event. Hence the limit in (23) exists, and it only remains to show that \(P_{\bar{p},k}(A)\) is bounded away from 0 uniformly in \(k\). Define the events \(A_1, A_2, A_3 \in \{0, 1\}^{E_d}\) as follows.

\[
A_1 = \{\exists \text{ an infinite open path starting at } y_1 \text{ and contained in the left half-space}\}
\]
\[
A_2 = \{\exists \text{ an infinite open path starting at } y_2 \text{ and contained in the right half-space}\}
\]
\[
A_3 = \{\exists \text{ a unique infinite open cluster}\}.
\]

By the left (resp. right) half-space, we here mean the set of vertices whose first coordinate is strictly negative (resp. strictly positive), together with edges connecting such vertices. Note that
\[
A_1 \cap A_2 \cap A_3 \subseteq A.
\]
Barsky, Grimmett and Newman [3] showed that for i.i.d. bond percolation in a half-space with $p > p_c(d)$, there a.s. exists an infinite open cluster, and hence that any given vertex has strictly positive probability of being in an infinite cluster. This immediately implies that $P_{\tilde{p}, k}(A_1)$ and $P_{\tilde{p}, k}(A_2)$ both are bounded away from 0 when $\tilde{p} > p_c(d)$. Note also that $A_1$ and $A_2$ are independent under $P_{\tilde{p}, k}$, so that $P_{\tilde{p}, k}(A_1 \cap A_2) = P_{\tilde{p}, k}(A_1)P_{\tilde{p}, k}(A_2)$ is also bounded away from 0.

Next, recall the famous a.s. uniqueness of the infinite cluster result for i.i.d. bond percolation on $\mathbb{Z}^d$, established by Aizenman, Kesten and Newman [1]. But $P_{\tilde{p}, k}$ arises by conditioning such a percolation process on an even of positive probability, namely the event that all edges in $E^{d,k}$ are closed. Hence any a.s. result for i.i.d. percolation carries over to $P_{\tilde{p}, k}$, so that in particular $P_{\tilde{p}, k}(A_3) = 1$. We get

$$
\lim_{k \to \infty} P_{\tilde{p}, k}(A) \geq \lim_{k \to \infty} P_{\tilde{p}, k}(A_1 \cap A_2 \cap A_3) = \lim_{k \to \infty} P_{\tilde{p}, k}(A_1 \cap A_2) = \lim_{k \to \infty} P_{\tilde{p}, k}(A_1)P_{\tilde{p}, k}(A_2) > 0
$$

as desired. \qed

For the proof of Lemma 8.1, we need also to recall the concept of stochastic domination. Let $E$ be a finite or countable set (in our applications, $E$ will be an edge set; hence the notation). For $\xi, \xi' \in \{0,1\}^E$, write $\xi \leq \xi'$ if $\xi(e) \leq \xi'(e)$ for all $e \in E$. A function $f : \{0,1\}^E \to \mathbb{R}$ is said to be increasing if $f(\xi) \leq f(\xi')$ whenever $\xi \leq \xi'$. For two probability measures $\phi$ and $\phi'$ on $\{0,1\}^E$, we say that $\phi$ is stochastically dominated by $\phi'$, writing $\phi \leq^D \phi'$, if

$$\int_{\{0,1\}^E} f \, d\phi \leq \int_{\{0,1\}^E} f \, d\phi'$$

holds for all bounded increasing $f : \{0,1\}^E \to \mathbb{R}$. It is well known (Strassen’s Theorem) that $\phi \leq^D \phi'$ is equivalent to a coupling of two $\{0,1\}^E$ valued random objects $U$ and $U'$, with respective distributions $\phi$ and $\phi'$, such that $U \leq U'$ with probability 1.

**Proof of Lemma 8.1:** Define $A_n \in \{0,1\}^{E^d}$ to be the event that there exists a path of open edges from $y_1$ to $y_2$ that does not pass through $\{0\}$ and that is contained in $\lambda_n$. Note that $A_1, A_2, \ldots$ is an increasing sequence of events converging to $A$, so that

$$\lim_{n \to \infty} P_{\tilde{p}, k}(A_n) = P_{\tilde{p}, k}(A) \quad (24)$$

for any $\tilde{p}$ and $k$.

Write $\gamma = \gamma(\tilde{p})$ for the limit in (23). Due to (24), we can find, for each $k$, an $n = n(k, \tilde{p})$ such that

$$P_{\tilde{p}, k}(A_n) \geq \gamma \quad (25)$$

Set $p = 1 - e^{-\beta}$ and $\tilde{p} = p + (1-p)\beta$, and note that due to our assumption on $\beta$ we have $\tilde{p} > p_c(d)$. Recall Theorem 6.2, and consider the conditional distribution of $U(E^{Y,1})$ given $Y$. If we reveal the status of the edges in $E^{Y,1}$ one at a time, then at each stage we have conditional probability (given $Y$ and all the edges seen so far) at least $\tilde{p}$ of seeing an open edge; this is due to the defining property (6.1) of random-cluster measures. It
follows that the conditional distribution of $U(E_{Y,1}^1)$ given $Y$ stochastically dominates the projection of $F_{\beta,k}$ on $\{0,1\}_{E_{Y,1}^1}$. If we now pick $n$ large enough so that (25) holds, then (due to the fact that $A_n$ is an increasing event) we get
\[
P(A \mid Y(0) \in \{1,2\}, Y(\Lambda_n \setminus \{0\})) = \eta^{1,k,n}
\]
\[
\geq P(A_n \mid Y(0) \in \{1,2\}, Y(\Lambda_n \setminus \{0\}) = \eta^{1,k,n}
\]
\[
\geq P_{\beta,k}(A_n)
\]
\[
\geq \frac{\gamma}{2}.
\]
Write (as in the proof of Theorem 7.2) $c_1$ and $c_2$ for the right-hand sides of (12) and (13), and recall again that $c_1 > c_2$. Lemma 7.3 implies
\[
P(Y(\{0\}) = 1 \mid Y(0) \in \{1,2\}, Y(\Lambda_n \setminus \{0\}) = \eta^{1,k,n})
\]
\[
= \left( P(Y(\{0\}) = 1 \mid Y(0) \in \{1,2\}, Y(\Lambda_n \setminus \{0\}) = \eta^{1,k,n}, A) \right)
\]
\[
\times P(A \mid Y(0) \in \{1,2\}, Y(\Lambda_n \setminus \{0\}) = \eta^{1,k,n})
\]
\[
+ \left( P(Y(\{0\}) = 1 \mid Y(0) \in \{1,2\}, Y(\Lambda_n \setminus \{0\}) = \eta^{1,k,n}, \neg A) \right)
\]
\[
\times P(\neg A \mid Y(0) \in \{1,2\}, Y(\Lambda_n \setminus \{0\}) = \eta^{1,k,n})
\]
\[
= \frac{c_1}{c_1 + 1} P(A \mid Y(0) \in \{1,2\}, Y(\Lambda_n \setminus \{0\}) = \eta^{1,k,n})
\]
\[
+ \frac{c_2}{c_2 + 1} P(\neg A \mid Y(0) \in \{1,2\}, Y(\Lambda_n \setminus \{0\}) = \eta^{1,k,n})
\]
\[
= \frac{c_2}{c_2 + 1} + \left( \frac{c_1}{c_1 + 1} - \frac{c_2}{c_2 + 1} \right) P(A \mid Y(0) \in \{1,2\}, Y(\Lambda_n \setminus \{0\}) = \eta^{1,k,n})
\]
\[
\geq \frac{c_2}{c_2 + 1} + \frac{\gamma}{2} \left( \frac{c_1}{c_1 + 1} - \frac{c_2}{c_2 + 1} \right).
\]
On the other hand,
\[
P(Y(\{0\}) = 1 \mid Y(0) \in \{1,2\}, Y(\Lambda_n \setminus \{0\}) = \eta^{2,k,n}) = \frac{c_2}{c_2 + 1},
\]
again by Lemma 7.3. Lemma 8.1 therefore follows with $\alpha = \frac{\gamma}{2} \left( \frac{c_1}{c_1 + 1} - \frac{c_2}{c_2 + 1} \right)$.

**Proof of Theorem 4.4 (ii):** For each $k$, choose an $n = n(k)$ such that (22) holds.

Assume for contradiction that $\mu_{\mathbf{Z}_{q,i}^{d,i}}^{\beta}$ is quasilocal. Then the limits
\[
\lim_{k \to \infty} P(Y(0) \in \{1,2\} \mid Y(\Lambda_n \setminus \{0\}) = \eta^{1,k,n})
\]
and
\[
\lim_{k \to \infty} P(Y(0) \in \{1,2\} \mid Y(\Lambda_n \setminus \{0\}) = \eta^{2,k,n})
\]
must exist and be equal. By Lemma 4.5, this common limit must be nonzero; let us denote it by $\delta$. Lemma 8.1 then yields
\[
\liminf_{k \to \infty} P(Y(0) = 1 \mid Y(\Lambda_n \setminus \{0\}) = \eta^{1,k,n}) - P(Y(0) = 1 \mid Y(\Lambda_n \setminus \{0\}) = \eta^{2,k,n}) \geq \alpha \delta,
\]
violating the quasilocality condition (5).
Let us end this section by saying a few words about Conjecture 3.3. The comparison we made in the proof of Lemma 4.5 between random-cluster measures and i.i.d. percolation appears to be rather crude, and is likely to be improvable in such a way that the range of $\beta$-values for which the conclusion holds is enlarged. It even seems likely that if $n = n(k)$ grows sufficiently fast, then

the conditional probabilities of $A$ in (26) should be bounded away from 0 as soon as $\phi^{\mathbb{Z}^d, \text{free}}_{p,q}$ creates an infinite cluster; that is, as soon as $\beta > \beta_c(d, r_1)$.

If this could be established, then the conclusion of Lemma 4.5, as well as those of Theorems 4.4 (ii) and 3.2 (ii), would follow for all $\beta > \beta_c(d, r_1)$, thereby establishing Conjecture 3.3.

It would be possible to prove (27) by modifying our arguments in the proof of Lemma 4.5, provided that we had a random-cluster analogue of the result in [3] on existence of infinite clusters in half-spaces for supercritical percolation. To prove such a result for the random-cluster model is still an open problem; a positive answer would follow from (and is in fact equivalent to) a conjecture by Pisztora [24, bottom of p. 441].

9 Proof of main result for small $\beta$

In this final section, we will prove Theorem 4A (i), which implies Theorem 3.2 (i). We begin with an easy result about the random-cluster model.

**Lemma 9.1** Let $G = (V, E)$ be a finite graph, and let $(V_1, V_2)$ be an arbitrary bipartition of $V$. Define

$$E_1 = \{e \in E : \text{both endpoints of } e \text{ are in } V_1\}$$

$$E_2 = \{e \in E : \text{both endpoints of } e \text{ are in } V_2\}$$

$$E_3 = \{e \in E : \text{one endpoint of } e \text{ is in } V_1 \text{ and the other in } V_2\}$$

Define also $G_1 = (V_1, E_1)$ and $G_2 = (V_2, E_2)$. Fix $p \in [0, 1]$ and $q > 0$, and suppose that we pick the random edge configuration $U \in \{0, 1\}^E$ according to the random-cluster measure $\phi^G_{p,q}$ conditional on the event $A_{E_3} \subset \{0, 1\}^E$ defined as

$$A_{E_3} = \{\xi \in \{0, 1\}^E : \xi(e) = 0 \text{ for all } e \in E_3\}.$$

Then $U(E_1)$ and $U(E_2)$ are independent of each other, with respective distributions $\phi^G_{p,q}$ and $\phi^G_{p,q}$.

**Proof:** Write $P$ for the distribution of $U$. For $\xi \in A_{E_3}$, write $k(\xi)$ for the number of connected components of $\xi$, and write $k_1(\xi)$ and $k_2(\xi)$ for the number of connected components of $\xi$ contained in $G_1$ and in $G_2$, respectively; note that $\xi = \xi_1 + \xi_2$. The definition (7) of random-cluster measures yields

$$P(\xi) = \frac{\phi^G_{p,q}(\xi)}{\phi^G_{p,q}(A_{E_3})}$$

$$= \frac{\phi^k(\xi)}{Z_{p,q}^{G_{p,q}}(A_{E_3})} \prod_{e \in E} p^{\xi(e)}(1-p)^{(1-\xi(e))}$$
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\[
= \left( \frac{q^{k_1(\xi)}}{Z_{P,q}^{G_1}} \prod_{e \in E_1} p^{f(e)}(1 - p)^{1 - f(e)} \right) \left( \frac{q^{k_2(\xi)}}{Z_{P,q}^{G_2}} \prod_{e \in E_2} p^{f(e)}(1 - p)^{1 - f(e)} \right) \]

because \( Z_{P,q}^{G_1, G_2} \) must equal \( Z_{P,q}^{G_1} \phi_{P,q}^{G_2}(A_{E_3}) \) by normalization.

Recall our earlier notation that \( \mathbf{P} \) is the joint distribution of \((U, X, Y)\). Now we need to work with such distributions for more than one graph simultaneously, so we write \( \mathbf{P}^G \) to emphasize on which graphs \((U, X, Y)\) lives.

Let \( G, G_1, G_2, E_3 \) and \( A_{E_3} \) be as in Lemma 9.1. Imagine picking \((U, X, Y)\) according to \( \mathbf{P}^G \), and write \( \mathbf{P}^G|A_{E_3} \) for the conditional distribution of \((U, X, Y)\) given the event \( A_{E_3} \). It follows from Lemma 9.1 and the construction of \( X \) and \( Y \) from \( U \) that an edge-spin triple \((U, X, Y)\) with distribution \( \mathbf{P}^G|A_{E_3} \) may alternatively be obtained by

(i) setting \( U(E_3) \equiv 0 \),
(ii) picking \((U(E_1), X(V_1), Y(V_1))\) according to \( \mathbf{P}^{G_1} \), and
(iii) picking \((U(E_2), X(V_2), Y(V_2))\) according to \( \mathbf{P}^{G_2} \),

where (ii) and (iii) are done independently. An analogous result on \( \mathbf{Z}^d \) is the following.

\textbf{Lemma 9.2} Let \( V \subset \mathbf{Z}^d \) be a finite subset of \( \mathbf{Z}^d \), and define

\[
E_1 = \{ e \in E^d : \text{both endpoints of } e \text{ are in } V \}
\]

\[
E_2 = \{ e \in E^d : \text{both endpoints of } e \text{ are in } \mathbf{Z}^d \setminus V \}
\]

\[
E_3 = \{ e \in E^d : \text{exactly one endpoint of } e \text{ is in } V \}
\]

and \( G = (V, E_1) \). Pick \((U, X, Y) \in \{0, 1\}^{E^d} \times \{1, \ldots, q\}^{\mathbf{Z}^d} \times \{1, \ldots, s\}^{\mathbf{Z}^d} \) as in Theorem 6.2, and write \( \mathbf{P}^{\mathbf{Z}^d} \) for their joint distribution. Then the \( \mathbf{P}^{\mathbf{Z}^d} \)-conditional distribution given \( A_{E_3} \) and any event defined in terms of \((U(E_1), X(\mathbf{Z}^d \setminus V), Y(\mathbf{Z}^d \setminus V))\), is \( \mathbf{P}^G \).

\textbf{Proof:} Pick \( n \) large enough so that \( V \subset \Lambda_n \). By the reasoning prior to the lemma, we have the desired conclusion if \( \phi_{P,q}^{\mathbf{Z}^d, \text{free}} \) (resp. \( \phi_{P,q}^{\mathbf{Z}^d, \text{wired}} \)) is replaced by \( \phi_{P,q}^{G_n, \text{free}} \) (resp. \( \phi_{P,q}^{G_n, \text{wired}} \)) in the construction of \((U, X, Y)\). The lemma now follows by taking limits as \( n \to \infty \).

Let us now give a rough outline of the proof of Theorem 4.4 (i). Fix an arbitrary finite vertex set \( W \subset \mathbf{Z}^d \), together with a fuzzy spin configuration \( \xi \in \{1, \ldots, s\}^W \). To show that the fuzzy Potts measure \( \mu_{q,\beta, \{r_1, \ldots, r_s\}}^{\mathbf{Z}^d, i} \) is quasiloc, we need to show for any \( \varepsilon > 0 \) that there exists an \( n < \infty \) such that

\[
\left| \mu_{q,\beta, \{r_1, \ldots, r_s\}}^{\mathbf{Z}^d, i}(Y(W) = \xi | Y(\mathbf{Z}^d \setminus W) = \eta) - \mu_{q,\beta, \{r_1, \ldots, r_s\}}^{\mathbf{Z}^d, i}(Y(W) = \xi | Y(\mathbf{Z}^d \setminus W) = \eta') \right| \leq \varepsilon
\]

whenever \( \eta, \eta' \in \mathbf{S}^{\mathbf{Z}^d} \) are such that \( \eta(\Lambda_n \setminus W) = \eta'(\Lambda_n \setminus W) \). This we will prove by providing a coupling of two fuzzy spin configurations \( Y \) and \( Y' \) whose respective distributions are given by the conditional distributions in (28), and such that \( Y(W) = Y'(W) \) with probability at least \( 1 - \varepsilon \). To this end, we will show that with high probability (at least \( 1 - \varepsilon \)) there is a (random) edge set \( E \) in \( \Lambda_n \setminus W \) which separates \( W \) from \( \mathbf{Z}^d \setminus \Lambda_n \) (in the sense that all paths from \( W \) to \( \mathbf{Z}^d \setminus \Lambda_n \) must pass through \( E \)) and which has
the property that $U(E) = U'(E) \equiv 0$, where $U$ and $U'$ are random-cluster configurations corresponding to $Y$ and $Y'$. We call such an $E$ a cutset, and it is in showing the existence (with high probability) of a cutset in our coupling that the condition on $\beta$ in Theorem 4.4 (i) comes into play. Once we have such a cutset, we will be able to invoke Lemma 9.2 to guarantee that $Y$ and $Y'$ are equal inside the cutset, and we will be done. The last step, however, requires special care since $E$ is a random edge set while Lemma 9.2 is formulated for a fixed edge set $E_3$.

With this outline-of-a-proof in mind, we now proceed towards a complete argument. To ensure that a cutset of the desired kind exists with sufficiently high probability, we will need some lemmas on stochastic domination. There is an abundance of stochastic domination results for the random-cluster model (see [14] or [19]); the following one is tailored particularly for our purposes.

**Lemma 9.3** Let $G = (V, E)$ and $G' = (V', E')$ be finite or infinite graphs such that $G$ is a subgraph of $G'$, with $V \subseteq V'$ and

$$E = \{e \in E' : \text{both endpoints of } e \text{ are in } V\}.$$ 

Fix $p \in [0, 1]$ and $q > q' \geq 1$, let $\phi^G_{p,q}$ be a random-cluster measure for $G$ with parameters $p$ and $q$, and let $\phi^{G'}_{p,q'}$ be a random-cluster measure for $G'$ with parameters $p$ and $q'$. Let $F$ be an arbitrary finite subset of $E$, and let $\xi \in \{0, 1\}^{E \setminus F}$ and $\xi' \in \{0, 1\}^{E' \setminus F}$ be edge configurations satisfying $\xi \preceq \xi' (E \setminus F)$. Suppose $U \in \{0, 1\}^E$ and $U' \in \{0, 1\}^{E'}$ are picked according to $\phi^G_{p,q}$ and $\phi^{G'}_{p,q'}$, respectively. Write $\phi^{G'}_{p,q'}|\xi$ for the conditional distribution of $U(F)$ given $U(E \setminus F) = \xi$, and similarly let $\phi^G_{p,q}|\xi'$ denote the conditional distribution of $U'(F)$ given $U'(E' \setminus F) = \xi'$. Then

$$\phi^G_{p,q}|\xi \overset{D}{\preceq} \phi^{G'}_{p,q'}|\xi'.$$

**Proof:** This is a direct application of Holley’s Theorem on stochastic domination (see [13, Thm. 4.8]), using just the single-edge conditional distributions (8) for random-cluster measures. \hfill \square

The point of Lemma 9.3 in this context is of course that it can be applied to the conditional distribution of the edge configuration $U(E' \setminus j)$ on a monochromatic component $E' \setminus j$ of the fuzzy spin configuration $Y$ on $G'$. We need, however, to be able to handle all such components $E' \setminus 1, \ldots, E' \setminus s$ simultaneously, which requires a strengthening of Lemma 9.3. The next lemma provides such a strengthening, although specialized to the case $G' = \mathbb{Z}^d$. We will also make the following additional assumption on the parameter values. The main result will then be proved under this assumption, and only in the end will we indicate how to adapt the proof to the case where the assumption fails.

**Condition 9.4** Suppose that the parameter values $(r_1, \ldots, r_s)$ for the fuzzy Potts model satisfy $r_j \geq 2$ for each $j$. 

**Lemma 9.5** Consider the fuzzy Potts model on $\mathbb{Z}^d$ with parameter values as in Theorem 6.2, and let $(U, X, Y)$ and $P$ be as in that theorem. Assume Condition 9.4. Let $F$ be an arbitrary finite subset of $E^d$. Then $P$ admits conditional probabilities such that for any $\eta \in \{1, \ldots, s\}^{\mathbb{Z}^d}$ and any $\xi, \xi' \in \{0, 1\}^{E^d \setminus F}$ such that $\xi \preceq \xi'$, we have that

the conditional distribution of $U(F)$ given that $Y = \eta$ and $U(E^d \setminus F) = \xi$
is stochastically dominated by

the conditional distribution of \( U'(F) \) given \( U'(E^d \setminus F) = \xi' \), where \( U' \) is
distributed according to a random-cluster measure for \( Z^d \) with parameters \( p \)
and \( r_1 \).

**Proof:** If we considered just \( U(F \cap E^d) \) for a monochromatic component \( E^d \) of the
fuzzy spin configuration, then this would, due to Theorem 6.2, be a direct application
of Lemma 9.3; the conditions on \( q \) of that result are fulfilled due to the convention (3)
and Condition 9.4.

For the full result, we invoke Holley’s Theorem [13, Thm. 4.8] using the single-edge
conditional probabilities obtained in Theorem 6.2 and Remark 6.3. \( \square \)

An application of Lemma 9.5 is the following.

**Lemma 9.6** Consider the fuzzy Potts model on \( Z^d \) with parameter values as in Theorem
6.2, and let \( (U, X, Y) \) and \( P \) be as in that theorem. Assume Condition 9.4. Then \( P \)
adopts conditional probabilities such that for any \( \eta \in \{1, \ldots, s\}^{Z^d}, \)

the conditional distribution of \( U \) given \( Y = \eta \)
is stochastically dominated by

the wired random-cluster measure \( P_{p,q}^{\text{wired}} \).

**Proof:** Let \( \Lambda_n, E_n, G_n \) and \( P_{p,q}^{\text{wired}} \) be as in Section 6. The boundary condition used
in \( \phi_{p,q}^{\text{wired}} \) is tantamount to setting \( Y(e) = 1 \) for all \( e \in E^d \setminus E_n \), and we therefore
have from Lemma 9.5 that the projection of \( \phi_{p,q}^{\text{wired}} \) on \( E_n \cap E \) is stochastically dominated
by the projection of \( \phi_{p,q}^{\text{wired}} \) on \( E_n \cap E \). Lemma 9.6 follows upon sending \( n \to \infty \). \( \square \)

We are now equipped with the stochastic domination tools needed to go on with our
proof of the main result.

**Proof of Theorem 4.4 (i) in the case where Condition 9.4 holds:** Fix an
arbitrary finite vertex set \( W \subset \mathbb{Z}^d \) and an \( \varepsilon > 0 \); we need to show that (28) holds if \( n \)
is large enough.

Let \( p = 1 - \varepsilon^{-2d} \). By the assumption of the theorem that \( \beta < \beta_c(d, r_1) \), we have
that the corresponding random-cluster model is subcritical, i.e., that \( \phi_{p,r_1}^{\text{Z^d wired}} \) assigns
probability zero to the event that an infinite connected component of open edges exists.
Hence,

\[
\lim_{n \to \infty} \phi_{p,r_1}^{\text{Z^d wired}}(\exists \text{ an open path starting in } W \text{ and ending in } \mathbb{Z}^d \setminus \Lambda_n) = 0,
\]

so let us pick \( n \) such that this probability is at most \( \varepsilon \).

Now let \( \eta, \eta' \in \{1, \ldots, s\}^{\mathbb{Z}^d \setminus W} \) be two arbitrary fuzzy spin configurations satisfying
\( \eta(\Lambda_n \setminus W) = \eta'(\Lambda_n \setminus W) \). We shall construct a coupling of

(i) a triple \( (U, X, Y) \) with distribution \( P \) conditioned on \( Y(\mathbb{Z}^d \setminus W) = \eta \),
(ii) a triple \( (U', X', Y') \) with distribution \( P \) conditioned on \( Y'(\mathbb{Z}^d \setminus W) = \eta' \), and
(iii) an edge configuration \( U'' \in \{0, 1\}^{E^d} \) with distribution \( \phi_{p,r_1}^{\text{Z^d wired}} \).
We write $Q$ for the probability measure underlying the coupling. If we can establish that $Q(Y(W) = Y'(W)) \geq 1 - \varepsilon$, then (28) follows and the proof will be complete. The central objects in our coupling are therefore those in (i) and (ii); the edge configuration in (iii) is only there as a tool for keeping track of (i) and (ii). The coupling construction proceeds in several stages: first we determine the edge configurations $U, U'$ and $U^\#$ outside of the box $\Lambda_n$, then we sequentially determine the statuses of the edges inside the box (one at a time in a certain random order to be described below), and finally we decide on the fuzzy spin variables in $W$. (We will not need to bother about specifying the true spin configurations $X$ and $X'$.)

For the first stage of the coupling construction, note that Lemma 9.6 implies that we can pick $U(E^d \setminus E_n), U'(E^d \setminus E_n)$, and $U'^\#(E^d \setminus E_n)$ in such a way that

$$Q(U(E^d \setminus E_n) \preceq U'^\#(E^d \setminus E_n) \text{ and } U'(E^d \setminus E_n) \preceq U'^\#(E^d \setminus E_n)) = 1,$$

so let us do that.

The second stage is a kind of sequential technique which is related to the disagreement percolation technique of van den Berg and Maes [4], and (more closely) to the ideas of [16, Proof of Lem. 3.4]. Fix an arbitrary enumeration $(e_1, \ldots, e_m)$ of all the edges in $E_n$. At each step $k$ of the sequential construction, select the edge $e_l$ with the smallest index $l$ satisfying

(a) $e_l$ has not been selected in any previous step, and

(b) $e_l$ is incident to some vertex in $\partial \Lambda_n$ or to some previously selected edge with $U'^\#(e_l) = 1$.

(If no such edge can be found – which is what we want! – then we go on to the third stage of the construction.) When an edge $e_l$ is selected, we also pick a random number $R_l$, uniformly distributed on $[0,1]$. Define $\alpha_l$ to be the conditional probability (under the measure $P$ conditioned on $Y(\mathbb{Z}^d \setminus W) = \eta$), given everything about $(U, X, Y)$ that we have seen so far, that $U(e_l) = 1$, and set

$$U(e_l) = \begin{cases} 1 & \text{if } R_l < \alpha_l \\ 0 & \text{otherwise}. \end{cases}$$

(30)

Define $\alpha'_l$ analogously, and set

$$U'(e_l) = \begin{cases} 1 & \text{if } R_l < \alpha'_l \\ 0 & \text{otherwise}. \end{cases}$$

(31)

Finally, set $\alpha''_l$ to be the conditional $q_{p_i, r_i}$ probability that $U^\#(e_l) = 1$ given what we have seen so far of $U^\#$, and set

$$U'^\#(e_l) = \begin{cases} 1 & \text{if } R_l < \alpha''_l \\ 0 & \text{otherwise}. \end{cases}$$

(32)

At stage $k = 1$, Lemma 9.5 and (29) together imply that $\alpha_l < \alpha''_l$ and that $\alpha'_l < \alpha''_l$. Hence, using (30), (31) and (32), we get that $U(e_l) < U'^\#(e_l)$ and $U'(e_l) < U'^\#(e_l)$. By Lemma 9.5 and induction, we obtain the same thing at every stage $k$ of the sequential construction.
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Suppose now that we have arrived at the situation where no edge $e \in (e_1, \ldots, e_m)$ satisfying (a) and (b) can be found. Write $E_1$ for the (random) set of edges whose values in $U$, $U'$ and $U''$ have not yet been determined, set $V_1$ to be the set of vertices that are endpoints of edges in $E_1$, and define $G_1 = (V_1, E_1)$. Also write $E_3$ for the set of edges whose values have been determined but which are incident to at least one edge in $E_1$. We must then have that $U''(e) = 0$ for all $e \in E_3$ (because otherwise we would be able to continue the sequential construction). But then $U(E_3) = U'(E_3) \equiv 0$ as well. Lemma 9.2 now guarantees that the conditional distribution of $(U(E_1), X(V_1), Y(V_1))$ given what we have already seen of $(U, X, Y)$ is $P^{G_1}$ conditioned on the event that $Y(V_1 \setminus W) = \eta(V_1 \setminus W)$. The same applies to the conditional distribution of $(U'(E_1), X'(V_1), Y'(V_1))$ given what we have seen of $(U', X', Y')$. Hence we can take $(U(E_1), X(V_1), Y(V_1)) = (U'(E_1), X'(V_1), Y'(V_1))$ in our coupling. In particular, we get $Y(W) = Y'(W)$ if $W \subseteq V_1$. Note now that if $W \not\subseteq V_1$, then $U''$ contains an open path starting in $W$ and ending in $\mathbb{Z}^d \setminus \Lambda_n$. Hence

$$Q(Y(W) = Y'(W)) \geq Q(W \subseteq V_1) \geq 1 - \varepsilon$$

(33)

by our choice of $n$, so the proof is complete. \hfill \Box

It now only remains to remove Condition 9.4 from our assumptions.

**Proof of Theorem 4.4 (i) in the general case:** Note that if Condition 9.4 fails, i.e., if $r_j = 1$ for some $j \in \{2, \ldots, s\}$, then Lemmas 9.5 and 9.6 fail. Hence, we cannot guarantee that $U(E_3) = U'(E_3) \equiv 0$ in the cutset $E_3$ obtained in the above proof of Theorem 4.4 (i).

But if we modify $(U, X, Y)$ into a triple $(\tilde{U}, X, Y)$ by setting $(U, X, Y) = (\tilde{U}, X, Y)$ except that $\tilde{U}(e) = 0$ for all edges $e = \langle x, y \rangle$ such that $Y(x) = Y(y) \in \{j \in \{1, \ldots, s\} : r_j = 1\}$, then it is easy to check that the lemmas will be true again.

A very important observation now is that the status $U(e)$ of such an edge, given that $Y(x) = Y(y) \in \{j \in \{1, \ldots, s\} : r_j = 1\}$, is conditionally independent of everything else; this follows from Theorem 6.2 and Remark 6.3.

Let us now modify the sequential construction in the above proof of Theorem 4.4 (i) as follows. Every time we determine the status of an edge $e = \langle x, y \rangle$ with $Y(x) = Y(y) \in \{j \in \{1, \ldots, s\} : r_j = 1\}$, we simply set $U(e) = U'(e) = 0$. The modified variants of Lemmas 9.5 and 9.6 will now guarantee that $U(E_3) = U'(E_3) \equiv 0$ in the cutset $E_3$. The distribution of $U$ and $U'$ in this coupling will of course not be the right ones, but the distributions of $Y$ and $Y'$ will (due to the above observation about the conditional independence of the $U(e)$'s). For this modified coupling, we will arrive at (33) in the same way as in the original version, and this completes the proof. \hfill \Box
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