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Abstract

The general coalescent process with simultaneous multiple mergers of ancestral lines was initially characterized in [13] in terms of a sequence of measures defined on the finite-dimensional simplices. A more compact characterization of the general coalescent requiring a single probability measure $\Xi$ defined on the infinite simplex $\Delta$ was suggested in [17].

This paper presents a simple criterion of weak convergence to the $\Xi$-coalescent. In contrast to the earlier criterion of [13] based on the moment conditions, the key condition here is expressed in terms of the joint distribution of the ranked offspring sizes. This criterion interprets a vector $x \in \Delta$ as the ranked fractions of the total population size assigned to sibling groups constituting a (rare) generation, where a merger might occur.

An example of the general coalescent is developed on the basis of the Poisson-Dirichlet distribution. It suggests a simple algorithm of simulating the Kingman coalescent with occasional (simultaneous) multiple mergers.


Keywords: $\Xi$-coalescent, exchangeability, Poisson-Dirichlet distribution

1 Introduction

The well-known Kingman coalescent ([7], [8], [9]) is a continuous time Markov chain $\{R_0(t)\}_{t \geq 0}$ describing a robust asymptotic pattern for the genealogical tree of a large population. The genealogical tree is built bottom up: starting with $n$ leaves corresponding to a random sample of genes in the current generation and ending with the root of the tree corresponding to the most recent common ancestor of the sampled genes. The hold-and-jump picture of
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the Markov chain \( \{ R_0(t) \}_{t \geq 0} \) is very simple: if \( n \) is the current number of branches, wait a period proportional to \( \binom{n}{2} \), and then reduce the number of branches to \( (n-1) \) by joining a pair of branches picked up uniformly at random among \( \binom{n}{2} \) available pairs.

The first robustness result [8] concerning the Kingman coalescent is stated in the framework of the Cannings exchangeable population model [3] describing a haploid population of constant population size \( N \) with non-overlapping generations. The assumptions of Cannings model concern the vector of offspring sizes \( (\nu_1, \ldots, \nu_N) \) for \( N \) individuals constituting one generation. The constant population size condition

\[
\nu_1 + \ldots + \nu_N = N
\]

requires that the total offspring number equals to the number of parents. It is assumed also that there is no dependence between vectors \( (\nu_1, \ldots, \nu_N) \) for different generations and that all generations share the same reproduction law, that is the joint distribution of \( (\nu_1, \ldots, \nu_N) \). Finally, the Cannings model assumes that

\[
(\nu_1, \ldots, \nu_N) \text{ has an exchangeable joint distribution.}
\]

Note that under these assumptions all the offspring sizes \( \nu_i \) within one generation are equally distributed and \( \mathbb{E}(\nu_i) = 1 \).

The genealogy of a population with non-overlapping generations is defined by Kingman as a Markov chain \( \{ R(k) \}_{k=0,1,\ldots} \) with a finite number of states which are different partitions of the set of labels \( \{1, \ldots, n\} \) representing \( n \) individuals sampled in generation \( k = 0 \). The initial state \( R(0) = \{(1); \ldots; (n)\} \) says that the genealogical tree construction starts with \( n \) leaves. For \( k \geq 1 \) the partition \( R(k) \) describes the tree state \( k \) generations back. The number of parts forming the partition \( R(k) \) gives the number of branches in the tree at the backward time \( k \). Different parts of the partition \( R(k) \) label the branches in an informative way showing the subsets of leaves stemming from different branches. For instance, if \( n = 5 \), then partition \( R(6) = \{(1,3); (2,4,5)\} \) says that six generations ago there were two ancestors to the five sampled individuals and that individuals \( (1,3) \) stem from one the ancestors while individuals \( (4,5,6) \) stem from the other.

It turns out that the coalescent rate for the Cannings population model depends on the asymptotics of the offspring size variance \( \sigma^2_N := \text{Var}(\nu_N) \).

**Proposition 1.1** (from [8]) Suppose conditions (1) and (2) hold and

\[
\sigma^2_N \to \sigma^2, \quad N \to \infty, \quad 0 < \sigma^2 < \infty.
\]

If furthermore,

\[
\sup_N \mathbb{E}(\nu^3_N) < \infty, \quad k \geq 3,
\]

then the finite-dimensional distributions of \( \{ R([Nt]) \}_{t \geq 0} \) converge to those of \( \{ R_0(\sigma^2 t) \}_{t \geq 0} \).

Conditions (3) and (4) introduce a wide class of reproduction laws falling into the domain of attraction of the Kingman coalescent. A key example here is the Wright-Fisher
population model with the symmetric multinomial \( \text{Mn}(N; \frac{1}{N}, \ldots, \frac{1}{N}) \) reproduction law obviously satisfying (2). In this case the marginal distribution of the offspring size is binomial \( \nu_t \in \text{Bin}(N, \frac{1}{N}) \) with variance \( \sigma_N^2 = 1 - \frac{1}{N} \) and descending factorial moments

\[
E\left( \nu_t^{(k)} \right) = \frac{N^{(k)}}{N^k}, \quad N^{(k)} := N(N - 1) \ldots (N - k + 1).
\]

Thus for the Wright-Fisher model conditions (3) and (4) are satisfied with \( \sigma^2 = 1 \).

However, this class fails to encompass the important Moran population model with the ordered offspring sizes being equal \( \nu_1 = 2, \nu_2 = \nu_{(N-1)} = 1, \nu_{(N)} = 0 \) with probability one. Due to the exchangeability assumption the marginal offspring distribution for the Moran population is

\[
P(\nu_1 = 1) = 1 - \frac{2}{N}, \quad P(\nu_1 = 0) = P(\nu_1 = 2) = \frac{1}{N},
\]

which implies that \( \sigma_N^2 = \frac{2}{N} \) converges to zero as \( N \to \infty \), so that (3) does not hold. Nevertheless, as it was shown in [7], the Moran population model does belong to the domain of attraction of the Kingman coalescent, though under a different time scaling \( T_N = N^2/2 \), so that \( \{R((N^2 t/2))\}_{t \geq 0} \) converges to \( \{R_0(t)\}_{t \geq 0} \) as \( N \to \infty \).

The cited convergence results by Kingman suggest a general formula

\[
T_N = N/\sigma_N^2
\]

for the time scaling in the ancestral process. This relation has a simple explanation in terms of

\[
c_N = E \left( \frac{1}{N^2} \sum_{i=1}^{N} \nu_i^{(2)} \right) = \frac{\sigma_N^2}{N - 1},
\]

the probability that a randomly chosen pair of individuals have the same parent. Since the Cannings model of non-overlapping generations treats the reproduction process as a sequence of i.i.d. trials, the time until the most recent common ancestor for two individuals has a geometric distribution with mean \( 1/c_N \sim T_N \) as \( N \to \infty \).

The minimal convergence conditions for the Kingman coalescent are established in [12] under assumptions (1) and (2).

**Proposition 1.2** (from [12]) Suppose conditions (1) and (2) hold. The time-scaled genealogical process \( \{R((T_N t))\}_{t \geq 0} \) weakly converges to \( \{R_0(t)\}_{t \geq 0} \) if and only if the time scale \( T_N \) is defined by (5),

\[
\sigma_N^2 = o(N), \quad N \to \infty,
\]

and

\[
E((\nu_1 - 1)^3) = o(N \sigma_N^2), \quad N \to \infty.
\]

From now on the time scale \( T_N \) is tacitly assumed to be defined by (5). In Section 4 we give an alternative proof of Proposition 1.2 as a corollary of the main result of this paper Theorem 2.1. In particular, we show that under conditions of Proposition 1.2 the asymptotic relation (8) is equivalent to

\[
P(\nu_1 > N \epsilon) = o \left( \frac{\sigma_N^2}{\epsilon^2} \right), \quad N \to \infty, \quad \epsilon > 0.
\]
Condition (7) stipulates that the mergers of ancestor lines are rare events, which results in a continuous time limit coalescent. Since (3) entails (7) and $T_N \sim \frac{N}{\nu^2}$ as $N \to \infty$, Proposition 1.2 implies the following improvement of Proposition 1.1.

**Corollary 1.1** Under assumptions (1), (2), and (3) the time-scaled genealogical process \( \{R([Nt])\}_{t \geq 0} \) weakly converges to \( \{R_0(t^2)\}_{t \geq 0} \) if and only if $E(\nu^2) = o(N)$ as $N \to \infty$.

In contrast to the pairwise merger a **multiple merger** is a coalescent event where three or more branches join at one point. The number of branches joining together will be called the **merger size**. Condition (8) effectively prohibits multiple mergers of ancestral lines in a large population, which is necessary for convergence to the Kingman coalescent process of pairwise mergers. A situation where condition (8) does not hold was first considered in [15]. It was shown that in the case of increased offspring size variability a new coalescent pattern arises, which is described by a probability measure $F$ on the unit interval $[0,1]$. Given that (8) is not valid, the measure $F$ has a positive mass outside zero and the coalescent with positive probability has multiple mergers (see Corollary 2.1). This coalescent model is called here an **asynchronous coalescent** $\{R_F(t)\}_{t \geq 0}$, since it prohibits simultaneous mergers of ancestral lines.

The measure $F$ will be called the **coalescent rate measure**, since it determines the transition rates of the coalescent Markov chain $\{R_F(t)\}_{t \geq 0}$. The fact that $F$ is a probability measure reflects the special choice (5) of the time scale $T_N$. Observe that a linear time acceleration by factor $\lambda$ transforms the coalescent rate measure to a finite measure $\Lambda(dx_1) = \lambda F(dx_1)$, so that $\{R_F(t/\lambda)\}_{t \geq 0} = \{R_{\lambda}(t)\}_{t \geq 0}$. The Kingman coalescent (with unit coalescent rate) $\{R_0(t)\}_{t \geq 0}$ is a special asynchronous coalescent corresponding to $F = \delta_0$, the probability measure concentrated at zero.

The asynchronous $\Lambda$-coalescent was first introduced in [14] (paper [15] is written later though independently from [14]) in the spirit of the theory of exchangeable random partitions [9] using a Poisson process construction. Such a construction makes it possible to model a stochastic tree starting from infinitely many leaves. In [14] special attention is paid to the case of the uniform coalescent rate measure, first discussed in [2]. The important question of whether the asynchronous coalescent comes down from infinity (discussed earlier in [14] and [15]) is fully answered in [16]. An alternative way of introducing the asynchronous coalescent is suggested in Section 5.1 of [4].

The most general case of simultaneous multiple mergers was first addressed in [13], where the moment conditions of [15] concerning the joint distribution of offspring sizes are relaxed allowing for stronger dependence between offspring sizes. The coalescent with simultaneous multiple mergers was further investigated in [17] by extending the Poisson process construction of [14]. It is shown that the general coalescent is characterized by a finite measure $\Xi$ (which will be also called the coalescent rate measure) defined on the infinite simplex

$$
\Delta = \{(x_1, x_2, \ldots) : x_1 \geq x_2 \geq \ldots \geq 0, \sum_{i=1}^{\infty} x_i \leq 1\}.
$$

In Section 2 we give necessary and sufficient conditions for convergence to the $\Xi$-coalescent with the coalescent rate measure $\Xi$ being a probability measure. The main results of this
paper are stated as Theorem 2.1 and Theorem 2.2. Theorem 2.1 is a general convergence result without the assumption (2) of exchangeability (cf. [11] dealing with the Kingman coalescent). It suggests to interpret the components of a vector \((x_1, x_2, \ldots) \in \Delta\) as the population size fractions assigned to the ranked offspring sizes in a rare generation, where a multiple merger has occurred. Theorem 2.2 is a counterpart of Theorem 2.1 concerning the discrete-time \(\Xi\)-coalescent. Theorem 2.1 is proven in Section 4, the proof of Theorem 2.2 is similar and therefore omitted.

Section 3 is devoted to a simple example of an exchangeable population, whose genealogical process is approximated by a \(\Xi\)-coalescent with \(\Xi\) being closely related to the Poisson-Dirichlet distribution. We call this particular coalescent process the Poisson-Dirichlet coalescent. The transition probabilities of the Poisson-Dirichlet coalescent are explicitly computed, and it is worth to notice that the Ewens distribution probabilities show up in the formula for the total collision rate. In Section 5 we return to the exchangeable case and state convergence results in terms of the raw moment conditions (in contrast to the central moment conditions of [15] and [13]).

2 Summary of convergence results

Consider a certain type of \(r\) simultaneous mergers transforming \(b\) ancestral lines to a smaller number \((r+s)\) of lines, where it is assumed that \(s\) lines remain unchanged and \(r\) new lines are formed by simultaneously coalescing groups of size \(k_1, \ldots, k_r \geq 2\), so that \(b = k_1 + \ldots + k_r + s\). Following [17] we call this change in a tree a \((b; k_1, \ldots, k_r; s)\)-collision. Note that a permutation of indices \((k_1, \ldots, k_r)\) does not change the collision type \((b; k_1, \ldots, k_r; s)\) producing only another label for the same collision type. The full set of possible collision types is given by

\[
K_b := \{(b; k_1, \ldots, k_r; s) : k_1 + \ldots + k_r + s = b, k_1 \geq \ldots \geq k_r \geq 2, s \geq 0, r \geq 1\}.
\]

Observe also that given \(b\) distinct ancestral lines and a collision type \((b; k_1, \ldots, k_r; s)\) with \(r \geq 1\), there are several ways of suitable partitions of the \(b\) lines into the \((r+s)\) clusters, and the number of possible \((b; k_1, \ldots, k_r; s)\)-collisions for

\[
(k_1, \ldots, k_r, s) = \left(\underbrace{b_1, \ldots, b_1}_{b}, \underbrace{b-1, \ldots, b-1}_{k_1}, \ldots, \underbrace{2, \ldots, 2}_{k_r}, \underbrace{1}_{s}\right).
\]

is

\[
M_{k_1, \ldots, k_r, s} = \binom{b}{k_1, \ldots, k_r, s} \frac{1}{\prod_{j=2}^{a} l_j!}.
\]

Let \(P_{b; k_1, \ldots, k_r; s}\) be the probability that a certain collision of type \((b; k_1, \ldots, k_r; s)\) occurs, when \(b\) ancestral lines are traced one generation back. According to [8] given an exchangeable reproduction law \((\nu_1, \ldots, \nu_N)\) this probability equals

\[
P_{b; k_1, \ldots, k_r; s} = \frac{N^{(r+s)}}{N(b)} E \left(\nu_1^{(k_1)} \ldots \nu_r^{(k_r)} \nu_{r+1} \ldots \nu_{r+s}\right).
\]
Proposition 2.1 (from [13]) If (1), (2), and (7) hold, the time-scaled genealogical process 
\( \{ R(T \alpha t) \} \) weakly converges to some limit coalescent process \( \{ R(t) \} \) if and only if there exist

\[
A_{k_1, \ldots, k_r} = \lim_{N \to \infty} N^{r-b} T N E \left( (\nu_1 - 1)^{k_1} \cdots (\nu_r - 1)^{k_r} \right)
\]

for all \( k_1, \ldots, k_r \geq 2 \) and \( r \geq 1 \), where \( b := k_1 + \ldots + k_r \). The \((b; k_1, \ldots, k_r; s)-collision\) rates of the Markov chain \( \{ R(t) \} \) for \( s = 0 \) are \( \lambda_{b; k_1, \ldots, k_r; 0} = A_{k_1, \ldots, k_r} \) and for \( s \geq 1 \) can be computed from the recursion

\[
\lambda_{b+1; k_1, \ldots, k_r; s+1} = \lambda_{b; k_1, \ldots, k_r; s} - \sum_{m=1}^{r} \lambda_{b+1; k_1, \ldots, k_m - 1, k_m + 1, \ldots, k_r; s} - s \lambda_{b+1; k_1, \ldots, k_r, 2; s-1; 1, \ldots, k_r \geq 2, r \geq 1, s \geq 0}.
\]

The set of rates \( \{ \lambda_{b; k_1, \ldots, k_r; s} \} \) provides with the following hold-and-jump description of the general coalescent \( \{ R(t) \} \). It holds on a state with \( b \) ancestral lines for an exponential time with mean \( \lambda_0 = \sum_{k=1}^b \lambda_{b; k_1, \ldots, k_r; s} M_{b; k_1, \ldots, k_r; s} \), where \( M_{b; k_1, \ldots, k_r; s} \) is given by (11). When the holding time is over, a collision of type \((b; k_1, \ldots, k_r; s)\) (one among \( M_{b; k_1, \ldots, k_r; s} \) possible) occurs with probability \( \frac{1}{\lambda_0} \lambda_{b; k_1, \ldots, k_r; s} \).

It follows from [13] that if \( A_{k_1, \ldots, k_r} = 0 \) for some \( k_1, \ldots, k_r \geq 2 \), then automatically \( A_{k'_1, \ldots, k'_r} = 0 \) for all \( r' \geq r \) and \( k'_1 \leq k_1, \ldots, k'_r \leq k_r, k'_r \geq 2, \ldots, k'_r \geq 2 \). In particular, Proposition 2.1 entails the following improved version of the convergence result of [15].

Corollary 2.1 (cf. [15]) Suppose conditions (1), (2), (7) hold while condition (8) does not. If

\[
E((\nu_1 - 1)^2(\nu_2 - 1)^2) = o(N \sigma_N^2), \quad N \to \infty,
\]

then the time-scaled genealogical process \( \{ R(T \alpha t) \} \) weakly converges if and only if

\[
E((\nu_1 - 1)^k) \sim A_k N^{k-2} \sigma_N^2, \quad N \to \infty, \quad k \geq 3,
\]

where \( 1 \geq A_3 \geq A_4 \geq \ldots > 0 \). In this case the limit process is an asynchronous coalescent \( \{ R_F(t) \} \), whose collision rates are specified in terms of a probability measure \( F \). The coalescent rate measure \( F \) is uniquely defined on the unit interval \([0,1] \) via its moments \( \int_0^1 x^k F(dx) = A_{k+2}, k \geq 0 \), where \( A_2 := 1 \). The collision rates of \( \{ R_F(t) \} \) satisfy

\[
\lambda_{b; k_1, \ldots, k_r; s} = 1_{\{r=1\}} \int_0^1 x^{k_1-2}(1-x)^s F(dx), \quad r \geq 1, \quad k_1, \ldots, k_r \geq 2, \quad s \geq 0,
\]

and \( \lambda_b = \int_0^1 \frac{1-(1-x)^{b-2}}{x} F(dx), \quad b \geq 2 \).

This result excludes convergence to the Kingman coalescent and by condition (15) prohibits simultaneous mergers of ancestral lines. The asynchronous coalescent \( \{ R_F(t) \} \) is characterised by positive tree collapse rates \( A_k = \lambda_{k; k, 0}, k \geq 3 \) (a tree collapse is a single merging involving all branches of the tree). It follows that the limit coalescent can not have bounded merger sizes \( k_i \); if \( A_3 > 0 \), then \( A_k > 0 \) for all \( k \geq 3 \).
According to [17] there is a unique probability measure $\Xi$ defined on the simplex $\Delta$ determining the collision rates of the limit coalescent $\{R(t)\}_{t \geq 0}$ in Proposition 2.1 by

$$\lambda_{k_1, \ldots, k_r} = a \lambda \{r = 1, k_{r-1} = 2\} + \int_{\Delta} \left( \sum_{j=0}^{s} \sum_{i_1 \neq \ldots \neq i_{j+1}} \left( \binom{s}{j} x_{i_1}^{k_{i_1}} \cdots x_{i_{j+1}}^{k_{i_{j+1}}} x_0^{s-j} \right) \right) \Xi(dx)/(x,x),$$

where $(x,x) := \sum_{i=1}^{\infty} x_i^2$, $x_0 := 1 - \sum_{i=1}^{\infty} x_i$, and $a$ is the mass assigned by $\Xi$ to the zero point $(0,0,\ldots)$ of the infinite simplex $\Delta$. Notice that in the last integral the integrand has no singularity at zero since

$$0 \leq \left( \sum_{j=0}^{s} \sum_{i_1 \neq \ldots \neq i_{j+1}} \left( \binom{s}{j} x_{i_1}^{k_{i_1}} \cdots x_{i_{j+1}}^{k_{i_{j+1}}} x_0^{s-j} \right) \right) / (x,x) \leq \left( \sum_{i=1}^{\infty} x_i^2 \sum_{j=0}^{s} \binom{s}{j} x_0^{s-j} \sum_{i_{j+1}=1}^{\infty} \cdots \sum_{i_{j+1}=1}^{\infty} x_{i_{j+1}}^{k_{i_{j+1}}} \right) / (x,x) = 1$$

for any nonzero $x \in \Delta$ given $r \geq 1$.

The set of rates

$$\lambda_{2;0} = 1; \lambda_{k_1, \ldots, k_r} = \int_{\Delta} \left( \sum_{i_1 \neq \ldots \neq i_{r-1}} x_{i_1}^{k_{i_1}} \cdots x_{i_{r-1}}^{k_{i_{r-1}}} \right) \Xi(dx)/(x,x)$$

for all $k_1 \geq 3, r = 1$ and $k_1, \ldots, k_r \geq 2, r \geq 2$, uniquely determines the coalescent rate measure $\Xi$. If $\Xi$ is concentrated on the set $\{(x_1,0,0,\ldots) : x_1 \in [0,1]\}$, then it is essentially a probability measure $F$ on $[0,1]$, and the collision rates of the coalescent process $\{R_F(t)\}_{t \geq 0}$ obtained in Corollary 2.1 can be deduced from (18).

So far we have assumed that the joint distribution of the offspring sizes is exchangeable. This excludes for example the so-called generalized Wright-Fisher model [11] based on the notion necessarily symmetric multinomial $\text{Mn}(N; p_1, \ldots, p_N)$ distribution for the vector of offspring sizes $(\nu_1, \ldots, \nu_N)$. Next we present the main result of this paper, Theorem 2.1, which states necessary and sufficient conditions for the weak convergence to the $\Xi$-coalescent in terms of the ordered offspring sizes $\nu(1) \geq \ldots \geq \nu(N)$ without the exchangeability assumption (2).

The proper time scale $T_N$ in this more general case might be again defined by (5), now with $\sigma_N^2$ being the variance of the offspring size $\nu$ of a randomly chosen individual. This follows from the next counterpart of relation (6): since $E(\nu) = 1$, the coalescence probability $c_N$ in the non-exchangeable case equals

$$c_N = E(\frac{1}{N^2} \sum_{i=1}^{N} \nu_i^2) = \frac{1}{N-1} \left( \frac{1}{N} \sum_{i=1}^{N} E(\nu_i^2) - 1 \right) = \frac{\text{Var}(\nu)}{N-1}.$$ 

**Theorem 2.1** Let $\Phi_N(dx)$ be the joint distribution of the vector $(\nu(1), \ldots, \nu(N))$ of the ranked relative frequencies for sizes of $N$ sibling groups constituting a generation. If (1) and (7) hold, then the time-scaled genealogical process $\{R([T_N t])\}_{t \geq 0}$ weakly converges to the $\Xi$-coalescent if and only if the weak convergence condition

$$T_N \Phi_N(dx) \rightarrow \Xi(dx)/(x,x), \ N \rightarrow \infty$$

**(19)**
holds on $\Delta \cap \{ x_1 > \epsilon \}$ for any $\epsilon > 0$, where $\Xi$ is some probability measure on $\Delta$.

Following Section 4 of [1] we treat $\Delta$ as a subset of the metric space $R^\infty$ with the topology of coordinatewise convergence. The weak convergence (19) holds if and only if the weak convergence of the tail distribution functions

$$ T_N\mathbb{P}(\nu^{(r)} > N x_1, \ldots, x_r) \rightarrow \int_\Delta 1_{\{ y_1 > x_1, \ldots, y_r > x_r \}} \Xi(dy)/(y, y), \ N \rightarrow \infty $$

holds over $x_1 \geq \ldots \geq x_r > 0$ for all $r \geq 1$.

Next two corollaries of Theorem 2.1 address the cases of the asynchronous coalescent and the Kingman coalescent.

**Corollary 2.2** Under assumptions (1) and (7) the process $\{R(\Delta t)\}_{t \geq 0}$ weakly converges to the asynchronous $F$-coalescent if and only if

$$ T_N\mathbb{P}(\nu^{(1)} > N x) \rightarrow \int_x^1 y^{-2} F(dy), \ N \rightarrow \infty $$

for all points $x > 0$ of continuity of a probability measure $F$ defined on the unit interval $[0,1]$, and

$$ T_N\mathbb{P}(\nu^{(2)} > N \epsilon) \rightarrow 0, \ N \rightarrow \infty, \ \epsilon > 0. $$

Condition (22) excludes simultaneous mergers by prohibiting two large sibling groups (of size $\geq N \epsilon$) in the same generation among $T_N$ consecutive generations. Relation (21) illuminates the role of the largest offspring size in determining the merger size distribution (17). This result implies in turn that if $F$ is concentrated at zero, then only pairwise mergers are possible.

**Corollary 2.3** Suppose that (1) and (7) hold. Condition

$$ T_N\mathbb{P}(\nu^{(1)} > N \epsilon) \rightarrow 0, \ N \rightarrow \infty, \ \epsilon > 0 $$

is necessary and sufficient for the weak convergence of $\{R(\Delta t)\}_{t \geq 0}$ to the Kingman coalescent.

If instead of (7) it is assumed that

$$ \sigma_N^2 \sim N \epsilon, \ N \rightarrow \infty, \ 0 < c \leq 1 $$

(constant $c$ can not exceed one since $\sigma_N^2 \leq N - 1$), then there might exist a discrete-time limit for the unscalled genealogical process. Condition (24) means that with probability $c$ a pair of randomly chosen individuals in a large population are siblings.

**Proposition 2.2** (from [13]) If (1), (2), and (2a) hold, the discrete-time genealogical process $\{R(k)\}_{k \geq 0}$ weakly converges to some discrete-time Markov chain $\{R(k)\}_{k \geq 0}$ if and only if there exist

$$ A_{k_1, \ldots, k_r} = \lim_{N \rightarrow \infty} N^{r-b} \mathbb{E}((\nu_1 - 1)^{k_1} \cdots (\nu_r - 1)^{k_r}) $$

for all $k_1, \ldots, k_r \geq 2$ and $r \geq 1$, where $b = k_1 + \ldots + k_r$. 
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The one-step transition probabilities of the discrete-time coalescent \( \{R(k)\}_{k \geq 0} \) corresponding to \((b; k_1, \ldots, k_r; s)\)-collisions are computed from the recursion

\[
P_{b+1;k_1,\ldots,k_r;s+1} = P_{b;k_1,\ldots,k_r;s} - \sum_{m=1}^{r} P_{b+1;k_1,\ldots,k_{m-1},k_{m+1},\ldots,k_r;\sum} - sP_{b+1;k_1,\ldots,k_r;2,s-1}, \quad k_1, \ldots, k_r \geq 2, \quad r \geq 1, \quad s \geq 0,
\]

where \( P_{b;k_1,\ldots,k_r;0} = A_{k_1,\ldots,k_r} \).

A characterization of the discrete-time coalescent in terms of a single measure defined on the infinite simplex \( \Delta \) is proposed in [17]. Let \( \Phi \) be an arbitrary probability measure on the simplex \( \Delta \). The Markov chain with transition probabilities

\[
P_{b;k_1,\ldots,k_r;\sum} = \int_{\Delta} \left( \sum_{j=0}^{\sum} \sum_{k_1,\ldots,k_r} \binom{s}{j} x_1^{b-1} \cdots x_{k_i}^{k_i-1} \cdots x_{k_{i+1}}^{k_{i+1}} \cdots x_{k_r}^{k_r-1} \cdots x_0^{s-j} \right) \Phi(dx)
\]

for \( r \geq 1, k_1 \geq 2, \ldots, k_r \geq 2, \quad s \geq 0, \quad b = k_1 + \ldots + k_r + s \) is called here a discrete-time \( \Phi \)-coalescent. What follows is a discrete-time counterpart of Theorem 2.1.

**Theorem 2.2** If (1) and (24) hold, the discrete-time genealogical process \( \{R(k)\}_{k \geq 0} \) weakly converges to the discrete-time \( \Phi \)-coalescent if and only if \( \Phi \) is the weak limit distribution of the vector of ordered offspring proportions \((\frac{x_1}{N}, \ldots, \frac{x_r}{N})\).

**Remark.** The definition of the discrete-time \( \Phi \)-coalescent given above slightly modifies the Definition 36 of [17]. The limit process of Theorem 2.2 is the discrete-time \( \Xi \)-coalescent in the strict sense of Definition 36 from [17], if the limit distribution of \((\frac{x_1}{N}, \ldots, \frac{x_r}{N})\) is of the form \( \Phi(dx) = \frac{1}{(2\pi)^{r/2}} 1_{\{x_{i+j} > 0\}} + a_0 \delta_0(dx) 1_{\{x_{i+j} = 0\}} \), where \( \delta_0 \) is the Dirac measure on \( \Delta \) concentrated at zero and a non-negative constant \( a_0 \) is such that \( \Phi(\Delta) = 1 \).

## 3 Poisson-Dirichlet coalescent

The best known example of a non-trivial probability measure on an infinite simplex is the Poisson-Dirichlet distribution \( \Pi_\theta(dx) \) with a positive parameter \( \theta \) defined on the infinite simplex \( \Delta^* := \{x \in \Delta : \sum_{i=1}^{\infty} x_i = 1\} \). Calculations of Section 9.5 in [10] show that

\[
\int_{\Delta^*} \left( \sum_{i \neq \ldots \neq i_{i+j}} x_1^{k_1} \cdots x_{i_i}^{k_i} \cdots x_{i_{i+j}}^{k_{i+j}} \cdots \right) \Pi_\theta(dx) = \frac{\theta^{r+s}}{\theta^{[r]}} \prod_{i=1}^{r} (k_i - 1)!
\]

for all \( r \geq 1, k_1, \ldots, k_r \geq 2, \quad s \geq 0 \), where as usual \( b = k_1 + \ldots + k_r + s \) and \( \theta^{[r]} := \theta(\theta + 1) \ldots (\theta + b - 1) \) is the ascending factorial power. This formula suggests a natural example of the discrete-time \( \Pi_\theta \)-coalescent with explicit transition probabilities

\[
P_{b;k_1,\ldots,k_r;\sum} = \frac{\theta^{r+s}}{\theta^{[r]}} \prod_{i=1}^{r} (k_i - 1)!
\]

This will be called the Poisson-Dirichlet coalescent with parameter \( \theta \).
Using representation (10) put \( p(l_1, \ldots, l_b) := p_{b; k_1, \ldots, k_s} \) and \( l := l_1 + \ldots + l_b \). To compute the total probability \( p_b \) of all mergers in the Poisson-Dirichlet coalescent with \( b \) ancestral lines rewrite (25) as 
\[
p_b = \sum_{l_1, \ldots, l_b} p(l_1, \ldots, l_b) \frac{b!}{l_1! \ldots l_b!(2)^{l_2} \ldots (b)^{l_b}} = \sum_{l_1, \ldots, l_b} \frac{\theta^b}{\theta^b} \frac{b!}{l_1! \ldots l_b! 2^{l_2} \ldots b^{l_b}},
\]
where the sum is taken over all nonnegative integers \( l_1, \ldots, l_b \) satisfying \( \sum_{j=1}^b jl_j = b \) and \( l_1 < b \). Since the last sum contains all except one \((\text{that with } l_1 = b)\) probabilities constituting the Ewens distribution (see [6] or [10]), we obtain 
\[
p_b = 1 - \theta^b/\theta^b.
\]
This simple formula clearly shows how the coalescent slows down as the number of branches in a tree decreases. It reveals also the influence of the parameter \( \theta \) on the overall speed of the coalescent: larger value of \( \theta \) brings lower speed. Recall that with the Kingman coalescent \( p_b = \binom{b}{2} \), and notice that \( 1 - \theta^b/\theta^b \sim \theta^{b-1} \binom{b}{2} \) as \( \theta \to \infty \). Thus, if \( \theta \to \infty \) the Poisson-Dirichlet coalescent can be approximated by the Kingman coalescent, as the multiple mergers become less and less frequent.

We further enhance the example of the Poisson-Dirichlet coalescent by deducing it as the limit process for an exchangeable reproduction model described by a compound multinomial distribution. Recall first that the Wright-Fisher population model uses the symmetric multinomial \( M_n(N; p_1, \ldots, p_N) \) with \( p_1 = \ldots = p_N = 1/N \) as the joint distribution of offspring sizes \( (\nu_1, \ldots, \nu_N) \). To extend this model we assume that the multinomial parameters \( (p_1, \ldots, p_N) \) are random and have a symmetric Dirichlet distribution \( D(\alpha_1, \ldots, \alpha) \), so that the resulting distribution of \( (\nu_1, \ldots, \nu_N) \) is the so-called Dirichlet compound multinomial (cf. [6]):

\[
P(\nu_1 = n_1, \ldots, \nu_N = n_N) = \binom{N}{n_1, \ldots, n_k} \frac{\alpha^{[n_1]} \ldots \alpha^{[n_N]}}{(N\alpha)^{[N]}}.
\]

This model is particularly convenient for the coalescent calculations in view of the next formula for the joint moments:

\[
E(\nu^{(k_1)} \cdots \nu^{(k_r)} \nu_{r+1} \cdots \nu_{r+s}) = \frac{N^{(k_s)}}{(N\alpha)^{[k_s]}} \alpha^{[k_1]} \ldots \alpha^{[k_r]} \alpha^s.
\]

Equality (27) implies \( E(\nu^{(n)}) = \frac{N^{(n)}}{(N\alpha)^{[n]}} \), so that \( \sigma_N^2 = \frac{(N-1)(\alpha + 1)}{N\alpha^2} \): the smaller is \( \alpha \) the more variable become the offspring sizes, and the larger is \( \alpha \) the closer is the model to the Wright-Fisher model in which \( \sigma_N^2 = \frac{N-1}{N} \). If \( \alpha \) does not depend on \( N \) the asymptotic genealogy of the Dirichlet compound Wright-Fisher model is the Kingman coalescent. If \( \alpha = \frac{b}{N} \) it is easy to verify that (12) and (27) imply the convergence to the Poisson-Dirichlet coalescent. This derivation of the Poisson-Dirichlet coalescent illuminates the meaning of the parameter \( \theta \): the smaller is \( \theta \) the more variable are offspring sizes and therefore the faster goes coalescing.

It is a less straightforward exercise to obtain a coalescent with continuous time from the Dirichlet compound Wright-Fisher model. It requires a randomization of the parameter \( \alpha \) in such a way that most of the time \( \alpha \) takes a value \( A \), which does not depend on \( N \), and with a small probability \( \alpha \) is inversely proportional to \( N \):

\[
P(\alpha = A) = 1 - \frac{P}{N}, \quad P(\alpha = \frac{\theta}{N}) = \frac{P}{N}.
\]

(28)
In this case condition (3) holds with the limit variance $\sigma^2 = \frac{4 + 1}{1 + \theta}$. Moreover, it follows that the genealogical process $\{\mathcal{R}([N_t])\}_{t \geq 0}$ weakly converges to the $\Xi$-coalescent, where $\Xi := \Xi(A, p, \theta)$ has an atom at zero of size $a := \frac{4 + 1}{1 + \theta}$, which is the first term in the formula for $\sigma^2$, and outside zero the measure $\Xi(A, p, \theta)$ is closely related to the Poisson-Dirichlet distribution.

Observe first that (27) and (28) imply

$$
E \left( \nu_1^{(k_1)} \cdots \nu_r^{(k_r)} \nu_{r+1} \cdots \nu_{r+s} \right) \sim \mu_{N_r}^{N_r - r - 1} \frac{\theta^{r + s}}{\theta^{r + s}} \prod_{i=1}^{r} (k_i - 1)! + a1_{\{r = 1, k_1 = 2\}},
$$

which according to Proposition 2.1 and (12) entails that $\{\mathcal{R}([N_t])\}_{t \geq 0}$ converges to a coalescent with the collision rates

$$
\lambda_{b; k_1, \ldots, k_r} = \mu_{N_r}^{N_r - r - 1} \frac{\theta^{r + s}}{\theta^{r + s}} \prod_{i=1}^{r} (k_i - 1)! + a1_{\{r = 1, k_1 = 2\}}.
$$

The total rate of all mergers for $b$ ancestral lines in the limit coalescent is $\lambda_b = a\left(\frac{b}{2}\right) + p \left(1 - \frac{4 + 1}{1 + \theta}\right)$. Notice that when parameter $p$ is relatively small we have a model of the Kingman coalescent of asynchronous pairwise mergers with occasional (simultaneous) multiple mergers.

### 4 Proof of Theorem 2.1

Given a probability measure $\Xi$ on the infinite simplex $\Delta$ and a positive integer $r$ we can introduce a symmetric measure on the $r$-dimensional simplex

$$
\Delta_r := \{(x_1, \ldots, x_r) : x_1, \ldots, x_r \geq 0, x_1 + \cdots + x_r \leq 1\}
$$

by

$$
\Psi_r(S) := \int_{\Delta} \left( \sum_{i_1 \neq \ldots \neq i_r} 1_{\{y_{i_1}, \ldots, y_{i_r} \in S\}} \right) \Xi(dy)/(y, y) \quad (29)
$$

for all measurable $S$. These measures are infinite: $\Psi_r(\Delta_r \cap \{x_1, \ldots, x_r > \epsilon, x_r > 0\}) = \infty$, but on the other hand, for all $\epsilon > 0$ and $r \geq 1$

$$
\Psi_r(\Delta_{r, \epsilon}) \leq \int_{\Delta} \left( \sum_{i_1 \neq \ldots \neq i_r} \left( \frac{y_{i_1}}{\epsilon} \right)^2 \cdots \left( \frac{y_{i_r}}{\epsilon} \right)^2 1_{\{y_{i_1}, \ldots, y_{i_r} > \epsilon\}} \right) \Xi(dy)/(y, y) \leq e^{-2\epsilon},
$$

where $\Delta_{r, \epsilon} := \Delta_r \cap \{x_1, \ldots, x_r > \epsilon\}$. It turns out that the probability measure $\Xi$ is uniquely determined by the sequence of measures $\{\Psi_r\}_{r \geq 1}$.

**Lemma 4.1** Assume (1), (2), (7) and let $\Psi_r, N$ stand for the symmetric measure on $\Delta_r$ giving the joint distribution of the vector $(\frac{y_{i_1}}{\epsilon}, \ldots, \frac{y_{i_r}}{\epsilon})$ of normalized offspring sizes. The time-scaled genealogical process $\{\mathcal{R}[T_{N,t}]\}_{t \geq 0}$ weakly convergence to the $\Xi$-coalescent if and only if the weak convergence

$$
N^r T_N \Psi_{r, N} \to \Psi_r, \quad N \to \infty, \quad r \geq 1 \quad (30)
$$

holds over $\Delta_r$, for any $\epsilon > 0$, where $\Psi_r$ is connected to $\Xi$ via (29).
Proof of Lemma 4.1

Condition (30) is similar to the following weak convergence condition given in [13]. It is shown there that under (1), (2), and (7) the weak convergence of \((R(t,x,y))_{t \geq 0}\) takes place if and only if for all \(r \geq 1\) there exist a symmetric measure \(F_r\) defined on \(\Delta_r\) such that the weak convergence

\[
N^r T_N \Psi_{r,N}(dx_1, \ldots, dx_r) \Rightarrow \frac{F_r(dx_1, \ldots, dx_r)}{x_1^r \cdots x_r^r}, \quad N \to \infty
\]  

holds for \((x_1, \ldots, x_r) \in \Delta_{r,\epsilon}\) and any given \(\epsilon > 0\), and moreover

\[N^{-r}T_N \mathbb{E}((\nu_1 - 1)^2 \cdots (\nu_r - 1)^2) \to F_r(\Delta_r), \quad N \to \infty.\]  

Furthermore, it is known that the total masses of \(F_r\) form a monotone sequence \(F_1(\Delta_1) \geq F_2(\Delta_2) \geq \cdots\) Notice that for \(r = 1\) convergence (32) follows automatically from (5), the definition of the time scale \(T_N\). Therefore, our task reduces to verifying that the limits in (30) and (31) coincide, and that (32) for \(r \geq 2\) is always true under conditions of the lemma.

The equality

\[F_r(dx_1, \ldots, dx_r) = x_1^r \cdots x_r^r \Psi_r(dx_1, \ldots, dx_r), \quad (x_1, \ldots, x_r) \in \Delta_{r,\epsilon}, \quad \epsilon > 0\]

immediately follows from the representation

\[F_r(S) = \int_{\Delta} \sum_{1 \leq i < j \leq L} y_i^2 \cdots y_j^2 \mathbb{1}_{\{y_1, \ldots, y_L \in S\}} \mathbb{E}(dy)/\mathbb{E}(y, y) + a1_{\{r=1, 0, \ldots, 0 \in S\}},\]

which according to Proposition 11 in [17] is valid for any subset \(S \subset \Delta_r\). The same representation implies that for any \(\epsilon > 0\) and \(r \geq 2\)

\[F_r(\Delta_r \cap \{x_r \leq \epsilon\}) \leq \epsilon^2 \int_{\Delta} \sum_{i=1}^{\infty} y_i^2 \mathbb{E}(dy)/(y, y) = \epsilon^2,
\]

which together with (31) entail

\[
\lim_{\epsilon \to 0} \sup_{N \to \infty} |N^{-r}T_N \mathbb{E}((\nu_1 - 1)^2 \cdots (\nu_r - 1)^2 1_{\{\nu_1, \ldots, \nu_r > N\})} - F_r(\Delta_r)| = 0.
\]

To deduce (32) from the last convergence it suffices to prove that

\[N^{-r}T_N \mathbb{E}((\nu_1 - 1)^2 \cdots (\nu_r - 1)^2 (1 - 1_{\{\nu_1, \ldots, \nu_r > N\}})) \to 0 \]

as first \(N \to \infty\) and then \(\epsilon \to 0\). Therefore, due to the upper bound \(1 - 1_{\{\nu_1 > N, \ldots, \nu_r > N\}} \leq \sum_{i=1}^{\infty} 1_{\{\nu_i \leq N\}}\) it is enough to show that

\[
\lim_{\epsilon \to 0} \lim_{N \to \infty} N^{-r}T_N \mathbb{E}((\nu_1 - 1)^2 \cdots (\nu_r - 1)^2 1_{\{\nu_r \leq N\}}) = 0.
\]

Observe that \(\sum_{i=2}^{N} \nu_i^2 1_{\{\nu_i \leq N\}} \leq N \epsilon \sum_{i=2}^{N} \nu_i^{(1)} \leq N^2 \epsilon\) implies

\[
(N - 1)\mathbb{E}((\nu_1 - 1)^2(\nu_2 - 1)^2 1_{\{\nu_2 \leq N\}}) \leq (N - 1)\mathbb{E}((\nu_1 - 1)^2\nu_2^2 1_{\{\nu_2 \leq N\}}) + (N - 1)\sigma_N^2
\]

\[
\leq N \epsilon \sum_{i=2}^{N} \mathbb{E}((\nu_1 - 1)^2\nu_i^2 1_{\{\nu_i \leq N\}}) + (N - 1)\epsilon \sigma_N^2 \leq N^2 \epsilon c_N + N^2 \epsilon c_N.
\]
Dividing the leftmost and the rightmost sides by $N^3c_N$ we obtain an upper bound confirming that (33) is valid for $r = 2$. Finally, validity of (33) for $r \geq 3$ follows by induction over $r$ due to the inequality
\[
(N - r + 1)E \left( (\nu_1 - 1)^2 \cdots (\nu_r - 1)^2 1_{\{\nu_r \leq N_r\}} \right) \\
\leq \sum_{i=r}^{N} E \left( (\nu_1 - 1)^2 \cdots (\nu_r - 1)^2 1_{\{\nu_r \leq N_r\}} \right) + N \sum_{i=r}^{N} (\nu_1 - 1)^2 \cdots (\nu_r - 1)^2 \\
\leq (N^2 + N)E \left( (\nu_1 - 1)^2 \cdots (\nu_r - 1)^2 \right).
\]

**Proof of Theorem 2.1**

A. Exchangeable reproduction assumptions: (1), (2), (7).

A1. The “if” part of Theorem 2.1. Fix an arbitrary $0 < \varepsilon < 1$, and let $(x_1, \ldots, x_r) \in \Delta_{x_r}$. Due to the obvious equality

\[
\sum_{i \neq \cdots \neq i_r} 1_{\{\nu_{i_1} > N x_1, \ldots, \nu_{i_r} > N x_r\}} = \sum_{i \neq \cdots \neq i_r} 1_{\{\nu_{i(1)} > N x_1, \ldots, \nu_{i(r)} > N x_r\}}
\]

we have

\[
(N)P(\nu_1 > N x_1, \ldots, \nu_r > N x_r) = \sum_{1 \leq i_1 < \cdots < i_r \leq i} P(\nu_{i_1} > N x_1, \ldots, \nu_{i_r} > N x_r).
\]

In the last sum there is no need to consider $\nu_{i(0)}$ for $i$ above $i := [\varepsilon^{-1} \rho / \Delta]$, since $i \nu_{i(0)} \leq i \nu_{i(0)} + \cdots + i \nu_{i(1)} \leq N$ and $\nu_{i(0)} \leq N \varepsilon$ for $i \geq \varepsilon^{-1}$. Thus, (19) via (20) implies (30) and according to Lemma 4.1 we have established the asserted convergence to the $\Xi$-coalescent.

A2. The “only if” part of Theorem 2.1. If the convergence to the $\Xi$-coalescent takes place, it follows from Lemma 4.1 that $N^r T_N P(\nu_1 > N x_1, \ldots, \nu_r > N x_r)$ weakly converges for $(x_1, \ldots, x_r) \in \Delta_{x_r}$ given an arbitrary $0 < \varepsilon < 1$. We will use this convergence to show that the weak convergence

\[
T_N P(\nu_{i_1} > N x_1, \ldots, \nu_{i_r} > N x_r) \rightarrow \int_{\Delta} 1_{\{\nu_1 \geq x_1, \ldots, \nu_r \geq x_r\}} \Phi(d\gamma), \ N \rightarrow \infty \tag{34}
\]

holds over $x_1 \geq \cdots \geq x_r \geq \varepsilon$ for all $r \geq 1$.

For the purpose of illustration we start with the simplest case of (34) with $r = 1$ and $i_1 = 1$. The representation $\{\nu(1) > x\} = \{\nu_1 > x\} \cup \cdots \cup \{\nu_N > x\}$ and the inclusion-exclusion method imply

\[
P(\nu_{(1)} > N x_1) = N P(\nu_1 > N x_1) - \binom{N}{2} P(\nu_1 > N x_1, \nu_2 > N x_1) + \binom{N}{3} P(\nu_1 > N x_1, \nu_2 > N x_1, \nu_3 > N x_1) \tag{35}
\]

\[
- \cdots + (-1)^{i_r} \binom{N}{i_r} P(\nu_{1}, \ldots, \nu_{i_r} > N x_1).
\]

It follows that (30) does entail (34) and that even in this simple case the emerging relation between $\Phi$ and $\{\Psi_r\}_{r \geq 1}$ is rather complex. Turning to the general case we see how overwhelming becomes the full set of formulae expressing $\Phi$ in terms of $\{\Psi_r\}_{r \geq 1}$.
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Giving up the task of finding the exact relationship we just verify that (34) holds for some finite measure $\Phi$ on $\Delta \cap \{x_1 \geq \epsilon\}$. The idea is to apply the inclusion-exclusion method to the representation

$$\{\nu(\nu) > N x_1, \ldots, \nu(\nu) > N x_r\} = \cup_{i_1 \neq \ldots \neq i_r} \{\nu(\nu) > N x_1, \ldots, \nu(\nu) > N x_r\},$$

where $r \geq 1, x_1 \geq \ldots \geq x_r \geq \epsilon$. In view of Lemma 4.1 it is enough to show that the resulting formula for $T_{NP}(\nu(i_1) > N x_1, \ldots, \nu(i_r) > N x_r)$ is a sum of the products

$$c(m_1, \ldots, m_r) N^{m_1^2 + \ldots + m_r^2} T_N \times \prod_{i_1 \neq \ldots \neq i_r} \{\nu(\nu) > N x_1, \ldots, \nu(\nu) > N x_r\},$$

(36)

where $m_1, \ldots, m_r \geq 1, m + \ldots + m_r \leq i$, and $c(m_1, \ldots, m_r)$ are some negative or positive finite coefficients asymptotically independent of $N$.

Consider an intersection of $m$ distinct sets $\{\nu(i_1) > N x_1, \ldots, \nu(i_r) > N x_r\}$ and let

- $M_r$ be the set of distinct $i_r$, $1 \leq v \leq m$,
- $M_{r-1}$ be the set of distinct $i_{r-1, v}$ such that $i_{r-1, v} \notin M_r, 1 \leq v \leq m, \ldots$,
- $M_1$ be the set of distinct $i_{1, v}$ such that $i_{1, v} \notin M_2 \cup \ldots \cup M_r, 1 \leq v \leq m$.

We will classify such intersections using labels $(m_1, \ldots, m_r)$, where $m_i$ is the number of elements in $M_i$. Observe that a $(m_1, \ldots, m_r)$-intersection contributes at the $m$-th round of the inclusion-exclusion procedure to the formula for $P(\nu(i_1) > N x_1, \ldots, \nu(i_r) > N x_r)$ with the probability mentioned in (36). Since the total number of the $(m_1, \ldots, m_r)$-intersections is of the form $c(m_1, \ldots, m_r)(N^{m_1^2 + \ldots + m_r^2} T_N)$, it follows that the combined contribution of the $(m_1, \ldots, m_r)$-intersections is of the form (36).

Now, when (34) is established for some measure $\Phi$, let us check the inequality

$$\int_{\Delta} (x, x) \Phi(dx) \leq 1,$$

(37)

assuming that $(x, x) \Phi(dx)$ has no atom at zero. Since $\sum_{i=1}^{N} \nu_i^2 1_{\{\nu_i \geq N x\}} = \sum_{i=1}^{N} \nu_i^2 1_{\{\nu_i > N x\}}$, we have

$$NT_N \int_{\Delta} x_1^2 1_{\{x_1 \geq \epsilon\}} \Phi_N(dx) = T_N \int_{\Delta} \left( \sum_{i=1}^{N} x_i^2 1_{\{x_i \geq \epsilon\}} \right) \Phi_N(dx).$$

Applying Lemma 4.1 and (34) we obtain $\int_{\Delta} \left( \sum_{i=1}^{N} x_i^2 1_{\{x_i \geq \epsilon\}} \right) \Phi(dx) \leq 1$ and letting $\epsilon \to 0$ we arrive at (37).

It follows from (37) that we can introduce a probability measure on $\Delta$ by $\Xi'(dx) := (x, x) \Phi(dx) + a' \delta_0(dx)$, where $a' := 1 - \int_{\Delta} (x, x) \Phi(dx)$. It remains to apply (34) together with the already established “if” part of the theorem and conclude that $\Xi'$ must coincide with the coalescent rate measure $\Xi$.

B. General reproduction assumptions: (1), (7).

The general reproduction case follows from the exchangeable reproduction case above, due to the invariance of the condition (19) with respect to permutation of the offspring sizes.
\((\nu_1, \ldots, \nu_N)\). Namely, if the joint distribution of \((\nu_1, \ldots, \nu_N)\) is not exchangeable, we can switch to an exchangeable version \((\nu'_1, \ldots, \nu'_N)\) keeping unchanged the distribution of the ordered offspring sizes \((\nu_{i1}, \ldots, \nu_{iN})\). The symmetrized vector \((\nu'_1, \ldots, \nu'_N)\) can be viewed as a random permutation of \((\nu_1, \ldots, \nu_N)\), which is equal to \((\nu_{\pi1}, \ldots, \nu_{\pi N})\) with probability \(1/N!\), where \((\pi1, \ldots, \pi N)\) is an arbitrary permutation of \((1, \ldots, N)\).

**Proof of Proposition 1.2**

We have to verify that under the conditions of Proposition 1.2 the asymptotic relations (23) and (8) are equivalent. Let \(\epsilon\) be an arbitrary positive number. Using (35) we can replace (23) with (9). Since \(\mathbb{E}((\nu_1 - 1)^3) = \mathbb{E}((\nu_1 - 1)^3) - \mathbb{P}(\nu_1 = 0)\), where \([\nu] := \epsilon \vee 0\), it follows from \(\mathbb{P}(\nu_1 = 0) \leq \sigma_N^2\) that (8) is equivalent to

\[
\mathbb{E}((\nu_1 - 1)^3) = o(N\sigma_N^3), \quad N \to \infty. \tag{38}
\]

Thus it remains to show that (38) is equivalent to (9).

Relation (9) immediately follows from (38) due to the Markov inequality. On the other hand, (9) implies (38) because

\[
\mathbb{E}((\nu_1 - 1)^3) \leq \mathbb{E}((\nu_1 - 1)^2\nu_1 1_{\{\nu_1 \leq N\}}) \leq N\epsilon \sigma_N^2 + N^3\mathbb{P}(\nu_1 > N\epsilon).
\]

### 5 Convergence conditions involving the raw moments

Convergence conditions in Proposition 2.1 are stated in terms of the central moments of the reproduction law. Here we restate these conditions putting emphasis on the raw moments (moments around zero). We start with two corollaries of Proposition 2.1 where all the moment conditions (except the condition on the variance \(\sigma_N^2\)) are given in terms of the raw moments. Notice that it does not cover the Moran model in which \(\sigma_N^2 = 2/N\).

**Corollary 5.1** Under assumptions (1), (2), (7), and \(N\sigma_N^2 \to \infty\) the time-scaled genealogical process \(\{\mathcal{R}(\lfloor T_N t \rfloor)\}_{t \geq 0}\) weakly converges to some limit process \(\{\mathcal{R}(t)\}_{t \geq 0}\) if and only if there exist

\[
A_{k_1, \ldots, k_r} = \lim_{N \to \infty} N^{r-k} T_N \mathbb{E}((\nu_1^{k_1} \cdots \nu_r^{k_r}) \tag{39}
\]

for all \(k_1 \geq 3, r = 1 \text{ and } k_1, \ldots, k_r \geq 2, r \geq 2\), where \(b = k_1 + \ldots + k_r\). The \((b; k_1, \ldots, k_r; s)\)-collision rates of the coalescent \(\{\mathcal{R}(t)\}_{t \geq 0}\) are for \(s = 0\) are \(\lambda_{b; k_1, \ldots, k_r} = A_{k_1, \ldots, k_r} \) and for \(s \geq 1\) can be computed from the recursion (14).

**Corollary 5.2** Under assumptions (1), (2), (7), and \(N\sigma_N^2 \to \infty\) the time-scaled genealogical process \(\{\mathcal{R}(\lfloor T_N t \rfloor)\}_{t \geq 0}\) weakly converges to the asynchronous coalescent \(\{\mathcal{R}(t)\}_{t \geq 0}\) if and only if \(\mathbb{E}(\nu_1^2 \nu_2^2) = o(N\sigma_N^2)\) and there exist \(A_k = \lim_{N \to \infty} N^{1-k} T_N \mathbb{E}(\nu_k^2)\) for all \(k \geq 3\). Measure \(F\) and the collision rates of \(\{\mathcal{R}(t)\}_{t \geq 0}\) are determined from \(\{A_k\}_{k \geq 3}\) in the same way as described in Corollary 2.1.

The replacement of the central moments in (13) by the raw moments is justified by two mutual expansions

\[
\mathbb{E}(\nu_1^{k_1} \cdots \nu_r^{k_r}) = \sum_{i_1=0}^{k_1} \cdots \sum_{i_r=0}^{k_r} \binom{k_1}{i_1} \cdots \binom{k_r}{i_r} \mathbb{E}((\nu_1 - 1)^{i_1} \cdots (\nu_r - 1)^{i_r}),
\]
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\[
\mathbb{E}((\nu_1 - 1)^{k_1} \cdots (\nu_r - 1)^{k_r}) = \sum_{i_1=0}^{k_1} \cdots \sum_{i_r=0}^{k_r} (-1)^{b-i} \binom{k_1}{i_1} \cdots \binom{k_r}{i_r} \mathbb{E}(\nu_1^{i_1} \cdots \nu_r^{i_r}),
\]
where \(b = k_1 + \ldots + k_r\) and \(i = i_1 + \ldots + i_r\). All except the free terms in these sums are regulated by conditions (13) and (39). The common absolute value of the free terms is 1, and in the case \(N\sigma_N^2 \to \infty\) we can conclude that
\[
N^{r-b}T_N\mathbb{E}(\nu_1^{k_1} \cdots \nu_r^{k_r}) \sim N^{r-b}T_N\mathbb{E}(\nu_1 - 1)^{k_1} \cdots (\nu_r - 1)^{k_r}, \quad N \to \infty
\]
(40)
since the free terms from the mutual expansions make negligible contribution of size \(N^{r+2-b} = o(1)\) for all \(k_1 \geq 3, r = 1\) and \(k_1, \ldots, k_r \geq 2, r \geq 2\). In general, the condition \(T_N = o(N^b)\) is sufficient to justify the replacement (40).

Corollary 5.3  Let (1), (2), (7) hold, and let
\[
k_\sigma := \min\{\text{integer } k \geq 1 : \lim_{N \to \infty} N^k \sigma_N^2 = \infty\}.
\]
The time-scaled genealogical process \(\{\mathcal{R}([T_N])\}_{t \geq 0}\) weakly converges if and only if there exist limits
a) for the central moments (13) with \(k_1, \ldots, k_r \geq 2, r \geq 1, \sum_{i=1}^{r} (k_i - 1) \leq k_\sigma\),
and
b) for the raw moments (39) with \(k_1, \ldots, k_r \geq 2, r \geq 1, \sum_{i=1}^{r} (k_i - 1) \geq k_\sigma + 1\).

Due to (5) we have an upper bound on the time scale \(T_N = o(N^{k_\sigma+1})\), and a lower bound \(N^{k_\sigma} = O(T_N)\). Parameter \(k_\sigma\) can be estimated in terms of the probability \(p_N := \mathbb{P}(D_N)\) of the event \(D_N := \{(\nu_1, \ldots, \nu_N) \neq (1, \ldots, 1)\}\) that in a given generation at least one parent has no children (for example, in the Moran model case \(p_N = 1\)). Using the inequalities
\[
\sigma_N^2 = \sum_{i=0}^{N} (i-1)^2 \mathbb{P}(\nu_1 = i) \geq \mathbb{P}(\nu_1 \neq 1)
\]
and
\[
p_N = \mathbb{P}(\{\nu_1 \neq 1\} \cup \ldots \cup \{\nu_N \neq 1\}) \leq Np(\nu_1 \neq 1)
\]
we obtain \(N\sigma_N^2 \geq p_N\) (recall that in the Moran model case \(N\sigma_N^2 = 2p_N\)). In particular, if it is known that \(N^2p_N \to \infty\), we have \(k_\sigma \leq u - 1\).
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