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Abstract We establish the properness of some classes of binary block codes with symmetric distance distribution, including the Kerdock codes and codes which satisfy the Grey-Rankin bound, and also the properness of the Preparata codes, thus augmenting the list of the very few known proper nonlinear codes.

Keywords error detection, proper code, Grey-Rankin bound, weight distribution.

1 Introduction

The performance of an $[n, k, d]_q$ linear code $C$ in detecting errors on a $q$-ary symmetric memoryless channel with symbol error probability $\varepsilon$ is estimated by the probability of undetected error $P_{ue}(C, \varepsilon)$. In terms of the Hamming weight
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distribution \( \{ A_0, A_1, \ldots, A_n \} \) of \( C \) this probability is expressed as

\[
P_{ue}(C, \varepsilon) = \sum_{i=d}^{n} A_i \left( \frac{\varepsilon}{q-1} \right)^i (1 - \varepsilon)^{n-i}, \quad 0 \leq \varepsilon \leq \frac{q-1}{q}, \tag{1.1}
\]

and in terms of the dual Hamming weight distribution \( \{ B_0, B_1, \ldots, B_n \} \) as

\[
P_{ue}(C, \varepsilon) = q^{-(n-k)} \sum_{i=0}^{n} B_i \left( 1 - \frac{q\varepsilon}{q-1} \right)^i - (1 - \varepsilon)^n, \quad 0 \leq \varepsilon \leq \frac{q-1}{q}. \tag{1.2}
\]

We notice that when a nonlinear distance invariant code \( C = (n, k, d)_q \) is used for error detection on a symmetric memoryless channel with symbol error probability \( \varepsilon \), the probability of undetected error of the code is given by the right hand side of (1.1) with \( A_i \) replaced by the corresponding term of the distance distribution, i.e., by the number of pairs of codewords at distance \( i \) in \( C \). In particular, (1.1) remains true for the probability of undetected error of a nonlinear distance invariant code for which the distance distribution and the code weight distribution coincide.

A code is **proper** for error detection on a \( q \)-ary symmetric memoryless channel with symbol error probability \( \varepsilon \) if the undetected error probability of the code increases in \( \varepsilon \in [0, \frac{q-1}{q}] \) (see [7], [8]).

The problem of establishing properness of parametric classes of linear codes has been considered in a number of works, see the monograph [7] and the recent summary [2], and it has become clear that most often analytical study of the function \( P_{ue}(C, \varepsilon) \) would not work, unless the formulas of the code weight distribution are relatively simple, which is the case here.

In this work we study several classes of block codes with respect to properness. For completeness, in Section 2 we recall basic facts about these codes, together with a technical lemma which will be used in the sequel. In Section 3 we establish the properness of binary block codes with sufficiently large minimum code distance, among which the Kerdock codes and codes which satisfy the Grey-Rankin bound, and in Section 4 we prove that the Preparata codes are proper. In this way we augment the list of the very few nonlinear codes known to be proper in error detection.

For all results and notions which are not introduced here we refer to the monographs [7] and [10].

## 2 Preliminaries

Here we recall some basic facts about the codes to be studied below.

The Kerdock codes [6] and the Preparata codes [11] are most interesting classes of nonlinear binary codes. They are both Hamming-distance invariant,
for both the distance distribution coincides with the code weight distribution, and their weight enumerators are MacWilliams dual just as if the codes were linear, see [14] and Sections 15.5 and 15.6 in [10]. The above phenomenon was explained in [4], where it was shown that Kerdock and Preparata codes are self-dual as $\mathbb{Z}_4$-linear codes. Thus formulas (1.1) and (1.2) for the probability of undetected error apply for these codes as well.

For even integer $m$ greater than two, the Kerdock code $K(m)$ has basic parameters
\[ n = 2^m, \quad |K(m)| = 2^{2m}, \quad d = 2^{m-1} - 2^{\frac{m-2}{2}}, \]
and the weight distribution is given by the following table.

<table>
<thead>
<tr>
<th>weight $i$</th>
<th>the number of codewords of weight $i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$2^{m-1} - 2^{\frac{m-2}{2}}$</td>
<td>$2^m(2^{m-1} - 1)$</td>
</tr>
<tr>
<td>$2^{m-1}$</td>
<td>$2^{m+1} - 2$</td>
</tr>
<tr>
<td>$2^{m-1} + 2^{\frac{m-2}{2}}$</td>
<td>$2^m(2^{m-1} - 1)$</td>
</tr>
<tr>
<td>$2^m$</td>
<td>1</td>
</tr>
</tbody>
</table>

The properness of the Kerdock codes will follow from Theorem 1 which establishes properness of codes with symmetric weight distribution, while the properness of the Preparata codes will be shown by using (1.2), which in this case involves the basic parameters and the weight distribution of the Kerdock codes.

Consider a binary code $C = (n, M, d)$ for which $1 + c \in C$ for every codeword $c \in C$. For such a code the number of pairs of codewords at distance $i$ equals the number of pairs of codewords at distance $n - i$, i.e., the distance distribution of the code is symmetric. It has been shown that the parameters of $C$ satisfy the inequality (see (17.46) in [10], Chapter 17)
\[ M \leq \frac{8d(n - d)}{n - (n - 2d)^2}, \]
provided the denominator is positive. The inequality is known as the Grey-Rankin bound, see [3] and [13]. As above, the properness of codes meeting or satisfying this bound will follow from Theorem 1. We provide also examples of interesting families of proper codes meeting the Grey-Rankin bound.

The following technical lemma will be used in the sequel.

**Lemma.** Let $n$, $\tau_1$ and $\tau_2$ be positive integers such that $0 < \tau_1 < \frac{n}{2} \leq \tau_2 \leq n$, and let $a > 0$, $b > 0$. Then the function
\[ G(\varepsilon) = a\varepsilon^{\tau_1}(1 - \varepsilon)^{n - \tau_1} + b\varepsilon^{\tau_2}(1 - \varepsilon)^{n - \tau_2} \]
is increasing in \( \varepsilon \in [0, \frac{1}{2}] \) if
\[
a(n - 2\tau_1) \leq b(2\tau_2 - n)
\]
and if either
\[
\tau_1 + \tau_2 \leq n \quad \text{and} \quad \frac{\tau_1 \tau_2}{n} \geq \frac{(\tau_1 + \tau_2 - 1)^2}{4(n - 1)}
\]
or
\[
\tau_1 + \tau_2 \geq n \quad \text{and} \quad (n - 2\tau_1)(2\tau_2 - n) \leq n.
\]

**Proof.** Denote \( \varepsilon_1 = \frac{\tau_1}{n} < \frac{1}{2} \) and \( \varepsilon_2 = \frac{\tau_2}{n} \geq \frac{1}{2} \). From
\[
[\varepsilon^n(1 - \varepsilon)^{n-\tau_1}]' = n\varepsilon^{n-1}(1 - \varepsilon)^{n-\tau_1} (\varepsilon_1 - \varepsilon)
\]
we obtain
\[
G'(\varepsilon) = nb\varepsilon^{\tau_1-1}(1 - \varepsilon)^{n-\tau_1-1}(\varepsilon_2 - \varepsilon) \left[ 1 - \frac{a}{b} \left( \frac{1 - \varepsilon}{\varepsilon} \right)^{\tau_1 - \varepsilon_1} \frac{\varepsilon_2 - \varepsilon}{\varepsilon_2 - \varepsilon} \right].
\]
It follows from (2.5) that \( G'(\varepsilon) \) is non-negative in \( [0, \varepsilon_1] \). It thus suffices to establish that \( G'(\varepsilon) \) is non-negative in \( [\varepsilon_1, 1/2] \). Obviously, the sign of \( G'(\varepsilon) \) in this interval is the same as the sign of the function in the brackets on the right side of (2.6). Setting
\[
g(\varepsilon) = \left( \frac{1 - \varepsilon}{\varepsilon} \right)^{\tau_1 - \varepsilon_1} \frac{\varepsilon_2 - \varepsilon}{\varepsilon_2 - \varepsilon}, \quad \varepsilon_1 \leq \varepsilon \leq 1/2,
\]
we get
\[
g'(\varepsilon) = \left( \frac{1 - \varepsilon}{\varepsilon} \right)^{\tau_1 - \varepsilon_1} \frac{1}{\varepsilon_2 - \varepsilon} \left[ (1 - \varepsilon) \varepsilon - n(\varepsilon - \varepsilon_1)(\varepsilon_2 - \varepsilon) \right],
\]
where the function in the brackets,
\[
\tilde{g}(\varepsilon) = (n - 1)\varepsilon^2 + [1 - n(\varepsilon_1 + \varepsilon_2)]\varepsilon + n\varepsilon_1 \varepsilon_2
\]
\[
= (n - 1) \left( \frac{\tau_1 + \tau_2 - 1}{2(n - 1)} - \varepsilon \right)^2 + \frac{\tau_1 \tau_2}{n} - \frac{(\tau_1 + \tau_2 - 1)^2}{4(n - 1)},
\]
takes its minimum at
\[
\bar{\varepsilon} = \frac{\tau_1 + \tau_2 - 1}{2(n - 1)} \geq \frac{2\tau_1}{2n} = \varepsilon_1.
\]
Assume first that (2.3) holds. Then \( \bar{\varepsilon} \leq \frac{1}{2} \) and we have
\[
\min_{\varepsilon_1 \leq \varepsilon \leq \frac{1}{2}} \tilde{g}(\varepsilon) = \tilde{g}(\bar{\varepsilon}) = \frac{\tau_1 \tau_2}{n} - \frac{(\tau_1 + \tau_2 - 1)^2}{4(n - 1)} \geq 0.
\]
Assume (2.4). If the first part there holds with equality we have \( \sigma = 1/2 \), otherwise \( \sigma > \frac{1}{2} \). Then
\[
\min_{\varepsilon \leq \varepsilon \leq \frac{1}{2}} \tilde{g}(\varepsilon) = \tilde{g}(1/2) = \frac{1}{4} - \frac{(n - 2\tau_1)(2\tau_2 - n)}{4n} \geq 0.
\]
Since in both cases \( \tilde{g}(\varepsilon) \) is non-negative on \([\varepsilon_1, \frac{1}{2}]\), \( g'(\varepsilon) \) in (2.7) is non-negative in this interval as well. Therefore
\[
g(\varepsilon) \leq g(1/2) = \frac{n - 2\tau_1}{2\tau_2 - n}, \; \varepsilon_1 \leq \varepsilon \leq 1/2,
\]
and, by this and (2.2),
\[
\frac{a}{b} g(\varepsilon) \leq \frac{a(n - 2\tau_1)}{b(2\tau_2 - n)} \leq 1, \; \varepsilon_1 \leq \varepsilon \leq 1/2.
\]
This shows that \( G'(\varepsilon) \) in (2.6) is non-negative in \([\varepsilon_1, \frac{1}{2}]\), and the Lemma thus follows.

3 Codes with symmetric weight or distance distribution

For simplicity, we will let \( \{A_0, A_1, \ldots, A_n\} \) denote as before the code weight distribution, when the code under consideration is linear, but also the distance distribution, when the code is nonlinear.

**Theorem 1.**

(i) A linear code \( C = [n, k, d] \) with \( d \geq \frac{n}{2} - \frac{\sqrt{n}}{2} \) and symmetric weight distribution is proper.

(ii) A nonlinear distance invariant code \( C = (n, k, d) \) with \( d \geq \frac{n}{2} - \frac{\sqrt{n}}{2} \) and symmetric distance distribution is proper.

**Proof.** In both cases, the probability of undetected error of \( C \) is given by (1.1) with \( A_1, \ldots, A_n \) representing the code weight distribution in the first case and the distance distribution in the second one. Since \( A_i = A_{n-i} \) for \( 1 \leq i \leq n - 1 \) we obtain in both cases
\[
P_{ue}(C, \varepsilon) = \sum_{d \leq i < n/2} \left[ A_i \varepsilon^i (1-\varepsilon)^{n-i} + A_{n-i} \varepsilon^{n-i} (1-\varepsilon)^i \right] + A_{\frac{n}{2}} \varepsilon^{\frac{n}{2}} (1-\varepsilon)^{\frac{n}{2}} + A_n \varepsilon^n, \tag{3.1}
\]
where \( A_{\frac{n}{2}} = 0 \) when \( n \) is odd, and \( A_n \) equals either 0 or 1. The functions
\[
G_i(\varepsilon) = A_i \varepsilon^i (1-\varepsilon)^{n-i} + A_{n-i} \varepsilon^{n-i} (1-\varepsilon)^i, \; d \leq i < n/2,
\]
satisfy the condition (2.2) of the Lemma since
\[ A_i(n - 2i) = A_{n-i}(2(n - i) - n), \]
and also the condition (2.4) since
\[ i + (n - i) = n \]
and
\[(n - 2i)(2(n - i) - n) = (n - 2i)^2 \leq (n - 2d)^2 \leq (n - (n - \sqrt{n}))^2 = n.\]

By the Lemma, the functions \( G_i(\varepsilon), \quad d \leq i < n/2 \) in (3.1) are increasing in \( \varepsilon \in [0, \frac{1}{2}] \). Since also the sum of the last two terms in (3.1) is an increasing function in this interval, \( C \) is proper.

The Kerdock codes given in Section 2 satisfy the condition \((ii)\) of Theorem 1 and we have therefore

**Corollary 1.** The Kerdock codes \( \mathcal{K}(m) \), \( m = 2, 4, \ldots \), are proper.

Assume now that \( C = (n, M, d) \) is a binary code satisfying the Grey-Rankin bound (2.1). Since the distance distribution of \( C \) is symmetric and
\[ n - (n - 2d)^2 > 0 \quad \text{iff} \quad \frac{1}{2}(n - \sqrt{n}) < d < \frac{1}{2}(n + \sqrt{n}), \]
for such a code part \((ii)\) of Theorem 1 implies the following.

**Corollary 2.** Any binary distance invariant code which satisfies the Grey-Rankin bound is proper.

Moreover, since a code satisfying the Grey-Rankin bound with equality is distance invariant (see [9]), the above corollary implies for such a code

**Corollary 3.** Any binary code which meets the Grey-Rankin bound is proper.

**Examples.** Below we give some interesting families of codes which meet the Grey-Rankin bound and thus are proper, by Corollary 3.

A. Brouwer constructed in [1] a family of \( q \)-ary two-weight projective codes (i.e., codes with minimum dual distance greater than two) with parameters
\[ n = \frac{(q^{e-1} - 1)(q^{se-c} + q^{\frac{se}{2}-c})}{q-1}, \quad k = se, \]
where \( s \) and \( e \) are arbitrary positive integers such that \( s \) is even and \( e \) is greater than one. The two weights are
\[ \omega_1 = (q^{e-1} - 1)q^{se-c-1}, \quad \omega_2 = \omega_1 + q^{\frac{se}{2}-1}. \]
In the case $q = 2$, $s = 2$, the resulting code $C_1(e)$ has parameters
\[ n = 2^{2e-1} - 2^{e-1}, \quad k = 2e, \quad \text{and} \quad \omega_1 = 2^{2e-2} - 2^{e-1}, \quad \omega_2 = 2^{2e-2}. \]
The code $C(e)$, spanned by $C_1$ and the all-one vector $1$, is a projective self-complementary $[n, k + 1, \omega_1]$-code with nonzero weights $\omega_1$, $\omega_2$ and $n$, which meets the Grey-Rankin bound. The code is thus proper.
Consider the first order Reed-Muller code $RM(1, 2e)$. Since the code $C(e)$ is projective, the code
\[ D(e) = RM(1, 2e) \setminus C(e), \]
which consists of the column set of $RM(1, 2e)$ with the columns of $C(e)$ deleted, has parameters
\[ [n = 2^{2e-1} + 2^{e-1}, \quad k = 2e + 1, \quad d = 2^{2e-1}], \]
nonzero weights $2^{2e-2}$, $2^{2e-2} + 2^{e-1}$ and $2^{2e-1} + 2^{e-1}$, and it meets the Grey-Rankin bound. Thus $D(e)$ is proper. We note that the codes $C(e)$ and $D(e)$ possess interesting combinatorial properties, see [9] and [5].

4 The Preparata codes

**Theorem 2.** The Preparata codes $\mathcal{P}(m)$, $m = 2, 4, \ldots$, are proper.

**Proof.** Consider a Preparata code $\mathcal{P}(m)$ of parameter $m$. We know that both formulas (1.1) and (1.2) apply for the probability of undetected error of this code. In terms of the formally dual Kerdock code $\mathcal{K}(m)$ this probability is then
\[ P_{ue}(\mathcal{P}(m), \varepsilon) = \frac{1}{n^2} \sum_{i=0}^{4} A_{\tau_i} (1 - 2\varepsilon)^n - (1 - \varepsilon)^n, \quad 0 \leq \varepsilon \leq 1/2, \quad (4.1) \]
where, as given in Section 2,
\[
\begin{align*}
\tau_0 &= 0, & A_{\tau_0} &= 1, \\
\tau_1 &= \frac{n - \sqrt{n}}{2}, & A_{\tau_1} &= \frac{n(n - 2)}{2}, \\
\tau_2 &= \frac{n}{2}, & A_{\tau_2} &= 2(n - 1), \\
\tau_3 &= \frac{n + \sqrt{n}}{2}, & A_{\tau_3} &= \frac{n(n - 2)}{2}, \\
\tau_4 &= n, & A_{\tau_4} &= 1,
\end{align*}
\]
and $n = 2^m$ for $m = 2, 4, 6, \ldots$. We thus have

$$P_{ue}'(\mathcal{P}(m), \varepsilon) = -\frac{2}{n^2} \sum_{i=1}^{4} A_n \tau_i (1 - 2\varepsilon)^{n-1} + n(1 - \varepsilon)^{n-1}, \quad 0 \leq \varepsilon \leq 1/2, \quad (4.3)$$

and

$$\frac{P_{ue}'(\mathcal{P}(m), \varepsilon)}{n(1 - \varepsilon)^{n-1}} = 1 - \frac{2}{n^3} \sum_{i=1}^{4} A_n \tau_i \left(1 - \frac{2\varepsilon}{1 - \varepsilon}\right)^{\tau_i - 1} \left(\frac{1}{1 - \varepsilon}\right)^{n-\tau_i}$$

$$= 1 - \frac{2}{n^3} \sum_{i=1}^{4} A_n \tau_i \left(1 - \frac{1}{2(1 - \varepsilon)}\right)^{\tau_i - 1} \left(\frac{1}{2(1 - \varepsilon)}\right)^{n-\tau_i} \quad (4.4)$$

$$= 1 - \frac{2}{n^3} \sum_{i=1}^{4} A_n \tau_i \delta^{\tau_i - 1} (1 - \delta)^{n-\tau_i},$$

where we have put

$$\delta = 1 - \frac{1}{2(1 - \varepsilon)}, \quad 0 \leq \delta \leq 1/2. \quad (4.5)$$

Obviously, to prove the theorem it suffices to show that the last expression to the right in (4.4) is a non-negative function of $\delta \in [0, 1/2]$, i.e., that the function

$$S(\delta) = \sum_{i=1}^{4} A_n \tau_i \delta^{\tau_i - 1} (1 - \delta)^{n-\tau_i} \quad (4.6)$$

satisfies

$$S(\delta) \leq \frac{n^3}{2n}, \quad 0 \leq \delta \leq 1/2. \quad (4.7)$$

We first claim that the above inequality holds for $\delta \in [\delta_0, 1/2]$, where

$$\delta_0 = \frac{1}{2} - \frac{3}{n - 6}. \quad (4.8)$$

Indeed, since for the minimum code distance of the code $\mathcal{P}(m)$ we have $d = 6$ for all possible values of $m$, all terms $\varepsilon^i (1 - \varepsilon)^{n-4}$ appearing in the right hand side of formula (1.1) applied to this code are increasing functions of $\varepsilon$ in the interval $[0, \frac{\delta}{n}]$, as is easily seen from (2.5). Consequently, $P_{ue}'(\mathcal{P}(m), \varepsilon) \geq 0$ in this interval and thus the last expression to the right in (4.4) is a nonnegative function of $\delta$ when, cf. (4.5),

$$\frac{1}{2} \geq \delta \geq 1 - \frac{1}{2(1 - \frac{\delta}{n})} = \frac{n - 12}{2(n - 6)} = \frac{1}{2} - \frac{3}{n - 6} = \delta_0,$$

i.e., the inequality of (4.7) holds in the above interval, and, in particular,

$$S(\delta_0) \leq \frac{n^3}{2n}. \quad (4.9)$$
It follows therefore that (4.7) now has to be established only for $\delta \in [0, \delta_0]$. Put $\delta_i = \frac{2^{i-1}}{\pi - 1}$ so that

$$
\delta_1 = \frac{n - \sqrt{n} - 2}{2(n - 1)} = \frac{1}{2} - \frac{1}{2(\sqrt{n} - 1)},
$$

$$
\delta_2 = \frac{n - 2}{2(n - 1)} = \frac{1}{2} - \frac{1}{2(n - 1)}, 
$$

$$
\delta_3 = \frac{n + \sqrt{n} - 2}{2(n - 1)} = \frac{1}{2} + \frac{1}{2(\sqrt{n} + 1)}, 
$$

(4.10)

$$
\delta_i = 1.
$$

Note that the function $S(\delta)$ in (4.6) is increasing in the interval $[0, \delta_1]$ since all its terms $\delta^{\tau_j - 1}(1 - \delta)^{n - \tau_j}$ are, by (2.5). When $n = 2^4$ we obtain from (4.10) and (4.8) that $\delta_1 = 1/3 > 1/5 = \delta_0$, which implies that $S(\delta)$ increases in $0 \leq \delta \leq \delta_0$ and hence

$$
S(\delta) \leq S(\delta_0) \leq \frac{n^3}{2^n}, \quad 0 \leq \delta \leq \delta_0,
$$

(4.11)

where we have used (4.9). Thus the theorem is valid for $n = 2^4$ and we can then assume in the rest of this proof that $n \geq 2^6 = 64$. It is easily seen that for these values of $n$ we have $\delta_1 < \delta_0$ and $\delta_i > \delta_0$ for $i = 2, 3,$ and $4$, which shows that except for the first term of $S(\delta)$ all other terms are increasing functions in $[0, \delta_0]$, while the first function increases in $[0, \delta_1]$ and decreases in $[\delta_1, \delta_0]$. Nevertheless, the function $S(\delta)$ turns out to be increasing in $[0, \delta_0]$ which follows from the next proposition.

**Proposition.** The function

$$
G_1(\delta) = \tau_1 \delta^{\tau_1 - 1}(1 - \delta)^{n - \tau_1} + \tau_3 \delta^{\tau_3 - 1}(1 - \delta)^{n - \tau_3}
$$

increases in the interval $[0, \delta_0]$.

**Proof.** It suffices to show that the derivative of $G_1(\delta)$ is positive in $(0, \delta_0]$. This function is of the same form as the one considered in the Lemma of Section 2. As (2.6) shows, $G_1'(\delta)$ will be positive in $(0, \delta_0]$ if

$$
1 - \frac{\tau_1}{\tau_3} \left( \frac{1 - \delta}{\delta} \right)^{\tau_3 - \tau_1} \frac{\delta - \delta_1}{\delta_0 - \delta} > 0.
$$

(4.12)

in this interval. As in (2.7), the derivative of the function

$$
g_1(\delta) = \left( \frac{1 - \delta}{\delta} \right)^{\tau_3 - \tau_1} \frac{\delta - \delta_1}{\delta_0 - \delta}
$$


is

\[ g'_1(\delta) = \left( \frac{1 - \delta}{\delta} \right)^{\gamma_3 - \gamma_1 - 1} \frac{1}{\delta^2 (\delta_3 - \delta)^2} \left[ (1 - \delta) \delta - (n - 1)(\delta - \delta_1)(\delta_3 - \delta) \right], \]  

(4.13)

where by using (4.10) the quadratic function in the brackets is computed to be

\[ \tilde{g}_1(\delta) = (n - 2)\delta^2 - (n - 3)\delta + \frac{n - 4}{4}. \]

It is easily seen that the solutions of \( \tilde{g}_1(\delta) = 0 \) are the points \( \frac{1}{2} - \frac{1}{n-2} \) and \( \frac{1}{2} \) and since

\[ \frac{1}{2} - \frac{1}{n-2} > \frac{1}{2} - \frac{3}{n-6} = \delta_0, \]

\( \tilde{g}_1(\delta) \) is positive in \( (0, \delta_0) \) which means that \( g'_1 > 0 \) in this interval and hence, after a simple calculation,

\[ \max_{0 < \delta \leq \delta_0} g_1(\delta) = g_1(\delta_0) = \frac{\gamma_3}{\gamma_1} \cdot \frac{\sqrt{n - 6}}{\sqrt{n + 6}} \left( 1 + \frac{12}{n - 12} \right)^{\sqrt{\pi}}, \]

In this way the desired inequality (4.12) is equivalent to

\[ \left( 1 + \frac{12}{n - 12} \right)^{\sqrt{\pi}} < \frac{\sqrt{n + 6}}{\sqrt{n - 6}}, \]

(4.14)

where, we recall, \( n \geq 64 \). Put \( x = \sqrt{n} \) and consider for \( x \geq 8 \)

\[ f(x) = \ln \frac{x + 6}{x - 6} - x \ln \left( 1 + \frac{12}{x^2 - 12} \right). \]

We have

\[ f'(x) = -\frac{12}{x^2 - 36} - \ln \left( 1 + \frac{12}{x^2 - 12} \right) + \frac{24}{x^2 - 12}. \]

Using the Taylor series of the logarithmic function we obtain

\[ -\ln \left( 1 + \frac{12}{x^2 - 12} \right) = \sum_{k=1}^{\infty} \frac{(-1)^k}{k} \left( \frac{12}{x^2 - 12} \right)^k \]

\[ = -\frac{12}{x^2 - 12} + \frac{1}{2} \left( \frac{12}{x^2 - 12} \right)^2 - \sum_{k=3}^{\infty} \frac{(-1)^{k-1}}{k} \left( \frac{12}{x^2 - 12} \right)^k \]

\[ = -\frac{12}{x^2 - 12} + \frac{1}{2} \left( \frac{12}{x^2 - 12} \right)^2 \]

\[ - \left\{ \left[ \frac{1}{3} \left( \frac{12}{x^2 - 12} \right)^3 - \frac{1}{4} \left( \frac{12}{x^2 - 12} \right)^4 \right] + \left[ \frac{1}{5} \left( \frac{12}{x^2 - 12} \right)^5 - \frac{1}{6} \left( \frac{12}{x^2 - 12} \right)^6 \right] + \cdots \right\} \]

\[ < -\frac{12}{x^2 - 12} + \frac{1}{2} \left( \frac{12}{x^2 - 12} \right)^2 \]
where the last inequality is due to the fact that

\[ 0 < \frac{12}{x^2 - 12} < 1, \quad x \geq 8 \]

so that the terms in the brackets on the line next to the last are positive. Hence

\[
f'(x) < \frac{12}{x^2 - 36} + \frac{12}{x^2 - 12} + \frac{1}{2} \left( \frac{12}{x^2 - 12} \right)^2 \\
= -\frac{2 \cdot 12^2}{(x^2 - 36)(x^2 - 12)} + \frac{1}{2} \left( \frac{12}{x^2 - 12} \right)^2 \\
= \left( \frac{12}{x^2 - 12} \right)^2 \left[ \frac{1}{2} - \frac{2(x^2 - 12)}{x^2 - 36} \right] \\
< \left( \frac{12}{x^2 - 12} \right)^2 \left[ \frac{1}{2} - 2 \right] < 0.
\]

Thus \( f(x) \) is a decreasing function for \( x \geq 8 \) and hence

\[ f(x) > \lim_{x \to \infty} f(x) = 0, \]

which implies (4.14) for \( n \geq 64 \). This proves the Proposition.

To end the proof of the theorem we just notice that the function \( S(\delta) \) increases in \([0, \delta_0]\), since the sum of the first and the third terms does, according to the Proposition, and also the second and the fourth terms do. Then (4.11) holds even in this case and the code \( P(m) \) is thus proper.
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