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Abstract

In a previous work [1] matter models such that the energy density
ρ ≥ 0, and the radial- and tangential pressures p ≥ 0 and q, satisfy
p + q ≤ Ωρ, Ω ≥ 1, were considered in the context of Buchdahl’s in-
equality. It was proved that static shell solutions of the spherically
symmetric Einstein equations obey a Buchdahl type inequality when-
ever the support of the shell, [R0, R1], R0 > 0, satisfies R1/R0 <
1/4. Moreover, given a sequence of solutions such that R1/R0 → 1,
then the limit supremum of 2M/R1 was shown to be bounded by
((2Ω + 1)2 − 1)/(2Ω + 1)2. In this paper we show that the hypothesis
that R1/R0 → 1, can be realized for Vlasov matter, by constructing a
sequence of static shells of the spherically symmetric Einstein-Vlasov
system with this property. We also prove that for this sequence not
only the limit supremum of 2M/R1 is bounded, but that the limit is
((2Ω+1)2− 1)/(2Ω+1)2 = 8/9, since Ω = 1 for Vlasov matter. Thus,
static shells of Vlasov matter can have 2M/R1 arbitrary close to 8/9,
which is interesting in view of [3], where numerical evidence is pre-
sented that 8/9 is an upper bound of 2M/R1 of any static solution of
the spherically symmetric Einstein-Vlasov system.

1 Introduction

Under the assumption of isotropic pressure and non-increasing energy den-
sity outwards, Buchdahl [6] has proved that a spherically symmetric fluid
ball satisfies

2M

R1
≤ 8

9
,
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where M and R1 is the total ADM mass and the outer boundary of the
fluid ball respectively. In [1] Buchdahl’s inequality was investigated for
spherically symmetric static shells with support in [R0, R1], R0 > 0, for
which neither of Buchdahl’s hypotheses hold. We refer to the introduction
in [1] for a review on previous results on Buchdahl type inequalities. The
matter models considered in [1] were assumed to have non-negative energy
density ρ and pressure p, and to satisfy the following inequality

p + q ≤ Ωρ, Ω ≥ 1, (1)

where q is the tangential pressure. It was shown that given ε < 1/4, there is
a κ > 0 such that any static solution of the spherically symmetric Einstein
equations satisfies

2M

R1
≤ 1− κ.

Furthermore, given a sequence of static solutions, indexed by j, with support
in [Rj

0, R
j
1] where

Rj
1/Rj

0 → 1 as j →∞,

it was proved that

lim sup
j→∞

2M j

Rj
1

≤ (2Ω + 1)2 − 1
(2Ω + 1)2

, (2)

where M j is the corresponding ADM mass of the solution with index j. The
latter result is motivated by numerical simulations [3] of the spherically sym-
metric Einstein-Vlasov system. For Vlasov matter Ω = 1 and the inequality
(1) is strict, and the bound in (2) becomes 8/9 as in Buchdahl’s original
work. We will see that for Vlasov matter, a sequence can be constructed
such that Rj

1/Rj
0 → 1, and such that the value 8/9 of 2M/R1 is attained

in the limit. It should be emphasized that the static solution which attains
the value 8/9 in Buchdahl’s case is an isotropic solution with constant en-
ergy density, whereas the limit state of the sequence that we construct is an
infinitely thin shell which has pj/qj → 0 as j → ∞, which means that it is
highly non-isotropic.

Before describing in more detail the numerical results in [3], which pro-
vides the main motivation for this work, let us first introduce the spherically
symmetric Einstein-Vlasov system.

The metric of a static spherically symmetric spacetime takes the follow-
ing form in Schwarzschild coordinates

ds2 = −e2µ(r)dt2 + e2λ(r)dr2 + r2(dθ2 + sin2 θdϕ2),
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where r ≥ 0, θ ∈ [0, π], ϕ ∈ [0, 2π]. Asymptotic flatness is expressed by the
boundary conditions

lim
r→∞

λ(r) = lim
r→∞

µ(r) = 0,

and a regular centre requires

λ(0) = 0.

Vlasov matter is described within the framework of kinetic theory. The
fundamental object is the distribution function f which is defined on phase-
space, and models a collection of particles. The particles are assumed to
interact only via the gravitational field created by the particles themselves
and not via direct collisions between them. For an introduction to kinetic
theory in general relativity and the Einstein-Vlasov system in particular
we refer to [2] and [15]. The static Einstein-Vlasov system is given by the
Einstein equations

e−2λ(2rλr − 1) + 1 = 8πr2ρ, (3)
e−2λ(2rµr + 1)− 1 = 8πr2p, (4)

µrr + (µr − λr)(µr +
1
r
) = 4πqe2λ, (5)

together with the (static) Vlasov equation

w

ε
∂rf − (µrε−

L

r3ε
)∂wf = 0, (6)

where
ε = ε(r, w, L) =

√
1 + w2 + L/r2.

The matter quantities are defined by

ρ(r) =
π

r2

∫ ∞

−∞

∫ ∞

0
εf(r, w, L) dLdw,

p(r) =
π

r2

∫ ∞

−∞

∫ ∞

0

w2

ε
f(r, w, F ) dLdw,

q(r) =
π

r4

∫ ∞

−∞

∫ ∞

0

L

ε
f(r, w, L) dLdw.

The variables w and L can be thought of as the momentum in the radial
direction and the square of the angular momentum respectively. Let

E = eµε,
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the ansatz
f(r, w, L) = Φ(E,L), (7)

then satisfies (6) and constitutes an efficient way to construct static solutions
with finite ADM mass and finite extension, cf. [14], [13]. It should be
pointed out that spherically symmetric static solutions which do not have
this form globally exist, cf. [16], which contrasts the Newtonian case where
all spherically symmetric static solutions have the form (7), cf. [4]. As a
matter of fact, the solutions we construct in Theorem 1 below are good
candidates for solutions which are not globally given by (7).

Here the following form of Φ will be used

Φ(E,L) = (E0 − E)k
+(L− L0)l

+, (8)

where l ≥ 1/2, k ≥ 0, L0 > 0, E0 > 0, and x+ := max{x, 0}. In the
Newtonian case with l = L0 = 0, this ansatz leads to steady states with a
polytropic equation of state. Note that when L0 > 0 there will be no matter
in the region

r <

√
L0

(E0e−µ(0))2 − 1
, (9)

since there necessarily E > E0 and f vanishes. The existence of solutions
supported in [R0, R1], R0 > 0, with finite ADM mass has been given in [13],
and we shall call such configurations static shells of Vlasov matter. It will be
assumed that Φ is always as above, which in particular means that L0 > 0,
so that only shells are considered. The case L0 = 0 is left to a future study.

Let the matter content within the sphere of area radius r be defined by

m(r) =
∫ r

0
4πη2ρdη.

Note that the total ADM mass M = limr→∞m(r). We also note that equa-
tion (3) implies that

e−2λ = 1− 2m(r)
r

,

so that µ alone can be regarded as the unknown metric function of the
spherically symmetric Einstein-Vlasov system.

Numerical evidence is presented in [3] that the following hold true:

i) For any solution of the static Einstein-Vlasov system

Γ := sup
r

2m(r)
r

<
8
9
. (10)
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ii) The inequality is sharp in the sense that there is a sequence of steady
states such that Γ = 2M/R = 8/9 in the limit.

These statements hold for both shells (L0 > 0) and non-shells (L0 = 0).
More information on the latter case is given in [3]. In the former case the
sequence which realizes Γ = 8/9 is obtained numerically in [3] by construct-
ing solutions where the inner boundary of the shells tend to zero. The outer
boundary of these shells also tend to zero, and in [3] numerical support is
obtained for the following claim:

iii) There is a sequence of static shells supported in [Rj
0, R

j
1], such that

Rj
0 → 0, and Rj

1/Rj
0 → 1, as j →∞.

Our main results are described in the next section and concern issues (ii)
and (iii) which will be proved. Of course, issue (i) is a very interesting open
problem, and we believe that the results in this paper are important for
proving also issue (i), in view of (ii).

Let us end this section with a brief discussion on the possible role of the
Buchdahl inequality for the time dependent problem with Vlasov matter.
The cosmic censorship conjecture is fundamental in classical general rela-
tivity and to a large extent an open problem. In the case of gravitational
collapse the only rigorous result is by Christodoulou who has obtained a
proof in the case of the spherically symmetric Einstein-Scalar Field system
[8]. One key result for this proof is contained in [7], cf. also [9], and states
roughly that if there is a sufficient amount of matter within a bounded region
then necessarily a trapped surface will form in the evolution. If a trapped
surface forms, then Dafermos [10] has shown under some restrictions on the
matter model, that cosmic censorship holds. In particular, Dafermos and
Rendall [11] have proved that spherically symmetric Vlasov matter satisfies
these restrictions. Thus cosmic censorship holds for the spherically symmet-
ric Einstein-Vlasov system if there is a trapped surface in spacetime. Now,
assume that a Buchdahl inequality holds in general for this system, then in
view of the result by Christodoulou mentioned above, it is natural to believe
that if 2m/r exceeds the value given by such an inequality, then a trapped
surface must form.

The outline of the paper is as follows. In the next section our main
results are presented in detail. Some preliminary results on static shells of
Vlasov matter are contained in section 3, and in section 4 the proofs of the
theorems are given.
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2 Main results

In view of (9) it is clear that the region where f necessarily vanishes can be
made arbitrary small if the values of E0 and µ(0) are such that E0e

−µ(0) is
large. That this is always possible can be seen as follows. Set E0 = 1, and
construct a solution by specifying an arbitrary non-positive value µ(0), in
particular e−µ(0) can be made as large as we wish. The metric function µ is
then obtained by integrating from the centre using equation (4),

µ(r) = µ(0) +
∫ r

0
(
m

r2
+ 4πηp)e2λdη.

This implies that the boundary condition at ∞ of µ will be violated in
general. However, by letting Ẽ0 = eµ(∞), and µ̃(r) := µ(r) − µ(∞), then
µ̃, and the distribution function f associated with µ̃ and Ẽ0, will solve the
Einstein-Vlasov system and satisfy the boundary condition at infinity, and in
view of (13)-(15), the matter terms will be identical to the original solution
since

Ẽ0e
µ̃(r) = eµ(r).

Hence we will always take E0 = 1 and obtain arbitrary small values of R0

by taking −µ(0) sufficiently large.
Let us define

R0 :=

√
L0

e−2µ(0) − 1
.

It will be clear from the proofs that in fact f(r, ·, ·) > 0, when r is sufficiently
close to but larger than R0. Hence, given any number R0 > 0 we can con-
struct a solution having inner radius of support equal to R0. The following
result proves issue (iii). The constants q, C1, C2 and C3 which appear in the
formulation of the theorem are specified in equations (21)-(23).

Theorem 1 Consider a shell solution with a sufficiently small inner radius
of support R0. The distribution function f then vanishes within the interval

[R0 + B0R
(q+3)/(q+1)
0 , (1−B1R

2/(q+1)
0 )−1(R0 + B2R

(q+2)/(q+1)
0 )],

where B0, B1 and B2 are positive constants which depend on C1, C2 and C3.
The solution can thus be joined with a Schwarzschild solution at the point
where f vanishes and a static shell is obtained with support within [R0, R1],
where

R1 =
R0 + B2R

(q+2)/(q+1)
0

1−B1R
2/(q+1)
0

,

so that R1/R0 → 1 as R0 → 0.
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This result is interesting in its own right since it gives a detailed description
of the support of a class of shell solutions to the Einstein-Vlasov system.
Moreover, the solutions constructed in Theorem 1 can be used to obtain a
sequence of shells of Vlasov matter with the property that 2M/R = 8/9 in
the limit.

Theorem 2 Let (f j , µj) be a sequence of shell solutions with support in
[Rj

0, R
j
1], and such that Rj

1/Rj
0 → 1 and Rj

0 → 0, as j → ∞, and let M j be
the corresponding ADM mass of (f j , µj). Then

lim
j→∞

2M j

Rj
1

=
8
9
. (11)

3 Static shells of Vlasov matter

When the distribution function f has the form

f(r, w, L) = Φ(E,L), (12)

the matter quantities ρ, p and q become functionals of µ, and we have

ρ =
2π

r2

∫ E0e−µ

q
1+

L0
r2

∫ r2(k2−1)

L0

Φ(eµk, L)
k2√

k2 − 1− L/2
dLdk, (13)

p =
2π

r2

∫ E0e−µ

q
1+

L0
r2

∫ r2(k2−1)

L0

Φ(eµk, L)
√

k2 − 1− L/2dLdk, (14)

q =
2π

r4

∫ E0e−µ

q
1+

L0
r2

∫ r2(k2−1)

L0

Φ(eµk, L)
L√

k2 − 1− L/2
dLdk. (15)

Here we have kept the parameter E0 but recall that E0 = 1 in what follows.
If (8) is chosen for Φ these integrals can be computed explicitly in the cases
when k = 0, 1, 2, ... and l = 1/2, 3/2, ... as the following lemma shows. Let

γ = −µ− 1
2

log (1 +
L0

r2
).

Lemma 1 Let k = 0, 1, 2, ... and let l = 1/2, 3/2, 5/2, ... then there are
positive constants πj

k,l, j = 1, 2, 3 such that when γ ≥ 0

ρ = π1
k,lr

2l(1 +
L0

r2
)l+2(eγ − 1)2l+k+1P3−k(eγ), (16)

p = π2
k,lr

2l(1 +
L0

r2
)l+2(eγ − 1)2l+k+2P2−k(eγ), (17)

z = π3
k,lr

2l(1 +
L0

r2
)l+1(eγ − 1)2l+k+1P1−k(eγ). (18)
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If γ < 0 then all matter components vanish. Here Pn(eγ) is a polynomial of
degree n and Pn > 0, and z := ρ− p− q.

Remark: The restriction l ≥ 1/2 is made so that the matter terms get
the form above which is convenient. We believe however that the cases
0 ≤ l < 1/2 can be treated by similar arguments as presented below.

Sketch of proof of Lemma 1: To evaluate the L−integration in the ex-
pressions for ρ and z we substitute x :=

√
L− L0 and use that for n > 0,∫

xn

√
ax2 + b

=
xn−1

√
ax2 + b

na
− (n− 1)b

na

∫
xn−2

√
u

dx.

The same substitution is made for p together with∫
xn

√
ax2 + b =

xn−1(ax2 + b)3/2

(n + 2)a
− (n− 1)b

(n + 2)a

∫
xn−2√udx.

The k−integration is straightforward and the claimed expressions follow by
integration by parts and using that

eµ =
E0e

−γ√
1 + L0/r2

.

2

Next we show that if R0 is small then also γ is small.

Lemma 2 Given k and l there is a cγ > 0 and a δγ > 0 such that

eγ(r) − 1 ≤ cγr2/(2l+k+2), for all r ∈ [R0, 5R0], when R0 ≤ δγ .

Proof of Lemma 2: Since γ = 0 at r = R0 we can consider an interval
I := [R0, y], y > R0, such that γ ≤ 1 on this interval. Hence on I, P2−k(eγ) >
CP for some CP > 0. We have

γ′(r) = −µ′(r) +
L0

r(r2 + L0)
= −(

m

r2
+ 4πrp)e2λ +

L0

r(r2 + L0)

≤ −(
m

r2
+ 4πr

C(eγ − 1)2l+k+2

r4
)e2λ +

L0

r(r2 + L0)
. (19)

Here the constant C depends on CP and L0. Since γ(R0) = 0 and e2λ ≥ 1,
this implies that

(eγ − 1)2l+k+2 ≤ r2

4πC
,
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since otherwise γ′(r) ≤ 0 and γ cannot increase while the right-hand side in
this inequality is increasing in r. It follows that eγ(r) ≤ Cr2/(2l+k+2) + 1, for
R0 ≤ r ≤ 5R0, if R0 is sufficiently small, since γ is then less or equal to one
on [R0, 5R0], which was an assumption of the argument.

2

Remark: The assumption γ ≤ 1 is not needed if 2 − k ≥ 0. The choice
[R0, 5R0] was arbitrary and can be replaced by [R0, NR0], N > 0, by taking
R0 accordingly.

Since we will show that the interval of support [R0, R1] is such that
R1/R0 → 1, as R0 → 0, the interval [R0, 5R0] in the lemma is no restriction
and therefore we can always assume that

eγ(r) ≤ Cr2/(2l+k+2) + 1.

Since R0 is small this implies that γ is small so that in particular γ ≤
eγ − 1 ≤ 2γ on [R0, 5R0]. Thus, from Lemma 1 it follows that there are
positive constants CU and CL such that

CL
γ2l+k+1

r4
≤ ρ ≤ CU

γ2l+k+1

r4
, (20)

and analogously for p and z. For non-integer values on k ≥ 0 and l ≥ 1/2,
one can use the strategy described in the sketch of proof of Lemma 1 and
obtain sufficient information to conclude that the claim in Lemma 2, i.e.
that γ is small whenever r is small, holds also for non-integer values of k
and l. It is then straightforward to make upper and lower estimates on the
matter terms with respect to the corresponding matter terms for integer
values on k and l. Therefore, since upper and lower estimates as in (20) are
sufficient for all the arguments below we will for simplicity, and without loss
of generality, assume that for some positive constants C1, C2, and C3,

ρ = C1
γq

r4
, (21)

p = C2
γq+1

r4
, (22)

z = C3
γq

r2
, (23)

where q = 2l + k + 1 ≥ 2.
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4 Proofs of Theorems 1 and 2

Proof of Theorem 1: We will always take R0 ≤ 1 sufficiently small so that
the statement in Lemma 2 holds and so that

L0

r2 + L0
≥ 5/6, for r ∈ [R0, 5R0]. (24)

It will also be tacitly assumed that all intervals we consider below are subsets
of [R0, 5R0]. It will be clear from the arguments that this can always be
achieved by taking R0 sufficiently small. The positive constant C can change
value from line to line. The proof of Theorem 1 will follow from a few lemmas
and a proposition.

Lemma 3 Let Cm = max {1, C1, 4πC2} and let

δ ≤ R
(q+3)/(q+1)
0

Cm81/q+1
,

then
γ′(r) ≥ 1

2r
,

for r ∈ [R0, R0 + δ].

Proof of Lemma 3: We have

γ′(r) = −µ′(r) +
L0

r(r2 + L0)
.

Let σ ∈ [0, δ], since γ(R0) = 0, it follows that

γ(R0 + σ) = γ(R0 + σ)− γ(R0) ≤ σγ′(ξ) ≤ δ

R0
, (25)

where ξ ∈ [R0, R0 + σ]. Hence, by (21) we get

ρ ≤ C1δ
q

r4Rq
0

, for r ∈ [R0, R0 + δ].

Using that ρ = 0 when r < R0, we obtain for σ ∈ [0, δ],

m(R0 + σ) ≤
∫ R0+σ

R0

C1δ
q

η4Rq
0

η2dη =
C1δ

qσ

Rq+1
0 (R0 + σ)

≤ C1δ
q+1

Rq+1
0 (R0 + σ)

.
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Hence,
m(R0 + σ)

R0 + σ
≤ C1δ

q+1

Rq+1
0 (R0 + σ)2

≤ C1δ
q+1

Rq+3
0

.

From (22) we also have

p(r) ≤ C2δ
q+1

r4Rq+1
0

, for r ∈ [R0, R0 + δ].

Note that by taking δq+1 ≤ Rq+3
0 /8Cm, we have m(R0 + σ)/(R0 + σ) ≤ 1/8

so that e2λ(Ro+σ) ≤ 4/3, and

4πr2p ≤ Rq+3
0

8r2Rq+1
0

≤ 1
8
.

Thus for r ∈ [R0, R0 + δ],

rµ′(r) =
m(r)

r
e2λ(r) + 4πr2p(r)e2λ(r) ≤ 1/6 + 1/6 = 1/3.

In view of (24) we thus have

γ′(r) ≥ − 1
3r

+
L0

r(r2 + L0)
≥ 1/2r,

for r ∈ [R0, R0 + δ], and the lemma follows.

2

The lemma implies that for σ ∈ [0, δ],

γ(R0 + σ) ≥ γ(R0) + σ inf
σ∈[0,δ]

γ′(R0 + σ) ≥ σ

2(R0 + σ)
, (26)

where we again used that γ(R0) = 0. Let

σ∗ := C0R
1+ 2q+1

q(q+1)

0 ,

where C0 satisfies the conditions C0 ≤ 1/4 and C0 ≤ 1/(Cm81/(q+1)). Now,
since

1 +
2q + 1

q(q + 1)
=

q + 3
q + 1

+
1

q(q + 1)
≥ q + 3

q + 1
,

we have in view of the second assumption on C0 that

σ∗ < δ.

11



Define γ∗ by
γ∗ =

σ∗
2(R0 + σ∗)

.

It is clear that γ(R0 + σ∗) ≥ γ∗ in view of (26). We will show that γ must
reach the γ∗−level again at r2 (i.e. a second time) close to R0+σ∗. We point
out that the choice of the exponent in the definition of σ∗ is crucial, and our
arguments provide almost no room to choose it differently. We have

Lemma 4 Let κ = 3222q/(C1C
q
0) and let Γ = max {C0, κ}, and consider a

solution with R0 such that R
1/(q+1)
0 Γ ≤ 1. Then there is a point r2 such that

γ(r) ↓ γ∗ as r ↑ r2, and r2 ≤ R0 + σ∗ + κR
(q+2)/(q+1)
0 .

Proof of Lemma 4. Since γ(R0 + σ∗) ≥ γ∗, and since Lemma 3 gives that
γ′(R0 + σ∗) > 0, the point r2 must be strictly greater than R0 + σ∗. Let
[R0 +σ∗, R0 +σ∗+∆], for some ∆ > 0, be such that γ ≥ γ∗ on this interval.
We will show that

∆ ≤ κR
(q+2)/(q+1)
0 .

We have from (21)

m(r) ≥ C1

∫ R0+σ∗+∆

R0+σ∗

σq
∗

r42q(R0 + σ∗)q
r2dr

= C1
σq
∗

2q(R0 + σ∗)q+1

∆
(R0 + σ∗ + ∆)

. (27)

Hence,

m(R0 + σ∗ + ∆)
R0 + σ∗ + ∆

≥ C1
σq
∗

2q(R0 + σ∗)q+1

∆
(R0 + σ∗ + ∆)2

.

The assumption in the lemma guarantees that σ∗ ≤ R0 since

2q + 1
q(q + 1)

≥ 1
q + 1

.

Substituting for σ∗ then gives

m(R0 + σ∗ + ∆)
R0 + σ∗ + ∆

≥ C1C
q
0

R
q

“
1+ 2q+1

q(q+1)

”
0

22q+1Rq+1
0

∆
(R0 + σ∗ + ∆)2

= C1C
q
0

R
q/(q+1)
0 ∆

22q+1(R0 + σ∗ + ∆)2
.
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Let ∆ = κR
(q+2)/(q+1)
0 , and note that the assumptions of the lemma imply

that ∆ ≤ R0. It follows that

m(R0 + σ∗ + ∆)
R0 + σ∗ + ∆

≥ C1C
q
0κ

R2
0

22q+1(3R0)2
=

C1C
q
0κ

3222q+1
.

The definition of κ implies that

m(R0 + σ∗ + ∆)
R0 + σ∗

≥ 1
2
.

This is impossible since it is proved in [5] that all static solutions have
2m/r < 1, and therefore r2 must be strictly less than R0+σ∗+κR

(q+2)/(q+1)
0 .

This completes the proof of the lemma.

2

We will next show that if R0 is sufficiently small then 2m/r will attain values
arbitrary close to 8/9.

Proposition 1 Let r2 be as in Lemma 4 for a sufficiently small R0. Then
the corresponding solution satisfies m(r2)/r2 ≥ 2/5, and if R0 → 0, then
2m(r2)/r2 → 8/9.

Proof of Proposition 1: We now consider the fundamental equation (10) in
[1] which reads

(
m

r2
+ 4πrp)eµ+λ =

1
r2

∫ r

0
4πη2eµ+λ(ρ + p + q)dη. (28)

This equation a consequence of the generalized (for non-isotropic pressure)
Oppenheimer-Tolman-Volkov equation. For r = r2 we then have

m(r2)e(µ+λ)(r2) =
∫ r2

R0

4πη2eµ+λ(ρ + p + q) dη − 4πr3
2pe(µ+λ)(r2)

=
∫ r2

R0

4πη2eµ+λ(2ρ− z) dη − 4πr3
2pe(µ+λ)(r2). (29)

Here we used that p + q = ρ− z. From (23) and (21) we get∫ r2

R0

4πη2eµ+λz dη ≤ C3

C1

∫ r2

R0+σ∗

4πη4γρeµ+λ dη

≤ C3r
3
2

C1

∫ r2

R0+σ∗

4πηρeµ+λ dη

≤ Cr3
2e

µ(r2)

∫ r2

R0+σ∗

4πηρeλ dη. (30)
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Here we used that eµ is increasing. Next we observe that the result of
Theorem 1 in [1] can be applied to the interval [R0, r2] when R0 is small
enough. Indeed, replace M by m(r2), use the fact that eµ(r2) ≤ e−λ(r2) =√

1− 2m(r2)/r2, and use the fact that p(r2) ≥ 0 so that the second term
on the left hand side of equation (28) can be dropped. Therefore, since
r2/R0 → 1, Theorem 1 in [1] implies that for a sufficiently small R0 there
exists a positive number k, less than one, such that

sup
r∈[R0,r2]

2m(r)
r

≤ 1− k,

so that λ ≤ − log
√

k =: Cλ on the interval [R0, r2]. (Note also that Cλ can
be made arbitrary close to log 3 by Theorem 2 in [1] by taking R0 sufficiently
small.) Now we write∫ r2

R0

4πηρeλ dη =
∫ r2

R0

(− d

dr
e−λ)dη +

∫ r2

R0

meλ

η2
dη

≤ 1−

√
1− 2m(r2)

r2
+ eCλm(r2)

r2 −R0

r2R0

≤ 1−

√
1− 2m(r2)

r2
+

Cm(r2)R
(q+2)/(q+1)
0

R2
0

(31)

=
2m(r2)

r2(1 +
√

1− 2m(r2)/r2)
+

Cm(r2)

R
q/(q+1)
0

≤ 2m(r2)
R0

+
Cm(r2)

R
q/(q+1)
0

≤ Cm(r2)
R0

. (32)

Here we used that r2 ≤ R0+σ∗+κR
(q+2)/(q+1)
0 , and that σ∗ ≤ CR

(q+2)/(q+1)
0 ,

for some C > 0 when R0 is small. From Lemma 4 we have that γ approaches
γ∗ from above and therefore γ′(r2) ≤ 0, which implies that µ′(r2) ≥ 5/(6r2),
in view of (19) and (24). Now, since

µ′ = (
m

r2
+ 4πrp)e2λ,

and since (22) gives

r2p(r2) = C2r2
γq+1
∗
r4
2

≤ CR
(2q+1)/q
0

r3
2

≤ C

R
(q−1)/q
0

,
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we necessarily have m(r2)/r2 ≥ 1/4 if R0 is small enough. Indeed, if
m(r2)/r2 ≤ 1/4, then e2λ ≤ 2, and we get

µ′(r2) = (
m

r2
+ 4πrp)e2λ ≤ 1

2r2
+

C

R
(q−1)/q
0

,

and this is smaller than 5/(6r2) when r2, or equivalently R0, is small. Hence,
r2 ≤ 4m(r2), and from (29), (30) and (32) we obtain (using R0 ≤ r2 ≤ 3R0)

m(r2)e(µ+λ)(r2) ≥ 2
∫ r2

R0

4πη2eµ+λρ dη − Ceµ(r2)r2
2m(r2)

−Cr2
2m(r2)pe(µ+λ)(r2) ≥ 2eµ(R0)R0

∫ r2

R0

4πηeλρ dη

−Ceµ(r2)R2
0m(r2)− CR2

0m(r2)pe(µ+λ)(r2). (33)

Here we again used that eµ is increasing. For the integral term of the right
hand side we use the computation in (32), but now we estimate from below
(since the sign is the opposite) and thus we do not need to estimate the
integral ∫ r2

R0

meλ

η2
dη,

which we drop and we get∫ r2

R0

4πηeλρ dη ≥ 2m(r2)
r2(1 +

√
1− 2m(r2)/r2)

. (34)

Thus we obtain

m(r2)e(µ+λ)(r2) ≥ eµ(R0)

(
R0

r2

)
4m(r2)

1 +
√

1− 2m(r2)/r2

− Ceµ(r2)R2
0m(r2)− CR2

0m(r2)pe(µ+λ)(r2). (35)

Now we use again that

p(r2) = C2
γq+1
∗
r4
2

≤ CR
(2q+1)/q
0

r4
2

≤ C

R
(2q−1)/q
0

,

together with the fact that λ ≥ 1, and obtain

1 ≥ eµ(R0)−µ(r2)

(
R0

r2

)
4e−λ(r2)

1 +
√

1− 2m(r2)/r2

− CR2
0 − CR

1/q
0 . (36)

15



Let us now consider µ(R0)− µ(r2). Since

µ(r) = µ(0) +
∫ r

0
(
m

η2
+ 4πηp)e2λ dη,

we have
µ(R0)− µ(r2) = −

∫ r2

R0

(
m

η2
+ 4πηp)e2λ dη.

We will show that the integral goes to zero as R0 → 0. From Lemma 2 we
have that γ ≤ Cr2/(q+1) (where we use the fact that r is small so that at
least eγ − 1 ≤ 2γ) and it follows by (22) that

p ≤ C

r2
.

Since λ ≤ Cλ on [R0, r2], and m/r ≤ 1/2 always, we get

(
m

r2
+ 4πrp)e2λ ≤ P

r
,

where P is a constant depending on Cλ and C2. Hence,

µ(R0)− µ(r2) ≥ −P log (r2/R0). (37)

This estimate implies that (36) can be written

1 ≥
(

R0

r2

)P+1 4
√

1− 2m(r2)/r2

1 +
√

1− 2m(r2)/r2

− CR2
0 − CR

1/q
0 . (38)

Since R0/r2 ↑ 1, as R0 → 0, we can write this inequality as

1 ≥ (1− Γ(R0))
4
√

1− 2m(r2)/r2

1 +
√

1− 2m(r2)/r2

− CΓ(R0),

where Γ(R0) ↓ 0 as R0 → 0. This yields

1 +
√

1− 2m(r2)/r2 ≥ (1− Γ(R0)) 4
√

1− 2m(r2)/r2 − CΓ(R0),

so that
1 ≥ 3

√
1− 2m(r2)/r2 − CΓ(R0).

Squaring both sides and solving for 2m(r2)/r2 gives

2m(r2)
r2

≥ 8
9
− CΓ(R0). (39)

It is now clear that m(r2)/r2 ≥ 2/5, when R0 is sufficiently small, and that
2m(r2)/r2 → 8/9 as R0 → 0, which completes the proof of the proposition.
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We can now finish the proof of Theorem 1. First of all note that f cannot
vanish for

r ≤ R0 +
R

(q+3)/(q+1)
0

Cm81/(q+1)
,

by Lemma 3. Thus the claim that f will not vanish before r = R0 +
B0R

(q+3)/(q+1)
0 follows with B0 := 1/Cm81/(q+1). The main issue is of course

to prove that f vanishes before

R0 + B2R
(q+2)/(q+1)
0

1−B1R
(q+2)/(q+1)
0

,

where B1 and B2 are positive constants. Inspired by an idea of T. Makino
introduced in [12], we show that γ necessarily must vanish close to the point
r2 if R0 is sufficiently small. Let

x :=
m(r)
rγ(r)

.

Using that m′(r) = 4πr2ρ, it follows that

rx′ =
4πr2ρ

γ
− x +

x2

1− 2γx
− xL0

γ(r2 + L0)
.

In our case r > R0 and γ > 0 and we will show that γ(r) = 0 for some
r < (1 + Γ(R0))r2, where Γ has the property as in the proof of Proposition
1. Since γ > 0 and ρ ≥ 0 the first term can be dropped and we have

rx′ ≥ −x+
x2

1− 2γx
− xL0

γ(r2 + L0)
=

x2

3(1− 2γx)
−x+

2x2

3(1− 2γx)
− xL0

γ(r2 + L0)
.

(40)
Take R0 sufficiently small so that m(r2)/r2 ≥ 2/5 by Proposition 1. Let
r ∈ [r2, 16r2/15], then since m is increasing in r we get

m(r)
r

≥ m(r2)
r

=
r2

r

m(r2)
r2

≥ 15
16
· 2
5

=
3
8
.

Now by the definition of x it follows that

x

1− 2γx
=

m

γr
e2λ =

m

γr(1− 2m/r)
≥ 3

2γ
, when

m

r
≥ 3

8
.
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Thus on [r2, 16r2/15],

2x2

3(1− 2γx)
− xL0

γ(r2 + L0)
≥ 0,

so that on this interval

rx′ ≥ x2

3(1− 2γx)
− x ≥ 4

3
x2 − x, (41)

where we used that

1
1− 2γx

=
1

1− 2m/r
≥ 4 when

m

r
≥ 3

8
.

Lemma 2 gives an upper bound of γ which implies that

x(r2) =
m(r2)
r2γ(r2)

≥ 2
5
· C

r
2/(q+1)
2

. (42)

Thus x(r2) →∞ as R0 → 0, and we take R0 sufficiently small so that

x(r2)
x(r2)− 3/4

≤ 16
15

.

In particular x(r2) ≥ 3/4. Solving (41) yields

x(r) ≥
(

1− r(4x(r2)/3− 1)
4r2x(r2)/3

)−1

, on r ∈ [r2, 16r2/15),

and we get that x(r) →∞ as r → R1, where

R1 ≤ r2
x(r2)

x(r2)− 3/4
≤ 16r2

15
. (43)

Now in view of (42),

x(r2)
x(r2)− 3/4

≤ 1

1−B1R
2/(q+1)
0

→ 1, as R0 → 0,

for some positive constant B1. Since σ∗ ≤ κR
(q+2)/(q+1)
0 , if R0 is sufficiently

small, it is clear that there is a positive constant B2 such that r2 ≤ R0 +
B2R

(q+2)/(q+1)
0 , and the proof of Theorem 1 is complete.

2
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Proof of Theorem 2: From Theorem 2 in [1] we get with Ω = 1 that

lim sup
R0→0

2M

R1
≤ 8

9
.

The arguments in Propostion 1 leading to (39) can be applied when r = R1

instead of r = r2. Thus we also have

lim inf
R0→0

2M

R1
≥ 8

9
,

and the claim of the theorem follows.

2
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[3] H. Andréasson, G. Rein, On the steady states of the spherically
symmetric Einstein-Vlasov system. In preparation.

[4] J. Batt, W. Faltenbacher and E. Horst, Stationary spheri-
cally symmetric models in stellar dynamics. Arch. Rational Mech.
Anal. 93, 159-183 (1986).

[5] T.W. Baumgarte, A.D. Rendall Regularity of spherically sym-
metric static solutions of the Einstein equations. Class. Quantum
Grav. 10, 327–332 (1993).

[6] H.A. Buchdahl, General relativistic fluid spheres. Phys. Rev.
116, 1027–1034 (1959).

19



[7] D. Christodoulou, The formation of black holes and singulari-
ties in spherically symmetric gravitational collapse. Commun. Pure
Appl. Math. 44, 339–373 (1991).

[8] D. Christodoulou, The instability of naked singularities in the
gravitational collapse of a scalar field, Ann. Math. 149, 183–217,
(1999).

[9] D. Christodoulou, On the global initial value problem and the
issue of singularities, Classical Quantum Gravity 16, A23–A35,
(1999).

[10] M. Dafermos, Spherically symmetric spacetimes with a trapped
surface, Classical Quantum Gravity 22, 2221–2232 (2005).

[11] M. Dafermos, A. D. Rendall, An extension principle for
the Einstein-Vlasov system in spherical symmetry, Ann. Henri
Poincaré 6, 1137–1155 (2005).

[12] T. Makino, On spherically symmetric stellar models in general
relativity. J. Math. Kyoto Univ. 38, 55–69 (1998).

[13] G. Rein, Static shells for the Vlasov-Poisson and Vlasov-Einstein
systems. Indiana University Math. J. 48, 335–346 (1999).

[14] G. Rein, A. D. Rendall, Compact support of spherically sym-
metric equilibria in non-relativistic and relativistic galactic dynam-
ics, Math. Proc. Camb. Phil. Soc. 128, 363–380 (2000)

[15] A. D. Rendall, An introduction to the Einstein-Vlasov system,
Banach Center Publ. 41, 35–68 (1997).

[16] J. Schaeffer, A class of counterexamples to Jeans’ theorem for
the Vlasov-Einstein system, Comm. Math. Phys. 204, 313–327
(1999).

20


	PREPRINT 2006:12 
	 HÅKAN ANDRÉASSON 
	  
	Department of Mathematical Sciences 
	Division of Mathematics 
	  Preprint 2006:12 
	Department of Mathematical Sciences 
	Division of Mathematics 
	Chalmers University of Technology and Göteborg University 
	ISSN 1652-9715 





