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Abstract

Twists play an important role in the theory of quantum groups. In this thesis the
notion of a twist is introduced for reduced locally compact quantum groups. It
is shown that the S-equivariant KK-theory KKS forms a triangulated category.
The triangulated category KKS is up to equivalence invariant under twist of
the quantum group S. The twist equivalence is expressed explicitly on spectral
triples over a certain type of quantum homogeneous spaces. In the special case
of a group action, the E x t-invariant is generalized to ∗-algebras.

Keywords: Equivariant KK-theory, twists of locally compact quantum groups,
triangulated categories, Baum-Connes conjecture, extension theory.
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Notations

Before starting with the main content of the thesis, let us set some notations.
Every vector space is a vector space over C. If X is a subset of a Banach space,
we use the standard notation [X ] for the closed linear span of X . If X is a
Banach space we will let X ∗ denote the dual Banach space. The symbol ⊗ will
denote tensor product in the relevant category. For C∗-algebras we choose the
minimal tensor product. Algebraic tensor product will be denoted ⊗al g . H will
denote a separable Hilbert space and the von Neumann algebra of bounded op-
erators on H will be denotedB(H). The pre-dual ofB(H) is as usual denoted
byB(H)∗. The C∗-algebra of compact operators will be denoted byK (H). If H

is of dimension n<∞ we will denote Mn := Mn(C) =K (H). The commutant
of a subset X ⊆B(H) will be denoted X ′.

We reserve the letters S and R for reduced locally compact quantum groups
which we assume to be separable. We will let W denote the left regular corep-
resentation of a quantum group and V the right regular corepresentation. The
letters A, B, C will denote C∗-algebras which we always assume to be separable.
Thus they are also σ-unital. The multiplier algebra of a C∗-algebra A will be
denoted byM (A). For a unitary u ∈ M (A) the ∗-automorphism a 7→ uau∗ of
A will be denoted by Ad(u) and is called the adjoint action of u. We will not
deal so much with groups, except for examples and in chapter 5, and in those
settings G will denote a second countable locally compact group.

Given two spaces X and Y the flip mapping will be denoted by σ : X ⊗Y →
Y ⊗ X . It will sometimes also denote the automorphism σ ∈ Aut(B(H) ⊗
B(H)) given by adjointing the flip mapping acting on H ⊗ H. We will use leg
numbering, so if T ∈ A⊗ B, or T ∈ M (A⊗ B), then T12 ∈ M (A⊗ B ⊗ C) is
defined as T12 := T ⊗ 1C and T21 ∈ B ⊗ A is defined as T21 := σ(T ). Similarly
operators such as T32, T13 and so forth are defined.

If X is a topological space, then C0(X ) will denote the C∗-algebra of con-
tinuous functions vanishing at infinity and Cb(X ) will denote the C∗-algebra of
bounded continuous functions. The vector space of continuous functions with
compact support on X will be denoted by Cc(X ). We denote the group Z/2Z byZ2 and identify Z2 with {1,−1} ⊆ Z. There will be no risk of confusion since
we do not deal with any p-adic numbers in this thesis.
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Chapter 1

Introduction

The notion of algebraic invariants have been in the toolbox of geometers since
the days of Poincaré. They provide a method to loosen the constraints on how
to compare different geometric objects. For instance, the winding number of
a closed curve in the plane is a way to compare homotopy classes of mapsT→R2 \ {0}.

In analysis, algebraic invariants has shown their strength in for example the
Atiyah-Singer index theorem:

ind (D/ ) =

∫

M

σ(D/ )T d(M).

For an overview of the Atiyah-Singer index theorem, see more in [1]. This very
deep index theorem expresses the analytic index of an elliptic operator D/ on a
closed manifold M as an explicit integral. The explicit integral is topological in
nature and comes from a pairing between the homology and the cohomology
of the manifold. The pairing in the Atiyah-Singer index theorem may also be
described on the level of K-theory as a pairing between the K-theory and K-
homology. The strength in the K-theoretic formulation lies in that K-theory has
generalizations to operator algebras.

Another application is in representation theory. The Baum-Connes conjec-
ture again relates topological properties with analytical properties of a group.
This conjecture was presented in [5] and put in a more general setting in [6].
With a locally compact group G one can associate a topological space EG called
the classifying space for proper actions of G. The space EG is a proper G-space
with the universal property that for every proper G-space X there exists an
equivariant mapping f : X → EG that is unique up to homotopy. So the classi-
fying space of a group is determined uniquely up to homotopy by it’s universal

1
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property. With the universal classifying space one can associate the K-homology
group with G-compact support KG

∗ (EG) and a natural mapping

µ : KG
∗ (EG)→ K∗(C

∗
r (G))

called the assembly map. Here C∗r (G) denotes the reduced group C∗-algebra
of G. The Baum-Connes conjecture states that the assembly map is an isomor-
phism for all G. The conjecture has important implications in geometry and
group theory, for example does injectivity of µ imply the Novikov conjecture
and surjectivity of µ imply the Kaplansky conjecture. If A is a separable C∗-
algebra with a continuous action of G one can construct an assembly map from
the K-homology group with G-compact support and coefficients from A

µA : KG
∗ (EG; A)→ K∗(A⋊r G).

The Baum-Connes conjecture with coefficients states that the assembly map
µA is an isomorphism for all G and all G − C∗-algebras A. The motivation to
study the Baum-Connes conjecture is that in applications it is usually easier to
calculate KG

∗ (EG; A) than to calculate K∗(A⋊r G). The Baum-Connes conjec-
ture with coefficients has been proved to hold for a large class of groups, but
Gromov [16] has stated existence of a group with properties implying that the
Baum-Connes conjecture with coefficients fails to hold. We will say that if the
Baum-Connes conjecture with coefficients hold for G then G has the Baum-
Connes property.

The problems we address in this thesis are related to modern approaches
in K-theory with equivariance properties from a quantum group, in particular
equivariant KK-theory. The main part of the thesis is a study of KK-theory
equivariant with respect to a reduced locally compact quantum group S. The
main examples of locally compact quantum groups are Woronowicz deforma-
tions of compact Lie groups and Drinfeld-Jimbo twists of the discrete duals of
compact Lie groups. As is shown in [46] these two notions are dual. With
the Drinfeld-Jimbo twists as motivation we will develop a general theory for
twists of reduced locally compact quantum groups, although most of the the-
ory will not be able to deal with Drinfeld-Jimbo twists. Questions which are
studied are whether regularity of a quantum group is invariant under twist?
Can the Takesaki-Takai duality be refined to contain a twist? Is Meyers notion
of torsion-free, discrete quantum group invariant under twist?

When it comes to equivariant KK-theory we will study this as a triangulated
category. The viewpoint on equivariant KK-theory as a triangulated category
was put into firm ground in [35], where the Baum-Connes assembly map was



3 CHAPTER 1. INTRODUCTION

constructed as a natural transformation from a derived functor to the func-
tor A 7→ K∗(A⋊r G) which reformulated the Baum-Connes property to a prop-
erty of a certain triangulated category. This reformulation of the Baum-Connes
property seems to be promising for generalizing the Baum-Connes property
to quantum groups, so far it has only been generalized to discrete quantum
groups which are torsion-free in the sense of Meyer [34] and duals of compact,
connected Lie groups [36].

The question arises how the equivariant KK-theory is affected by a twist of
the quantum group? And does Baum-Connes property for a discrete, torsion-
free quantum group imply the Baum-Connes property of it’s twists? Is there
a Pimsner-Voiculescu sequence for reduced crossed products by the dual of a
compact, connected Lie groups? This last question corresponds to construct-
ing a compactly induced ”simplicial approximation” of the one-point space in
the equivariant KK-category in the analogies of [35]. Is it possible to twist
spectral triples on quantum homogeneous spaces if we have a twist of a quan-
tum group? Is this twist of spectral triples induced from a functor between
KK-categories?

The KK-groups is constructed via Kasparov modules but in the construction
of a triangulated structure on equivariant KK-theory the E x t-invariant natu-
rally arises. It is a monoid invariant consisting of certain equivalence classes
of short exact sequences and the invertible elements form the KK-group. But
since C∗-algebras in general are hard to do cohomological calculations in, it
would be interesting to have a similar invariant for ∗-algebras? The general-
ization of KK-theory to kk-theory, which works for bornological algebras, was
constructed in [12]. However, kk-theory was constructed as a homotopy the-
ory. Would a straight forward generalization of the E x t-invariant give some-
thing that behaves similarly to the E x t-invariant on a simple example? Do
the invertible elements have an analytic property similar to that of the usual
E x t-invariant?

Overview of thesis

Chapter 2: Quantum groups

We recall the notion of a reduced locally compact quantum groups from [28]
and set some notations for the theory of Hilbert modules. Taking reduced
crossed product by a quantum group is one of the most important tool in equiv-
ariant KK-theory. After defining reduced crossed products, following [3], some
standard results on reduced crossed products from [4] are presented. The def-
inition of a regular quantum group from [4] is presented.
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After that we define some different types of twists and cocycle twists of
reduced locally compact quantum groups. Twists are used to twist the dual
coaction on a reduced crossed product. A drawback is that the Drinfeld-Jimbo
twists are not twists in our sense, it is only a cocycle twist. The construction is
simple, but it is crucial in the study of twists on the level of KK-theory. We prove
a regularity result for twists. The usual Takesaki-Takai duality for quantum
groups is used to prove a twisted Takesaki-Takai duality (TTT-duality).

We also present the example of a Drinfeld-Jimbo twist of the dual of a
semisimple, compact, connected Lie groups on the level of reduced locally com-
pact groups. After recalling Meyers notion of torsion-free, discrete quantum
groups we present a refined version of the twisted Takesaki-Takai duality to
show that this notion is invariant under twists.

Chapter 3: Equivariant KK-theory

Chapter 3 is an introduction to equivariant KK-theory for C∗-algebras and tri-
angulated categories. The chapter does not contain any unknown results, it is
only a gathering of different results and some generalizations from the non-
equivariant setting in KK-theory. The main goal of the chapter is, besides
presenting some useful results in KK-theory, to show that the equivariant KK-
category KKS has a triangulated structure. In [42], the usual triangles in KKS

was stated to define a triangulated structure on KKS. A proof was sketched
using generalized homomorphisms from the Cuntz picture of KK-theory which
reduced the proof to an argument analogous to a group which was studied in
[35]. Our proof, using the E x t-invariant, lies closer to the idea of triangulated
categories. The idea is to use the E x t-invariant to explicitly describe mapping
cones of morphisms in KKS.

Chapter 4: Twists in KK-theory

The notions introduced in Chapter 2 are used in this chapter to study what hap-
pens to the triangulated structure on KKS when twisting the quantum group S

by a twist F . Using Baaj-Skandalis duality, every coaction is Morita equivalent
to a dual coaction on a reduced crossed product and can be twisted. Twists of
coactions are used to construct a triangulated equivalence KKS

∼= KKSF
show-

ing that equivariant KK-theory is independent of twists. The twisted Takesaki-
Takai duality from Chapter 2 implies that the Baaj-Skandalis dual equivalence
KKŜ
∼= KKÓSF acts trivially on C∗-algebras with trivial Ŝ-coactions.
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Again using the results from Chapter 2, the twist equivalence has implica-
tions for the Baum-Connes property. The Baum-Connes property was gener-
alized in [34] to a discrete, torsion-free quantum group S. From the results
of Chapter 2 it follows that if F is a twist of S, the Baum-Connes property is
well defined for SF . We prove in this chapter that if the Baum-Connes property
holds for S, it also holds for SF . A very interesting question is whether this
property also holds for cocycle twists?

Using the Pimsner-Voiculescu sequence for Z-actions we are able to con-
struct a generalized Pimsner-Voiculescu sequence for coactions of compact,
connected Lie groups. For compact Lie groups satisfying the Hodgkin condi-
tion, which is equivalent to the dual being torsion-free, we are able to twist the
generalized Pimsner-Voiculescu sequence to a twisted Pimsner-Voiculescu tri-
angle in the twisted KK-category. This is also possible for compact Lie groups
which do not satisfy the Hodgkin condition but in this case some terms from
the ”torsion part” of the discrete dual appears.

To end this chapter we describe how the twist equivalence KKS
∼= KKSF

acts
on the level of spectral triples over classical quantum homogeneous spaces. The
notation of a classical quantum homogeneous spaces was introduced in [36].
Examples of such spaces are any quantum group and the Poodles sphere. We
use the ideas from [41] to construct a rather general class of classical quantum
homogeneous spaces and twists thereof.

Chapter 5: Extension theory for ∗-algebras

With the triangulated structure on KKS as motivation we construct a functor on
∗-algebras which generalizes the E x t-functor. We restrict ourselves to actions
of a second countable locally compact group G and ∗-algebras admitting C∗-
closures. In the first part of this chapter we define suitable categories and
construct a bivariant functor E x tG to the category of abelian monoids. As a set,
E x tG(A ,I) consists of equivalence classes of short exact sequences starting in
a ∗-algebra I and ending in another ∗-algebraA .

After that we will move on to study the invertible elements. As it turns out,
the invertible elements are those extensions which arise from G-equivariant
algebraic A − I-Kasparov modules. Using the similarities in the definition of
E x tG with that of the C∗-algebraic analogue E x tG we can relate the elements
in this monoid with the extensions of the C∗-closures of the ∗-algebras. This
induces a natural transformation Θ.
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Outlook and future problems

1. Show that every cocycle twist is manageable (see Definition 2.4.2) and
a cocycle twist of a regular quantum group is strongly manageable (see
Definition 2.4.6).

2. Develop a KK-theory equivariant with respect to quasi-coactions and deal
with cocycle twists of the dual coaction on a crossed product.

3. Explore KK-theory equivariant with respect to universal quantum groups
and their twists.

4. Twisting spectral triples on arbitrary quantum homogeneous spaces by
cocycle twists.

5. Study the relations between the E x tG-functor and the kk-theory of bornolog-
ical algebras from [12].

6. Generalize notions such as classifying space of proper actions, torsion
and the localizing subcategory of compactly induced objects to quantum
groups.



Chapter 2

Quantum groups

Quantum groups have long been studied as a natural generalization of groups.
On the algebraic level they became interesting due to their applications in con-
densed matter theory and their relation with the algebraic Bethe ansatz. To the
operator algebraists, quantum groups was first studied as Kac algebras which
gave a good setting to generalize Pontryagin duals to non-abelian groups, see
more in [15].

In [52], Woronowicz introduced a compact bi-C∗-algebra SUµ(2) which
was non-commutative and non-cocommutative containing many of the group-
like structures that were found in Kac algebras, but without a tracial Haar
weight, so it was not a Kac algebra. The discovery of these, more esoteric,
quantum groups lead to the notion of multiplicative unitaries in [4]. The gen-
eral notion of reduced quantum groups was introduced in [28], it is the locally
compact quantum groups admitting faithful Haar weights. This setting even
allows for Pontryagin duality.

The first half of this chapter is old material and proofs can be found in
the references. The bulk of the second half of this chapter is new material.
The section on the Drinfeld-Jimbo twist for non-simply connected Lie groups,
lies very close to old material describing cocycle twists of simply connected Lie
groups.

2.1 Groups from a C∗-algebraic point of view

A topological group is characterized by the property that it has a continuous
associative, binary product G × G → G. In terms of the C∗-algebra C0(G) the
product induces a non-degenerate ∗-homomorphism∆ : C0(G)→ Cb(G×G) by
∆( f )(g,h) := f (gh). The mapping ∆ is called the comultiplication on C0(G).

7
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Since G is a group the comultiplication satisfies the properties

(∆⊗ id)∆ = (id⊗∆)∆ (2.1)

C0(G × G) = [(1⊗ C0(G))∆(C0(G))] = [(C0(G)⊗ 1)∆(C0(G))]. (2.2)

Here we use the standard notation that if X is a subset of a Banach space, then
[X ] denotes the closed linear span. The first condition states the coassociativity
of ∆ and is equivalent to the fact that the product on G is associative. The
second condition is equivalent to the fact that G has left and right cancellation
by Proposition 3.1 of [31]. If G is compact, that is C0(G) = C(G) is unital, the
commutative C∗-algebra C0(G) together with the comultiplication satisfying
the cancellation condition (2.2) encodes all properties of the group. This fact
is shown in Proposition 3.2 of [31]. If G is not compact we need two more
mappings. We need the counit ǫ : C0(G) → C which is a ∗-homomorphism
given by f 7→ f (e) and the coinverse κ : C0(G)→ C0(G) defined as the ∗-anti-
homomorphism κ( f )(g) := f (g−1). Since C0(G) is commutative the mapping
κ is also a homomorphism, but in the general setting of quantum groups it will
be an anti-homomorphism.

The three mappings∆, κ and ǫ together with the multiplication m on C0(G)

satisfy:
(ǫ⊗ id)∆ = (id⊗ ǫ)∆ = id (2.3)

m(κ⊗ id)∆ = m(id⊗ κ)∆ = ǫ (2.4)

Conversely, assume we are given a commutative C∗-algebra A, and map-
pings ∆, κ and ǫ satisfying the equations (2.1)-(2.4). Let G denote the char-
acter space of A. The comultiplication ∆ induces a binary product G × G → G

which is associative since ∆ is coassociative. The character ǫ may be iden-
tified with a point e ∈ G which forms a unit for the product on G. The
coinverse κ induces a mapping κ∗ : G → G and equation (2.4) implies that
κ∗(g)g = gκ∗(g) = e.

So the group properties of G may be encoded in the C∗-algebra C0(G). The
C∗-algebra C0(G) depends contravariantly on G in the sense that if k : G → H

is a continuous homomorphism then k∗ : C0(H)→ Cb(G) is a ∗-homomorphism
such that ∆G ◦ k∗ = (k∗⊗ k∗) ◦∆H .

Another important C∗-algebra one can associate with a group G is it’s group
C∗-algebra, for a more thorough presentation see [8]. This is defined to be
the universal C∗-algebra C∗(G) such that any continuous unitary representa-
tion of G on a Hilbert space H induces a non-degenerate ∗-homomorphism
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C∗(G) → B(H). More explicitly, let L1(G) denote the Banach space of L1-
functions with respect to a fixed left invariant Haar measure µ on G. Let δ
denote the modular function on G. The Banach space L1(G) forms a Banach
∗-algebra in the product

f1 ∗ f2(g) :=

∫

G

f1(h) f2(h
−1 g)dµ and the involution

f ∗(g) := δ(g−1) f (g−1).

Given a continuous unitary representation π : G → U (H) we may integrate
this to a continuous ∗-representation π : L1(G)→B(H) by

π( f )x :=

∫

G

f (g)π(g)xdµ.

The representation π defines a C∗-semi-norm on L1(G) by ‖ f ‖π := ‖π( f )‖B(H).
Define the C∗-semi-norm

‖ f ‖C∗(G) := sup{‖ f ‖π : π continuous unitary representation of G}.

The group C∗-algebra C∗(G) is defined to be the closure of L1(G) in the norm
‖ · ‖C∗(G), it coincides with the C∗-envelope of L1(G). The universal property
holds for C∗(G), since any continuous unitary representation of G integrates
to L1(G). Consider the left regular representation λ of G on L2(G) given by
λ(g)x(h) := x(g−1h) for x ∈ L2(G). The universal property implies that λ
integrates to a ∗-homomorphism λ : C∗(G) → B(L2(G)). The image of λ is
called the reduced group C∗-algebra and is denoted by C∗r (G). The reduced
group C∗-algebras coincides with the closure of λ(L1(G)) in B(L2(G)). It is
universal in the sense that any summand of the left regular representation of G

integrates to C∗r (G).
If we have two unitary representations π on H and π′ on H ′ of G, then

H⊗H ′ carries a unitary representation π′′ of G by π′′(g) := π(g)⊗π′(g). This
induces a mapping ∆̂ : C∗(G)→M (C∗(G)⊗ C∗(G)) satisfying

(π⊗π′)∆̂ = π′′.

The comultiplication is defined on the level of L1(G) by

∆̂( f1)( f2 ⊗ f3)(g1, g2) =

∫

G

f1(h) f2(h
−1 g1) f2(h

−1 g2)dµ.
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Therefore it also induces a mapping ∆̂ : C∗r (G)→M (C
∗
r (G)⊗ C∗r (G)). Just by

looking at L1-level we may deduce that also C∗(G) has a cancellation property
similar to that of C0(G) as in equation (2.2)

C∗(G)⊗ C∗(G) = [(1⊗ C∗(G))∆̂(C∗(G))] = [(C∗(G)⊗ 1)∆̂(C∗(G))].

The C∗-algebra C∗(G) depends covariantly on G in the sense that a group
homomorphism k : G→ H induces a ∗-homomorphism k∗ : C∗(G)→M (C∗(H))
via

k∗(a)b(h) :=

∫

G

a(g)b(k(g−1)h)dµG.

If G is abelian the Fourier-Plancherel transform induces an isomorphism C0(Ĝ)
∼=

C∗(G), where Ĝ denotes the Pontryagin dual of G. This motivates the termi-
nology that C∗(G) is called the full Pontryagin dual of C0(G) and C∗r (G) it’s
reduced dual.

There is one more structure on C∗(G) which is needed in generalizing lo-
cally compact groups to the quantum setting. It is the left invariant Haar weight
which is defined by

ϕ( f ) := f (e) for f ∈ Cc(G).

The left invariant Haar weight satisfy ω ⊗ ϕ(∆̂( f )) = ω(1)ϕ( f ) for ω ∈
C∗(G)∗. If we let Hϕ denote the GNS-construction of ϕ, then L2(G) ∼= Hϕ.
So ϕ extends to a faithful weight on C∗r (G). The Haar weight is also right in-
variant, ϕ⊗ω(∆̂( f )) =ω(1)ϕ( f ), since C∗(G) is cocommutative in the sense
that σ ◦ ∆̂ = ∆̂.

Similarly the left Haar measure induces a left invariant weight on C0(G) and
the right Haar measure a right invariant Haar weight. As we will see in the next
chapter, and is shown in [28], the Haar weight together with the cancellation
property of the comultiplication is sufficient to reconstruct the group properties
of G and it’s reduced dual.

2.2 Definition of reduced locally compact quantum group

This section will be a short review of the theory of reduced locally compact
quantum groups in the sense of Kustermans-Vaes. Their definition of reduced
locally compact quantum group can be found in [28] and they have also studied
von Neumann algebraic quantum groups in [29]. Both the C∗-algebraic and the
von Neumann algebraic settings are reduced in the sense that they both require
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existence of faithful Haar weights. So the classical analogue is the reduced
group C∗-algebra. In [27] the universal setting was studied by Kustermans.
But we will only work in the reduced setting when the quantum group has a
well behaved (co-)representation theory.

Definition 2.2.1 (Definition 2.1 of [28]). If S is a C∗-algebra and ∆ : S →
M (S⊗ S) is a non-degenerate ∗-homomorphism satisfying

(∆⊗ id)∆ = (id⊗∆)∆, (2.5)

the pair (S,∆) is called a bi-C∗-algebra and ∆ a comultiplication. The mapping

in equation (2.5) will be denoted by ∆(2).

If S is a commutative C∗-algebra, that is S = C0(X ) for some locally compact
Hausdorff space X ,∆ induces a binary operation X×X → X which is associative
thus making X into a semigroup. Precisely as in equation (2.2), cancellation
properties on X can be interpreted as properties of S.

If α : S → S′ is a ∗-homomorphism between the bi-C∗-algebras (S,∆) and
(S′,∆′) it is called a morphism of bi-C∗-algebras if

(α⊗α)∆ = ∆′α.

If we are given a ω ∈ S∗, the topological dual of S, then we may extend
ω to a strictly continuous functional onM (S). This fact follows from that S is
strictly dense inM (S).

A weight ϕ on a C∗-algebra S is called proper if it is non-zero, densely
defined and lower semicontinuous. By Definition 1.8 of [28] proper weights
on S extends to proper weights on M (S). Using this extension allows us to
define left and right invariant weights on a bi-C∗-algebra. For a weight ϕ on S

we define the set
M+
ϕ := {s ∈ S+ : ϕ(s)<∞}.

A weight ϕ is said to be left invariant if it satisfies

ϕ((ω⊗ id(∆(a))) =ω(1)ϕ(a)

for all a ∈M+
ϕ and ω ∈ S∗+. Similarly, a weight ψ is said to be right invariant if

ψ((id⊗ω(∆(a))) =ω(1)ψ(a)

for all a ∈ M+
ψ

and ω ∈ S∗+. Let us recall the definition of a locally compact
group in the reduced setting (Definition 4.1 from [28]).
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Definition 2.2.2 (Reduced C∗-algebraic quantum group, Definition 4.1 of [28]).
Suppose that S is a bi-C∗-algebra. If S satisfies

S = [(id⊗ω(∆(a)) : a ∈ S,ω ∈ S∗] = [(ω⊗ id(∆(a)) : a ∈ S,ω ∈ S∗]

and there exists faithful approximate KMS-weights ϕ and ψ, which should be left

invariant respectively right invariant, then we say that S is a reduced C∗-algebraic

quantum group.

The weights ϕ and ψ are called left, respectively right, Haar weights. By
Corollary 6.11 of [28] the density conditions in the definition of a reduced
locally compact quantum group together with the existence of Haar weights
imply the cancellation condition

S⊗ S = [∆(S)(1⊗ S)] = [∆(S)(S⊗ 1)]. (2.6)

See also the von Neumann-algebraic version of a quantum group in [29]. In the
von Neumann-setting a density requirement on the quantum group is unneces-
sary. In [29] the conceptually remarkable result that there exists a unique re-
duced C∗-algebraic quantum group contained in every von Neumann-algebraic
quantum group is proved.

We recall the standard terminology Nϕ := {a ∈ S : a∗a ∈ M+
ϕ }. Then

〈a, b〉ϕ := ϕ(a∗b) defines a non-degenerate scalar product on Nϕ since ϕ
is faithful. The Hilbert space closure of Nϕ will be denoted by HS . This
Hilbert space carries a faithful representation λ : S → B(HS) given by the
GNS-representation associated with ϕ. The representation λ is called the left
regular representation of S. We denote the embeddingNϕ ,→ HS by Λϕ. Define
a linear mapping W on HS ⊗HS in the dense subspace im (Λϕ ⊗Λϕ) by

W ∗(Λϕ(a)⊗Λϕ(b)) := Λϕ ⊗Λϕ(∆(b)a⊗ 1) for a, b ∈ Nϕ.

Proposition 2.2.3 (Proposition 3.17 and equation (4.2) of [28]). The operator

W is unitary and

λ⊗λ(∆(a)) =W ∗(1⊗λ(a))W.

Furthermore

λ(S) = [(id⊗ω)(W ) :ω ∈ B(HS)∗] = [(id⊗ω)(W
∗) :ω ∈ B(HS)∗].

The unitary operator W satisfies the pentagonal equation

W12W13W23 =W23W12,
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so we say that W is a multiplicative unitary. The pentagonal equation implies
that for ω,ω′ ∈B(HS)∗

(id⊗ω)(W ∗) · (id⊗ω′)(W ∗) = (id⊗ω⊗ω′)(W ∗12W ∗13) = (id⊗ω
′′)(W ∗)

where ω′′(x) := (ω⊗ω′)(W (x ⊗ 1)W ∗). Thus the vector space

{(id⊗ω)(W ∗) :ω ∈ B(HS)∗}

forms a dense subalgebra of λ(S).
We may define an antipode on S, but this can only be defined on a dense

subalgebra. Define

S ((id⊗ω)(W )) := (id⊗ω)(W ∗) for ω ∈B(HS)∗.

The mapping S is well defined and an anti-automorphism of it’s domain. By
Proposition 5.22 and 5.24 of [28] there is a polar decomposition

S = Rτ− i

2
,

where R is an anti-automorphism of S and τ− i

2
is the densely defined extension

of the strongly continuous one-parameter group (τt)t∈R associated with the
left-invariant weight ϕ to − i

2
. As is shown in Proposition 5.26 of [28] the

anti-automorphism R satisfies

σ ◦ (R⊗R) ◦∆=∆ ◦ R.

So the weight a 7→ ϕ(R(a)∗) satisfies the conditions on a right invariant Haar
weight. This allows us to assume that ψ≡ ϕ̄ ◦R. As is shown in [28] the GNS-
construction ρ, of this particular choice of right invariant Haar weight, may be
expressed via the antipode R, the left regular representation λ and the modular
conjugation operator J of ϕ via

ρ(a) = Jλ(R(a)∗)J .

This equation shows that ρ(S) ⊆ λ(S)′ and λ(S) ⊆ ρ(S)′, that is the represen-
tations λ and ρ commutes.

Similarly to the results of Proposition 2.2.3 we define a subalgebra ofB(HS)

by
{(ω⊗ id)(W ) :ω ∈B(HS)∗}. (2.7)

Let Ŝ denote the norm closure of the algebra in equation (2.7). This forms a
C∗-algebra by Proposition 1.4 and 3.5 from [4]. Another equivalent approach
to this is by using the multiplicative unitary Ŵ := σW ∗σ and defining Ŝ as

Ŝ := [(id⊗ω)(Ŵ ) :ω ∈B(HS)∗]. (2.8)
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Define the mapping ∆̂ : Ŝ→B(HS ⊗HS) as

∆̂(x) := Ŵ ∗(1⊗ x)Ŵ

Theorem 2.2.4 (Theorem 8.20 and 8.29 of [28]). There exist Haar weights ϕ̂

and ψ̂ making the pair (Ŝ, ∆̂) into a reduced C∗-algebraic quantum group and

there exist a natural Pontryagin duality ˆ̂S ∼= S.

Similarly to the setting for S we have a left regular and a right regular rep-
resentation of Ŝ on HS . We will denote them by λ̂ and ρ̂. Using the definition
in equation (2.8) we have that λ̂ coincides with the inclusion Ŝ ⊆ B(HS), be-
cause of Proposition 8.16 of [28]. As is explained in [51] the relations between
the right and the left regular representations can be described via the modular
conjugation operators of it’s dual as follows

ρ(a) = J Ĵλ(a)Ĵ J and ρ̂(a) = Ĵ J λ̂(a)J Ĵ .

This motivates the terminology that W is the left regular corepresentation
of S. Similarly Ŵ is called the left regular corepresentation of Ŝ. From the
reasonings in chapter 3.4 of [28] it follows that W ∈ (λ⊗ λ̂)(M (S ⊗ Ŝ)) and
Ŵ ∈ (λ̂⊗λ)(M (Ŝ⊗S)). We will in this thesis abuse the notation somewhat by
sometimes identifying W with it’s pre-image inM (S⊗ Ŝ).

Similarly one can define the right regular corepresentation of the quantum
group S as the unitary V ∈ (ρ̂⊗ρ)(M (Ŝ⊗ S)) such that

(ρ⊗ρ)(∆(a)) = V (ρ(a)⊗ 1)V ∗.

A straight forward calculation shows that

V = (J Ĵ ⊗ J Ĵ)Ŵ (Ĵ J ⊗ Ĵ J).

Similarly the right regular corepresentation V̂ of Ŝ may be defined and by either
Pontryagin duality or by another straight forward calculation it follows that

V̂ = (Ĵ J ⊗ Ĵ J)W (J Ĵ ⊗ J Ĵ).

Again, as an example, we consider S = C0(G) for a locally compact group G.
This quantum group carries the left invariant Haar weight defined by ϕ( f ) :=∫

f dµ, for f ∈ Cc(G). The right invariant Haar weight ψ can be defined simi-
larly, with the left invariant Haar measure replaced by the right invariant Haar
measure. The left regular representation of S on HS is pointwise multiplication
on L2(G). The multiplicative unitary W is given by

Wξ(g,h) = ξ(g, g−1h). (2.9)
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Also, there is an isomorphism Ŝ ∼= C∗r (G) of locally compact quantum groups.
We will prove this claim for G being a discrete group. Let λg ∈ C∗r (G) be defined
on f ∈ L2(G) by

λg f (h) := f (gh).

Define δg ∈ C0(G) by δg(h) := 1 if g = h, and δg(h) = 0 otherwise. Then by
equation (2.9) we may express W by a sum, convergent in the weak operator
topology, as

W =
∑
g∈G

δg ⊗λg−1 .

If ωg ′,g(x) := 〈xδg ′,δg〉 then

(id⊗ωg ′,g)(W ) = δg ′g−1 and

(ωg ′,g ⊗ id)(W ) = δgλg ′−1.

Since finite rank operators are weak∗-dense in B(HS)∗ it follows that

C0(G) = [(id⊗ω)(W ) :ω ∈ B(HS)∗] and

C∗r (G) = [(ω⊗ id)(W ) :ω ∈B(HS)∗].

2.3 Hilbert modules, reduced crossed products and reg-

ularity

To start this section we will review some general theory of Hilbert modules.
They form a good framework to construct reduced crossed products by quan-
tum groups in. The main part of this section is based on the theory presented
in [26] and it’s equivariant generalizations in [3]. Then we will prove some
general properties of reduced crossed products.

If E is a right A-module it is called an A-pre-Hilbert module if there exist aC-sesquilinear mapping 〈·, ·〉E : E × E → A such that for a ∈ A and x , y ∈ E

i) 〈x , ya〉E = 〈x , y〉E a,

ii) 〈x , y〉E = 〈y, x〉∗E ,

iii) 〈x , x〉E ≥ 0 with equality if and only if x = 0.

The vector space E is a normed space in the norm ‖x‖E := ‖
p
〈x , x〉E‖. If E is

complete with respect to this norm, E is called an A-Hilbert module. If 〈E ,E〉E
is dense in A we say that E is essential. Let E and E ′ be two A-Hilbert modules.
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An A-linear mapping T : E → E ′ is called adjointable if there exist an A-linear
mapping T ∗ : E ′→E such that

〈T x , y〉E ′ = 〈x , T ∗ y〉E for x ∈ E , y ∈ E ′.

If T is adjointable it is bounded, because of the Banach-Steinhaus theorem.
An adjointable A-linear mapping will also be called a mapping of A-Hilbert
modules. The property of being adjointable is closed under composition since
(T1T2)

∗ = T ∗2 T ∗1 . We let LA(E ,E ′) denote the space of adjointable A-linear
mappings E → E ′. The space LA(E ,E ′) is a Banach space in the operator
norm. If E = E ′ then we define LA(E ) :=LA(E ,E ) which is a C∗-algebra in it’s
operator norm. If E = A we defineM (E ′) := LA(A,E ′). Given elements x ∈ E
and y ∈ E ′ we may define an operator Tx ,y ∈ LA(E ,E ′) by

Tx ,y(ξ) := y〈x ,ξ〉E for ξ ∈ E .

This mapping has the adjoint T ∗x ,y = Ty,x . The Banach subspace KA(E ,E ′) ⊆
LA(E ,E ′) is defined as the closure of the linear span of the operators Tx ,y for
x ∈ E , y ∈ E ′. Clearly, for a third A-Hilbert module E ′′ there are inclusions

KA(E ,E ′)LA(E
′,E ′′)⊆KA(E ,E ′′) and LA(E

′′,E )KA(E ,E ′)⊆KA(E
′′,E ′).

A grading on a C∗-algebra A is a ∗-automorphism α ∈ Aut(A) such that α2 =

id. The grading automorphism induces a linear decomposition A = A+ ⊕ A−

satisfying that α|A± = ±id. Since α is a ∗-homomorphism, it holds that A+ is a
C∗-subalgebra and A− is a closed self-adjoint subspace satisfying

A−A− = A+ and A−A+ = A+A− = A−.

Elements a ∈ A± will be called homogeneous and we define deg(a) := ±1 ∈ Z2.
Notice that the degree mapping is multiplicative, that is deg(ab) = deg(a)deg(b)
for homogeneous elements a and b. The elements of A+ are called even, and
the elements of A− odd. If A is graded then we define the graded commutator
for homogeneous elements a, b ∈ A as

[a, b] := ab− deg(ab)ba.

If A and B are graded C∗-algebras with grading automorphisms α respectively β
the tensor product A⊗B can be given a grading by α⊗β . A mapping τ : A→ B

is called graded if β ◦τ = τ ◦α.
Suppose that B is a graded C∗-algebra with grading automorphism β . A

grading on a B-Hilbert module E is a linear bijection γ : E → E such that
γ2 = 1 and for b ∈ B, x , y ∈ E

γ(x b) = γ(x)β(b) and 〈γ(x),γ(y)〉= β(〈x , y〉).
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A grading induces a decomposition E = E+ ⊕E− of B+-modules where γ|E± =
±1. The B+-linear projection onto E± is given by 1

2
(1± γ). If E is a graded B-

Hilbert module with grading γ the C∗-algebra LB(E ) is graded via the grading
automorphism T 7→ γTγ−1. This also induces a grading on the C∗-algebra
KB(E ). An operator in LB(E )

+ is called even and an operator in LB(E )
− is

called odd.
If we have two graded B-Hilbert modules E and E ′ with gradings γ respec-

tively γ′ their direct sum E ⊕ E ′ is graded by the grading γ⊕ γ′. If E is graded
by γ we may also define the opposite grading −γ. The B-Hilbert module E
together with the opposite grading will be denoted by −E .

From now on we will let A, B, C and D denote graded C∗-algebras. Suppose
that E is a graded B-Hilbert module. If we have a graded ∗-homomorphism π :
A→LB(E ) we say that E is a graded A−B-Hilbert bimodule. This terminology
is motivated by that the A-action commutes with the B-module structure on E ,
so E forms a graded A− B-bimodule. If π is non-degenerate, we say that E
is non-degenerate. If E is a graded A− B-Hilbert bimodule and E ′ a graded
B − C-Hilbert bimodule, the internal tensor product E ⊗B E

′ is defined as the
closure of the graded algebraic tensor product E ⊗al g

B E
′ in the scalar product

〈x ⊗ y, x ′ ⊗ y ′〉E⊗BE ′ := 〈y,π(〈x , x ′〉E )y
′〉E ′ ,

where π : B → LC(E
′) denotes the left action of B on E ′. Since the repre-

sentation of B on E ′ is graded, the grading γ ⊗B γ
′ is a well defined grading

on E ⊗al g

B E
′ which clearly extends to the closure. The graded representa-

tion of A on E induces a graded representation on the internal tensor product
E ⊗B E

′, so it forms a graded A− C-Hilbert bimodule in this scalar product.
If π : B → L (E ′) denotes the left action of B on E ′ we will sometimes also
denotes the internal tensor product by E ⊗π E

′.
We may also define an external tensor product. If E is a graded A−B-Hilbert

bimodule and E ′ a graded C−D-Hilbert bimodule, the external tensor product
E ⊗ E ′ is defined to be the closure of the A⊗ B − C ⊗ D-bimodule E ⊗al gC E ′ in
the scalar product

〈x ⊗ y, x ′ ⊗ y ′〉E⊗E ′ := 〈x , x ′〉E ⊗ 〈y, y ′〉E ′ .

The A⊗ B − C ⊗ D-Hilbert bimodule E ⊗ E ′ is graded by the grading γ⊗ γ′ so
it is a graded Hilbert bimodule. If E is a graded B-Hilbert module and E ′ is a
graded D-Hilbert module, we may set A= C =C and obtain an external tensor
products of graded Hilbert modules.

An important concept in the theory of Hilbert modules is that of an imprim-
itivity module. This was introduced by Rieffel in [44]. For a brief introduction,
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see [32]. An essential graded A− B-Hilbert bimodule E is called an imprimi-
tivity module from A to B if π is an isomorphism π : A

∼
−→ KB(E ). Let B be a

graded B-Hilbert module over itself and define the dual to be the graded vector
space E ∗ := KB(E , B). Since E is essential there exist an B-anti linear isomor-
phism E ∼= E ∗. Define a right graded action of A on E ∗ by f .a(x) := f (ax) and
an A-valued scalar product

〈 f1, f2〉E ∗ := π−1(T f1, f2)

where we identify E ∼= E ∗ using that E is essential. There is a graded repre-
sentation πB : B → LA(E

∗) given by πB(b) f (x) := b f (x). Clearly πB(B) =

KA(E
∗) so E ∗ forms an imprimitivity bimodule from B to A. If there exists an

imprimitivity bimodule from A to B then A is said to be Morita equivalent to B,
this is denoted by A∼M B.

Proposition 2.3.1 ([44]). Morita equivalence is an equivalence relation. If A and

B are Morita equivalent, there is an equivalence between the category of A-Hilbert

modules and the category of B-Hilbert modules.

The theory of Hilbert modules also works well in the equivariant setting. Let
E be a graded B-Hilbert module and D a trivially graded C∗-algebra. Define the
graded B⊗ D-Hilbert module

MD(E ⊗D) := {T ∈ LB⊗D(B⊗D,E ⊗D) : (1⊗ d)T, T (1⊗ d) ∈ E ⊗D ∀d ∈ D}.

Similarly the graded D⊗A-Hilbert moduleMD(D⊗E ) is defined. The notation
M̃(E ⊗ D) was used in [3], but the notationMD(E ⊗ D) is easier understood
and was used in for instance [42]. Note that if E = B thenMD(B⊗ D) is a C∗-
algebra. From this point on, we let S denote a fixed reduced locally compact
quantum group and it’s comultiplication by ∆. We equip S with the trivial
grading.

A non-degenerate, graded ∗-homomorphism∆A : A→MS(A⊗S) is called a
right coaction if it is coassociative in the sense that (id⊗∆)∆A= (∆A⊗ id)∆A.
If ∆A is faithful, we call ∆A a reduced coaction. The coaction ∆A is called
continuous if ∆A(A) ·1⊗S is dense in A⊗S. The graded C∗-algebra A equipped
with a continuous right coaction of S will be called a graded S − C∗-algebra.

Similarly to right coactions, we may define the graded C∗-algebraMS(S⊗A)

and a left coaction to be a non-degenerate, graded ∗-homomorphism ∆A : A→
MS(S ⊗ A) such that (id⊗∆A)∆A = (∆⊗ id)∆A. We will only work with right
coactions, so when saying coaction, we will mean a right coaction.

Definition 2.3.2 (Definition 2.2 of [3]). If A has a right coaction of S and E
is a graded A-Hilbert module, we say that a graded linear mapping δE : E →
MS(E ⊗ S) is a right coaction of S if
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1. All a ∈ A, x , y ∈ E satisfy

δE (xa) = δE (x)∆A(a) and

∆A(〈x , y〉E ) = 〈δE (x),δE (y)〉E⊗S .

2. The subspace δE (E )(A⊗ S) is dense in E ⊗ S.

3. The equality (δE ⊗ id)δE = (id⊗∆)δE hold as mappings E →L (A⊗ S ⊗
S,E ⊗ S⊗ S).

A graded A-Hilbert module E together with a right coaction of S is called a graded

S-equivariant A-Hilbert module. Similarly left coactions on E may be defined,

except in that caseMS(E ⊗ S) is replaced byMS(S⊗E ).

Equivalently, a coaction may be constructed from a certain kind of unitary
VE ∈ L (E ⊗∆A

(A⊗ S),E ⊗ S) by [3]. Here E ⊗∆A
(A⊗ S) denotes the internal

tensor product where A⊗ S has the left action of A induced by ∆A. First, for
x ∈ E we define the A⊗ S-linear mapping

tx : A⊗ S→ E ⊗∆A
(A⊗ S)

by tx (y) := x ⊗∆A
y for y ∈ A⊗ S.

Definition 2.3.3 (Definition 2.3 of [3]). An even unitary VE ∈ L (E ⊗∆A
(A⊗

S),E ⊗ S) is said to be admissible if it satisfies

1. For all x ∈ E then VE tx ∈MS(E ⊗ S).

2. The identity (VE ⊗C id)(VE ⊗∆A⊗id id) ≡ VE ⊗id⊗∆ id ∈ L (E ⊗∆2
A
(A⊗ S ⊗

S),E ⊗ S⊗ S) holds.

Proposition 2.3.4 (Proposition 2.4 of [3]). A coaction δE is uniquely deter-

mined by an admissible unitary VE ∈ L (E ⊗∆A
(A⊗ S),E ⊗ S) via the equation

δE (x) = VE tx . Conversely, given an admissible unitary VE one may define a

coaction δE (x) := VE tx .

Definition 2.3.5 (Definition 2.9 of [3]). If A, B are graded S − C∗-algebras and

E is a graded equivariant B-Hilbert module, we say that a graded representation

π : A→LB(E ) is equivariant if

δE (π(a)x) = (π⊗ id)(∆A(a))δE (x).

A graded equivariant B-Hilbert module equipped with a graded equivariant rep-

resentation of A is called a graded equivariant A− B-Hilbert bimodule.
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If we have a graded S-equivariant A−B-Hilbert bimodule E and a graded S-
equivariant C−D-Hilbert bimodule we can define their external tensor product
which is a graded S-equivariant A⊗ C − B ⊗ D-Hilbert bimodule denoted by
E ⊗E ′. As a graded A⊗ C − B⊗ D-Hilbert module E ⊗E ′ is the external tensor
product and the coaction is given by

δE⊗E ′(x ⊗ y) := δE (x)13δE ′(x)23.

Similarly, the internal tensor product between a graded S-equivariant A− B-
Hilbert bimodule E and a graded S-equivariant B − C-Hilbert bimodule is a
graded S-equivariant A− C-Hilbert bimodule denoted by E ⊗B E

′ constructed
as the internal tensor product with coaction given by

δE⊗BE ′(x ⊗B y) := δE (x)13δE ′(x)23.

Similarly to the non-equivariant case, if E has the two properties that it
is essential and π is an isomorphism π : A→ KB(E ) then we say that E is a
equivariant imprimitivity bimodule from A to B. If there exists an equivariant
imprimitivity bimodule from A to B, then we will again denote this by A∼M B

and we say that A and B are equivariantly Morita equivalent. This is in fact an
equivalence relation.

Proposition 2.3.6. If A is a graded S−C∗-algebra there is an equivariant Morita

equivalence A∼M A⊗K where the right-hand side has coaction given by identi-

fying K ∼=K (HS) and defining

∆A⊗K (HS)
(a⊗ k) := Ad(V23)(∆A(a)131⊗ k⊗ 1).

Recall that V denotes the right regular corepresentation of S on the GNS-
space HS as defined in Chapter 2.2 and that Ad(V23)(x) := V23 xV ∗23 for x ∈
M (A⊗K ⊗ S) .

Proof. An equivariant imprimitivity bimodule is given by the A⊗K (HS)− A-
Hilbert bimodule E := A⊗HS with coaction

δ(a⊗ x) := V23(∆A(a)131⊗ x).

Clearly E is essential and satisfies KA(E ) = A⊗K (HS).

Now we are ready to define the reduced crossed product of a C∗-algebra by
a coaction. The definitions are taken from [4]. With a right coaction ∆A : A→
MS(A⊗ S) we may associate a graded representation λA : A → LA(A⊗ HS),
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where A⊗HS denotes the external product between the graded A-Hilbert mod-
ule A and the trivially graded Hilbert space HS . The reduced crossed product
A⋊r S is defined as

A⋊r S := [λA(A) · 1⊗ ρ̂(Ŝ)]⊆LA(A⊗HS).

In fact, as is shown in Lemma 7.2 in [4], the closed linear span of the set
λA(A) · 1 ⊗ ρ̂(Ŝ) is a ∗-algebra. So A⋊r S forms a graded C∗-algebra, with
the grading induced from that on A. By a ⋊ ŝ we will denote the element
λA(a)1⊗ ρ̂(ŝ). The ∗-homomorphism λA induces a graded representation A→
M (A⋊r S) by b(a⋊ŝ) = ba⋊ŝ. If the coaction of S on A is reduced this mapping
is faithful.

The reduced crossed product carries an Ŝ-coaction given by

∆A⋊rS(a⋊ ŝ) := λA(a)12 ·
�
(ρ̂⊗ id)∆̂(ŝ)

�
23 .

This coaction is called the dual coaction on A⋊r S and was defined in Definition
7.3 of [4]. That the coaction is well defined follows from that

(ρ̂⊗ ρ̂)∆̂(ŝ) = V̂ (ρ̂(ŝ)⊗ 1)V̂ ∗

and since V̂ ∈ (ρ⊗ ρ̂)(M (S⊗ Ŝ)) it commutes with λA(A).

A graded ∗-homomorphism of graded S − C∗-algebras α : A→ B is said to
be equivariant if

∆B ◦α = (α⊗ id)∆A.

We define C∗Z2,S to be the category of separable, graded S − C∗-algebras with
morphisms being graded, equivariant ∗-homomorphisms. The index Z2 is to
emphasize the (Z2-)grading on the objects. Let C∗S denote the category of triv-
ially graded S− C∗-algebras. We will, in particular for the KK-theory study the
full subcategory C

∗,rZ2,S of C∗Z2,S consisting of the S − C∗-algebras with reduced

coactions. Similarly the full subcategory C
∗,r
S of C∗S is defined.

The reduced crossed product does in fact produce a functor. From the con-
struction we may also deduce certain properties of the image of this functor.

Proposition 2.3.7. The construction A 7→ A⋊r S gives a covariant functor

⋊rS : C∗Z2,S → C
∗,rZ2,Ŝ

.
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Proof. We need to prove that the coaction on A⋊r S is continuous and reduced.
It is reduced since it is implemented by the unitary V . The density condition
(2.6) implies that

[∆A⋊rS(A⋊r S) · 1A⋊rS ⊗ Ŝ] = [λA(A)12 · ((ρ̂⊗ id)∆̂(Ŝ))23 · 1A⋊rS ⊗ Ŝ] =

= [λA(A)12 · 1⊗ ρ̂(Ŝ)⊗ Ŝ] = (A⋊r S)⊗ Ŝ.

Suppose that α : A → B is a graded, equivariant ∗-homomorphism. This
induces a graded, equivariant ∗-homomorphism α⋊r S : A⋊r S→ B⋊r S given
by

α⋊r S(a⋊ ŝ) := α(a)⋊ ŝ.

This is well defined since α is equivariant and directly from it’s definition it
follows that (α ◦α′)⋊r S = (α⋊r S) ◦ (α′ ⋊r S).

Since reduced crossed product is a functor on C∗Z2,S the natural question
is what happens if one takes a double reduced crossed product? The first ob-
servation is that we obtain a functor ⋊rS ⋊r Ŝ : C∗Z2,S → C

∗,rZ2,S. To study this
question we need a technical requirement on the quantum group S. Just as in
Chapter 2.2, we let W denote the left regular corepresentation of S. Define the
following C∗-algebra as in Proposition 3.2 of [4]

C (W ) := [(id⊗ω)(σW ) :ω ∈B(HS)∗].

Definition 2.3.8 (Definition 3.3 of [4]). If C (W ) =K (HS) the quantum group

S is called regular.

We recall the Takesaki-Takai duality theorem from [3] which answers the
question how the double reduced crossed product behaves when S is regular
and the coaction is reduced and continuous. In [3] this is only studied in the
trivially graded setting, but since we assume our coactions to be graded their
result generalizes to graded C∗-algebras.

Theorem 2.3.9 (Takesaki-Takai duality, Theorem 7.5 of [3]). If S is regular and

A∈ C
∗,rZ2,S there is a graded, equivariant ∗-isomorphism

A⋊r S ⋊r Ŝ
∼
−→ A⊗K (HS)

where the right hand side has the coaction given by

∆A⊗K (a⊗ k) := Ad(V23)(∆A(a)13 · (1⊗ k⊗ 1)).



23 2.4. TWISTS OF REDUCED QUANTUM GROUPS

For the general proof of this, see [3]. We will present a proof in the easiest
case A = C. This case is in fact rather interesting since the method of proof
appears in many more contexts later on in the thesis.

Lemma 2.3.10. If S is regular there is an equivariant isomorphismC⋊r S⋊r Ŝ
∼
−→K (HS)

Proof. By definition C⋊r S = ρ̂(Ŝ), soC⋊r S ⋊r Ŝ = (ρ̂⊗ λ̂)(∆̂(Ŝ))(1⊗ρ(S)).

After applying Ad((1⊗ Ĵ)V ∗(1⊗ J Ĵ)), since λ and ρ commutes, C⋊r S⋊r Ŝ is
mapped to [1⊗ λ̂(Ŝ)λ(S)] ∼= [λ̂(Ŝ)λ(S)]. Take ξ,ξ′,η,η′ ∈ HS and consider
the generic elements

λ(a) = id⊗ωξ,η(W
∗) ∈ λ(S) and

λ̂(â) =ωξ′,η′ ⊗ id(W ) ∈ λ̂(Ŝ).

For x , y ∈ HS we have that

〈λ̂(â)∗λ(a)x , y〉= 〈W ∗12(x ⊗ ξ⊗η
′),W31(y ⊗η⊗ ξ

′)〉=

= 〈(σW )∗12(ξ⊗ x ⊗η′), (σW )13(ξ
′ ⊗η⊗ y)〉.

So there exists ω,ω′ ∈ B(HS)∗ such that for any x , y ∈ HS

〈λ̂(â)∗λ(a)x , y〉= 〈
�
ω⊗ id(σW )∗

�
x ,
�
ω′⊗ id(σW )

�
y〉.

This implies that λ̂(Ŝ)λ(S)⊆ C (Ŵ ). It follows that [λ̂(Ŝ)λ(S)] =K (HS) since
Ŵ is regular and [λ̂(Ŝ)λ(S)] acts irreducibly on HS .

There is an isomorphism Ad(Ĵ J) : K (HS)
∼= [λ̂(Ŝ)λ(S)] → [ρ̂(Ŝ)ρ(S)].

Since Ĵ J ∈ B(HS) it follows that [ρ̂(Ŝ)ρ(S)] =K (HS). The coaction induced
from Ŝ ⋊ Ŝ ∼= [ρ̂(Ŝ)ρ(S)] coincides with ρ̂(ŝ)ρ(s) 7→ Ad(V )(ρ̂(ŝ)ρ(s)⊗ 1). So
the isomorphism C⋊r S⋊r Ŝ

∼
−→K (HS) is equivariant.

2.4 Twists of reduced quantum groups

Twists have a central role in quantization of Lie algebras. There they are seen
as quantized infinitesimal cocycles of the quantized Lie algebra. But the main
examples of locally compact quantum groups have been compact quantum
groups. There the usual source of examples comes from deformations. De-
formations are difficult to fit into a general framework since the underlying
C∗-algebra and it’s deformations are very hard to relate because they have, by
construction, different multiplication. Since deformations are dual to twists we
can choose the equivalent approach using twists.
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Definition 2.4.1. Let S be a reduced locally compact quantum group and assume

that the unitary F ∈M (S⊗ S) satisfies the cocycle condition

Ad
�
F23(id⊗∆)(F )

�
(∆(2)(s)) = Ad

�
F12(∆⊗ id)(F )

�
(∆(2)(s)) ∀s ∈ S.

If F also satisfies the density condition

[ω⊗ id(F∆(a)F ∗) :ω ∈ S∗] = [id⊗ω(F∆(a)F ∗) :ω ∈ S∗] = S,

then F is called a cocycle twist of S. If a cocycle twist F satisfies the stronger

condition

F23(id⊗∆)(F ) =F12(∆⊗ id)(F ),

we just say that F is a twist.

For example, assume that Ŝ is a compact matrix quantum group. Since Ŝ is
compact, there exists a dense multiplier ∗-Hopf algebra Sho ⊆ S such that finite-
dimensional corepresentations of Ŝ corresponds to Sho-modules. Suppose that
a cocycle twist F ∈M (S ⊗ S) leaves Sho ⊗ Sho invariant under Ad F . Then F
corresponds to a deformation of the multiplication in Ŝ.

Because of the cocycle condition we may define a new, coassociative comul-
tiplication ∆F := AdF ◦∆ on S. The cocycle condition is in fact equivalent to
∆F being coassociative. If F is a cocycle twist let SF denote the bi-C∗-algebra
S with comultiplication ∆F .

If F is a cocycle twist of S we define the associator as:

ΦF := (id⊗∆)(F ∗)F ∗23F12(∆⊗ id)(F ).

The cocycle condition for F is equivalent to ΦF commuting with ∆(2)(S). If S

admits a counit ǫ and id⊗ǫ⊗ id(ΦF ) = 1 the associator ΦF is the associator for
the monoidal category of modules of S with the tensor product induced from
the comultiplication ∆F .

Definition 2.4.2. If the bi-C∗-algebra SF admits Haar weights, thus making SF
into a reduced locally compact quantum group, we say that the cocycle twist F is

manageable.

For a general cocycle twist of reduced quantum groups manageability is
hard to study. But in the von Neumann setting this has been studied for twists
in [13]. So we recall the following theorem from [13]:

Theorem 2.4.3 (Corollary 6.2 and Proposition 6.4 of [13]). Let M denote the

von Neumann algebra generated by S in it’s left regular representation and assume

that the unitary F ∈ M ⊗M satisfies

F23(id⊗∆)(F ) =F12(∆⊗ id)(F ).
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Then there exists Haar weights with respect to ∆F on M and the left regular

corepresentation of SF is given by

WF = (ĴF ⊗ J)FW ∗(Ĵ ⊗ J)F ∗

where ĴF denote the modular conjugation operator of ÓSF .

For the proof of this theorem we refer the reader to [13]. The proof is
rather technical in nature and consists of using the twist F to define a Galois
object over M .

Theorem 2.4.4. Every twist F is a manageable cocycle twist.

Proof. Let M denote the von Neumann algebra generated by S in it’s left reg-
ular representation. By Corollary 6.2 of [13] formulated above, the bi-von
Neumann algebra (M ,∆F ) admits faithful Haar weights. Thus there exists
Haar weights on SF . By the density condition on F the bi-C∗-algebra SF is a
reduced locally compact quantum group.

IfF is a cocycle twist of S the cocycle condition forF implies that for s ∈ S

Ad
�
F ∗23(id⊗∆F )(F

∗)
�
∆
(2)
F (s) = Ad

�
(id⊗∆)(F ∗)F ∗23

�
∆
(2)
F (s) = (2.10)

=∆(2)(s) = Ad
�
(∆⊗ id)(F ∗)F ∗12

�
∆
(2)
F (s) = Ad

�
F ∗12(∆F ⊗ id)(F ∗)

�
∆
(2)
F (s).

Therefore if F is a manageable cocycle twist of S, F ∗ is a manageable cocycle
twist of SF . Similarly, if F is a twist it follows that

F ∗23(id⊗∆F )(F
∗) = (id⊗∆)(F ∗)F ∗23 = (2.11)

= (∆⊗ id)(F ∗)F ∗12 =F
∗
12(∆F ⊗ id)(F ∗).

Thus, if F is a twist of S then F ∗ is a twist of SF and clearly (SF )F ∗ = S.

If F is a manageable cocycle twist of Ŝ will use the notation SF̂ to denote
the reduced dual of ŜF . Assume that F is a twist of Ŝ. Then we can define a
twisted coaction

∆FA⋊rS : A⋊r S→MŜF
(A⋊r S ⊗ ŜF ),

∆FA⋊r S := Ad((ρ̂⊗ id(F ))23)∆A⋊rS . (2.12)

The C∗-algebra A⋊r S with this coaction of ŜF is denoted by (A⋊r S)F . If
B = A⋊r S then we will also denote it by BF .

Notice that if F only is a cocycle twist, the ∗-homomorphism ∆FA⋊r S is not
coassociative in general. It is merely a quasi-coaction since

(idA⋊r S ⊗ ∆̂F )∆
F
A⋊rS = Ad(1A⊗Φ

∗
F )(∆

F
A⋊rS
⊗ id)∆FA⋊rS .
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Proposition 2.4.5. If A has a coaction of S and F is a twist of Ŝ the ŜF -coaction

on (A⋊r S)F is continuous.

Proof. Since the Ŝ-coaction on A⋊r S is continuous it follows from the proof of
Proposition 2.3.7 that

[λA(A)12 · 1⊗ ρ̂(Ŝ)⊗ Ŝ] = (A⋊r S)⊗ Ŝ

is a C∗-algebra. Therefore

[λA(A)12 · 1⊗ ρ̂(Ŝ)⊗ Ŝ] = [1⊗ ρ̂(Ŝ)⊗ Ŝ ·λA(A)12].

The twist F is a multiplier of Ŝ ⊗ Ŝ so it follows that

[∆FA⋊r S(A⋊r S) ·1A⋊rS
⊗ Ŝ] = [F23λA(A)12F

∗
23 · ((ρ̂⊗ id)∆̂F (Ŝ))23 ·1A⋊rS⊗ Ŝ] =

= [F23λA(A)12 · 1⊗ ρ̂(Ŝ)⊗ Ŝ] = [F231⊗ ρ̂(Ŝ)⊗ Ŝ ·λA(A)12] =

= [λA(A)12 · 1⊗ ρ̂(Ŝ)⊗ Ŝ] = (A⋊r S)⊗ Ŝ.

The second equality follows from that F is a twist so by Theorem 2.4.4 it is
manageable which implies that [(ρ̂⊗ id)∆̂F (Ŝ)) · 1⊗ Ŝ] = ρ̂(Ŝ)⊗ Ŝ.

Definition 2.4.6. If SF is regular we say thatF is a strongly manageable cocycle

twist.

Theorem 2.4.7. Every twist of a regular, reduced quantum group is strongly

manageable. Conversely, if there exists a twist of S which is strongly manageable

then S is regular.

Proof. We will start by proving C (WF ) ⊆ K (HS). Let ωξ,η ∈ B(HS)∗ denote
the functional ωξ,η(T ) := 〈Tξ,η〉 for ξ,η ∈ HS . It is sufficient to prove that
(id⊗ωξ,η)(σWF ) ∈ K (HS) for all ξ,η. We will prove compactness using the
regularity of W and a diagonal procedure.

Take a bounded sequence (xk)k∈N ⊆ HS and define

yk := (id⊗ωξ,η)(σWF )(xk).

Let Pl denote the orthogonal projection onto the linear span of x0, x1, . . . , x l .
Define Fl := (Pl ⊗ Pl)F (Pl ⊗ Pl) and

Tl := (ĴF ⊗ J)FlW
∗(Ĵ ⊗ J)F ∗l .

We observe that for y ∈ HS the following equality holds:
¬
(id⊗ωξ,η)(σTl)xk, y

¶
=
¬

W ∗(Ĵ ⊗ J)F ∗l (xk ⊗ ξ),F
∗
l (ĴFη⊗ J y)

¶
.
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Define y l
k

:= (id⊗ωξ,η)(σTl)(xk), clearly the regularity of W implies that
y l

k
→ yk. Construct (xkl) ⊆ (xk) inductively by taking (xk0) as a subsequence

such that (id⊗ωξ,η(σT0)xk) converges, then take (xkl+1) to be subsequence
of (xkl) such that (id ⊗ωξ,η(σTl+1)xkl) converges. Existence of convergent
subsequences follows from compactness of Tl . The subsequence (xkk) ⊆ (xk)

satisfies that (id⊗ωξ,η)(σWF )(xkk) converges because

‖(id⊗ωξ,η)(σWF )(xkk)− (id⊗ωξ,η)(σWF )(xk′k′)‖ ≤

≤ ‖(id⊗ωξ,η)(σWF )(xkk)− yk′

k ‖+ ‖y
k′

k − yk′

k′
‖+

+‖yk′

k′
− (id⊗ωξ,η)(σWF )(xk′k′)‖ → 0.

It follows that (id⊗ωξ,η)(σWF ) is compact.
To prove that C (WF ) =K (HS) we observe that Lemma 3.1 of [4] implies

that
C (WF )⊗K (HS) = σ(K (HS)⊗ 1 ·WF · 1⊗K (HS)).

Since the right-hand side acts irreducibly on HS ⊗HS, it follows that C (WF ) =
K (HS).

Using the ideas from the proof of Takesaki-Takai duality from [4] we obtain
a twisted Takesaki-Takai duality for regular quantum groups. The untwisted
Takesaki-Takai duality from [4], formulated above as Theorem 2.3.9, states
that there is a graded, equivariant ∗-isomorphism A⋊r S ⋊r Ŝ ∼= A⊗K (HS).
This isomorphism does, in fact, behave well even if we allow a twist. Thus we
obtain a twisted Takesaki-Takai duality.

Theorem 2.4.8 (TTT-duality). Let S be a regular, reduced locally compact quan-

tum group and F a twist of Ŝ. For A ∈ C
∗,rZ2,S there is a natural graded ∗-

isomorphism

(A⋊r S)F ⋊r ŜF
∼= A⊗K (HS).

Proof. Let λ̂F : ŜF → B(HS) denote the left regular representation and simi-
larly for ρF , λF and ρ̂F . Since the Haar weights are faithful, there is a unitary
U ∈B(HS) such that ρ̂F = AdU ◦ ρ̂. Define λ′A := Ad(1⊗U)◦λA. Consider the
∗-homomorphism Ad(1⊗ U ⊗ 1) : (A⋊r S)F ⋊r ŜF → L (A⊗ HS ⊗ HS) which
acts on (A⋊r S)F ⋊r ŜF as

(λA(a)⊗ 1) · (1⊗ (ρ̂⊗ λ̂F )∆̂F (ŝ)) · (1⊗ 1⊗ρF (sF )) 7→

(λ′A(a)⊗ 1) · (1⊗ (ρ̂F ⊗ λ̂F )∆̂F (ŝ)) · (1⊗ 1⊗ρF (sF )).
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Since the Haar weights of S and SF are faithful, this is well defined. The
subalgebra λ(S) ⊆ B(HS) commutes with ρ(S) so it is a ∗-homomorphism.
Let ŴF denote the left regular corepresentation of ŜF . Composing this with
Ad(1⊗ (1⊗ JF )ŴF (1⊗ JF )) we end up in the closed linear span of elements
of the form

λ′′A(a) · (1A⊗HS
⊗ λ̂F (ŝ)λF (sF )),

where λ′′A(a) := Ad(1⊗ (1⊗ JF )ŴF )(λ
′
A(a)⊗ 1). Using the identification A⊗

HS ⊗HS
∼= (A⊗HS)⊗λ′

A
(A⊗HS)

∼= A⊗HS we obtain

Ad(1⊗ (1⊗ JF )ŴF (1⊗ JF )1⊗ U ⊗ 1)((A⋊r S)F ⋊r ŜF ) = A⊗ (ŜF ⋊r ŜF )
∼=

∼= A⊗K (HS)

where the first equality follows from the continuity of the coaction ∆A and the
second equality follows from Theorem 2.3.9, since F is strongly manageable
by Theorem 2.4.7.

2.5 Example: Twists induced from abelian subgroups

In [30] deformations of the quantum group C0(G) coming from twists on C∗r (G)

was studied. In particular they studied twists induced from abelian subgroups.
We will review that induction procedure from a dual viewpoint.

So take G to be a locally compact group and H a closed abelian subgroup.
Assume that FH ∈M (C

∗(H)⊗ C∗(H)) satisfies the cocycle relation

FH,12(∆⊗ id)(FH) =FH,23(id⊗∆)(FH).

Observe that H is abelian, thus amenable, so C∗(H) = C∗r (H). Extending
the Fourier transformation C∗(H) ∼= C0(Ĥ) to an isomorphism M (C∗(H) ⊗
C∗(H)) ∼=M (C0(Ĥ)⊗ C0(Ĥ)) = Cb(Ĥ × Ĥ) and letting χ denote the image of
FH under this isomorphism we obtain the identity

χ(h1,h2)χ(h1h2,h3) = χ(h2,h3)χ(h1,h2h3) ∀h1,h2,h3 ∈ Ĥ.

So χ is a 2-cocycle in for Ĥ. By Theorem 7.1 of [24], if h 7→ h2 is an automor-
phism of Ĥ, every 2-cocycle is similar to a bicharacter. So in general one may
assume that χ is an bicharacter.

As an example, consider H = Rn. Then every bicharacter of Ĥ = Rn is of
the form

(x1, x2) 7→ ei x1Ax2 for an A∈ Mn(R).
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This follows from that bicharacters of Ĥ corresponds to homomorphisms Ĥ →
H.

Returning to the twists, given a bicharacter χ on Ĥ we may associate a twist
Fχ of C∗r (G) via the mapping Cb(Ĥ×Ĥ)

∼
−→M (C∗(H)⊗C∗(H)) ,→M (C∗r (G)⊗

C∗r (G)). Since the Fourier transformation is an isomorphism, the unitary Fχ
satisfies the cocycle identityFχ,12(∆⊗id)(Fχ) =Fχ,23(id⊗∆)(Fχ). So clearly
∆χ := Ad(Fχ)∆ is a comultiplication on C∗r (G).

Proposition 2.5.1. If χ is a bicharacter on H, the unitary Fχ defines a twist of

C∗r (G).

Proof. What remains to be proven is the density condition forFχ . To do this we

use the counit ǫ : L1(G)→C defined by ǫ( f ) :=
∫

G
f dg. Then for f , g ∈ L1(G)

we have that id⊗ǫ(Fχ( f⊗g)) = f ǫ(g) and similarly ǫ⊗id(Fχ( f⊗g)) = ǫ( f )g.
So it follows that for f ∈ L1(G) we have the equalities

id⊗ ǫ(∆χ( f )) = ǫ⊗ id(∆χ( f )) = f .

Since L1(G) is dense in C∗(G) the density condition for Fχ follows.

To end this section let us construct a twist of the type above on a quotient
of the Heisenberg group. This example is based on Example 3.6.2 of [30]. The
Heisenberg group is a Lie group which as a manifold is R3 with multiplication

(x1, y1, z3)(x2, y2, z3) = (x1 + x2, y1 + y2, z1 + z2 + y2 x1).

Embed Z as the central subgroup of the Heisenberg group generated by (0,0,1)
and let G denote the quotient. The Lie group G is as a manifold diffeomorphic
to R2 ×T and the multiplication is given by

(x1, y1, z1)(x2, y2, z2) = (x1+ x2, y1 + y2, z1z2ei y2 x1).

Consider the closed abelian subgroup H = R× {0} ×T. The Pontryagin dual
of H is given by R×Z. Define the bicharacter χ : Ĥ × Ĥ →T as

χ((ξ1, n), (ξ2, k)) := ei(ξ1k−ξ2n).

Let us calculate how ∆χ acts on C∗r (G). It is sufficient to study elements of
the form a = λ(x ,y,z), left translation by the group element (x , y, z). Although
this is not an element in the group C∗-algebra, every element in C∗r (G) is an
integrated form of elements of this type and since the comultiplication is strictly
continuous we may deduce expressions for a ∈ L1(G). Since

(x , y, z) = (x , 0,1)(0, y, 1)(0,0, z)
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and H commutes with the twist we may take x = 0 and z = 1. In this case we
have that

∆χ(a) f (x1, x2, y1, y2, z1, z2) =

=
∑

k,l ,m,n

∫T4

wk
1w l

2wm
3 wn

4 f (x1 − n+ l, x2 +m− k, y1 + y, y2 + y,

w̄3w̄1z1ei y(x1+k−n), w̄4w̄2z1ei y(x2−l+m))dw1dw2dw3dw4 =

=
∑

k,l ,m,n

∫T2

wm
3 wn

4 fkl(x1− n+ l, x2 +m− k, y1 + y, y2 + y)

w̄k
3zk

1 w̄ l
4z l

2ei yk(x1+k−n)ei y l(x2−l+m)dw3dw4 =

=
∑

k,l

fkl(x1, x2, y1 + y, y2 + y)zk
1 z l

2ei yk(x1+k−l)ei y l(x2+k−l).

So letting µ denote the left Haar measure of G then for a ∈ L1(G) we may
express ∆χ(a) as

(∆χ(a) f )(x1, x2, y1, y2, z1, z2) =

∑

k,l

∫

G

a(x , y, z) fkl(x1+ x , x2+ x , y1 + y, y2 + y)·

· z̄k+lzk
1z l

2ei yk(x1+k−l)ei y l(x2+k−l)dµ.

2.6 Example: Drinfeld-Jimbo twists

The aim of this section is to give the structure of a locally compact quantum
group to the Drinfeld-Jimbo quantization of a Lie algebra and describe it as a
manageable cocycle twist of the group C∗-algebra. So let G be a semisimple,
compact, connected Lie group of rank n and g it’s Lie algebra. The Drinfeld-
Jimbo algebra Uq(g) is a deformation of the universal enveloping algebra of g

depending on a parameter q ∈C \ {0,1}. It was independently constructed by
Drinfeld and Jimbo. The Drinfeld-Jimbo twists are of interest in the theory of
locally compact quantum groups since they are dual to Woronowicz deforma-
tions as was shown in [46].

Let the Cartan matrix of g associated with the Cartan subalgebra h be de-
noted by A = (ai j). Let d1, . . . , dn be coprime integers such that the matrix
(diai j) is symmetric. We also take a complex number q ∈C \ {0,1} and define
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qi := qdi . For an integer k, we define

[k]qi
:=

qk
i
− q−k

i

qi − q−1
i

.

If l is a positive integer we define
�

k

l

�

qi

:=
[k]qi

[k− 1]qi
· · ·[k− l + 1]qi

[1]qi
[2]q1
· · · [l]qi

.

The Drinfeld-Jimbo quantizationUq(g) is given by generators Ei, Fi , Ki, K−1
i

,
for 1≤ i ≤ n, satisfying the relations

KiK
−1
i
= K−1

i
Ki = 1, KiK j = K jKi, Ki E jK

−1
i
= q

ai j

i
E j,

Ki F jK
−1
i = q

−ai j

i
F j , [Ei, F j] = δi j

Ki − K−1
i

qi − q−1
i

,

1−ai j∑

k=0

(−1)k
�

1− ai j

k

�

qi

Ek
i E j E

1−ai j−k

i
= 0,

1−ai j∑

k=0

(−1)k
�

1− ai j

k

�

qi

F k
i F j F

1−ai j−k

i
= 0.

To read more about the algebra Uq(g) and it’s representation theory, see [25].
The algebra Uq(g) forms a multiplier Hopf algebra with comultiplication

∆q(Ki) := Ki ⊗ Ki, ∆q(Ei) := Ei ⊗ 1+ Ki ⊗ Ei , ∆q(Fi) := Fi ⊗ K−1
i + Fi ⊗ 1,

and counit ǫq given by ǫq(Ei) = ǫq(Fi) = 0 and ǫq(Ki) = 1. For q ∈R there is a
∗-structure on Uq(g) given by

K∗i = Ki, E∗i = Ki Fi and F∗i = EiK
−1
i

.

Our aim is to construct a locally compact quantum group Ĝq such that it’s
finite dimensional modules are weight modules of the Drinfeld-Jimbo quanti-
zationUq(g), which are twists of a classical G-module. The construction is very
much inspired by the notes [40] and we follow their notation.

Take ħh= −i logq/π ∈ iR and let P ⊆ h∗ denote the set of integral weights,
here h denotes a Cartan subalgebra of g. Given a finite dimensional Uq(g)-
module V and a weight λ ∈ P we let V (λ) denote the subspace of vectors in V
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of weight λ. If V splits as a direct sum of weight modules V = ⊕λ∈P V (λ)

we call V an admissible Uq(g)-module. The category C(g,ħh) of admissible
Uq(g)-modules forms a semisimple category with simple generators indexed
by dominant integral weights λ ∈ P+. Just as in [40] we fix a simple generator
V

q

λ
to each λ ∈ P+.
We let let PG denote the set of weights whose representations πλ integrates

to a finite-dimensional, unitary representation of G and define the ∗-algebra

ÙC[Gq] :=
⊕

λ∈P+∩PG

End(V
q

λ
).

Here End(V
q

λ
) denotes the ∗-algebra of endomorphisms of the finite dimen-

sional Hilbert space V
q

λ
. This differs somewhat from the definition in [40]

which produces the simply connected covering ofÙC[Gq]. The simply connected
covering is defined in [40] as

ÙC[Gu
q ] :=

⊕

λ∈P+

End(V
q

λ
).

We have a canonical projection pG : ÙC[Gu
q ] →

ÙC[Gq]. The multiplier
Hopf algebra structure onUq(g) induces a multiplier Hopf algebra structure on
ÙC[Gu

q ]. Since the finite-dimensional ÙC[Gu
q ]-modules correspond to the admis-

sibleUq(g)-modules, the algebra ker pG is a Hopf ∗-ideal andÙC[Gq] also forms

a multiplier Hopf ∗-algebra. Let ∆q denote the comultiplication of ÙC[Gq].

The definition of ÙC[Gq] is motivated by the classical limit in which ×C[G]
is the convolution algebra of finite dimensional representations of G. This fact

is a direct consequence of the Peter-Weyl theorem. In the classical limit ÙC[Gu
1]

corresponds to the convolution algebra of finite dimensional representations

of the simply connected covering group Gu. The ∗-algebra ×C[G] is a multi-
plier Hopf algebra; let ∆ denote it’s comultiplication. The next theorem is a

summary of the results in [40] relating the two bi-algebras ÙC[Gu
q ] and ÙC[Gu].

Theorem 2.6.1 ([40]). For q > 0 there is a ∗-isomorphism ϕ̃ : ÙC[Gu
q ]→

ÙC[Gu]

extending the identification of the centers of ÙC[Gu
q ] and ÙC[Gu] and a unitary

F̃ ∈
∏
λ,µ∈P+

End(Vλ ⊗ Vµ) satisfying the cocycle condition such that

ϕ̃⊗ ϕ̃ ◦ ∆̃q = AdF̃ ◦ ∆̃ ◦ ϕ̃,



33 2.6. EXAMPLE: DRINFELD-JIMBO TWISTS

where ∆̃q denotes the comultiplication of ÙC[Gu
q ] and ∆̃ the comultiplication of

ÙC[Gu]. The associator of F coincides with the Drinfeld associator ΦKZ .

Since ÙC[Gu] is discrete it has a counit ǫ : ÙC[Gu] → C. It was proved in
[40] that F̃ satisfies id⊗ ǫ(F̃ ) = ǫ⊗ id(F̃ ) = 1. Therefore

id⊗ ǫ(∆F̃ (a)) = ǫ⊗ id(∆F̃ (a)) = a ∀a ∈ÙC[Gu] (2.13)

and F̃ is a cocycle twist.

Lemma 2.6.2. Let G be a semisimple, compact, connected Lie group and q > 0.

Then there exist a unitary F ∈
∏
λ,µ∈P+∩PG

End(Vλ ⊗ Vµ) satisfying the cocycle

condition and a ∗-isomorphism ϕ :ÙC[Gq]→×C[G] such that

ϕ⊗ϕ ◦∆q = AdF ◦∆ ◦ϕ.

Proof. The ∗-isomorphism ϕ̃ is an extension of the identification of the centers

of ÙC[Gu
q ] and ÙC[Gu]. Therefore there exists a commutative diagram

ÙC[Gu
q ]

ϕ̃
−−−→ ÙC[Gu]y

y
ÙC[Gq]

ϕ
−−−→ ×C[G]

Since F̃ maps tensor products of weight modules to themselves, clearly it re-
stricts to a F ∈

∏
λ,µ∈P+∩PG

End(Vλ ⊗ Vµ). Thus all properties of F and ϕ

follow from those of F̃ and ϕ̃.

Theorem 2.6.3. The unitary F extends to a manageable cocycle twist of C∗(G).

If G is simply connected the dual of C∗(G)F coincides with the Woronowitz defor-

mation of G.

Proof. The element F ∈
∏
λ,µ∈P+∩PG

End(Vλ ⊗ Vµ) is unitary, so it extends to
a bounded multiplier F ∈ M (C∗(G) ⊗ C∗(G)). From equation (2.13) it fol-

lows that F is a cocycle twist of C∗(G). In [46] it is proved that ÙC[Gu
q ] are

dual to the Woronowicz deformations which are compact quantum groups so

they admit Haar states by [31], therefore there exists Haar weights on ÙC[Gu
q ].

The Haar weights on C[Gu
q ] induces Haar weights on ÙC[Gq], therefore F is

manageable.
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From this theorem it follows that the associator of F coincides with the
bounded extension of the Drinfeld associator ΦKZ to C∗(G)⊗ C∗(G)⊗ C∗(G).
Since the Drinfeld associator is non-trivial, F is not a twist, merely a cocycle
twist.

2.7 Torsion-free, discrete quantum groups

In the paper [34], Meyer introduced the notion of torsion-free, discrete quan-
tum groups. When Γ is a discrete group, C0(Γ) is torsion-free in the sense of
Meyer if and only if Γ is torsion-free. For compact groups G the dual Ĝ, or ac-
tually C∗(G), is torsion-free precisely when G satisfies the Hodgkin condition,
that is G is connected with torsion-free fundamental group. As is shown in [45],
for compact Lie groups there exists Künneth formulas and UCT:s in KKG if G

satisfies the Hodgkin condition. So the notion of torsion-free, discrete quantum
groups plays an important role for homological algebra of C∗-algebras.

Definition 2.7.1 ([34]). A discrete quantum group S is torsion-free if every coac-

tion of Ŝ on a finite-dimensional C∗-algebra A is equivariantly Morita equivalent

to direct sums of C with the trivial coaction.

Suppose that G is a compact, connected Lie group satisfying the Hodgkin
condition. Let T ⊆ G be a maximal torus of rank n and w the Weyl group. Then,
by [48], the representation ring R(T ) is a free R(G)-module of rank |w|. As is
shown in [36], and reviewed below in Lemma 4.3.1, this implies that there
exists a natural isomorphism KKG(A,C|w|) ∼= KKT (A,C). So the fact that the
quantum group Ĝ is torsion-free follows from the classical result that T̂ = Zn

is torsion-free.

Lemma 2.7.2. Suppose that F is a twist of the regular, reduced quantum group

Ŝ and A has a continuous, reduced coaction of S. Then there exist a C∗-algebra B

with a continuous, reduced coaction of SF̂ such that A∼= B as C∗-algebras and an

equivariant Morita equivalence (A⋊r S)F ⋊r ŜF ∼M B.

Proof. Letting B := A as a C∗-algebra we know that (A⋊r S)F ⋊r ŜF
∼= B ⊗

K (HS) by TTT-duality. If B may be given a coaction of SF̂ such that the
coaction of the left hand side in the TTT-isomorphism coincides with that of
(B ⋊r SF̂ )⋊r ŜF , the statement of the lemma follows. Let Bs := B ⊗K (HS)

with the coaction of SF̂ induced from the left hand side of the TTT-isomorphism
from Theorem 2.4.8. Letting V̂F denote the right regular corepresentation of
ŜF , the coaction on Bs is induced by V̂F .
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On the other hand, suppose that we have a continuous, reduced coaction
∆B of SF̂ on B. Then if we define B′s := B⊗K (HS) with coaction induced from
the Takesaki-Takai isomorphism B′s

∼= (B⋊r SF̂ )⋊r ŜF the coaction on a⊗k ∈ B′s
would be given by

∆B′s
(a⊗ k) = (V̂F )23(∆B(a)13 · 1B ⊗ k⊗ 1)(V̂ ∗F )23

Using this as motivation, we define the ∗-homomorphism δB : B→M (B′s⊗SF̂ )

by
δB(a) = (V̂

∗
F )23(∆Bs

(a⊗ 1))(V̂F )23.

Let us prove that δB restricts to a coaction ∆B : B→MSF̂
(B ⊗ SF̂ ). For a ∈ B,

then for all k ∈K (HS)

δB(a) · 1⊗ k⊗ 1= (V̂ ∗F )23(∆Bs
(a⊗ 1))(V̂F )23 · 1⊗ k⊗ 1=

= (V̂ ∗F )23(∆Bs
(a⊗ k))(V̂F )23 = 1⊗ k⊗ 1 · (V̂ ∗F )23(∆Bs

(a⊗ 1))(V̂F )23 =

= 1⊗ k⊗ 1 · δB(a).

So δB(a) ∈ (1⊗K (HS)⊗ 1)′, therefore it is of the form δB(a) = ∆B(a)13 for
a unique element ∆B(a) ∈ M (B ⊗ SF̂ ). Since ∆Bs

is a reduced coaction this
implies that ∆B(a) ∈MSF̂

(B⊗ SF̂ ) and that ∆B defines a reduced coaction on
B. The coaction ∆B is continuous since

[∆B(B)13 · 1⊗K ⊗ 1 · 1⊗ 1⊗ SF̂ ] = [∆Bs
(Bs) · 1Bs

⊗ SF̂ ] = B⊗K ⊗ SF̂ .

Let B be given the coaction ∆B, it follows directly from the definition that
∆Bs
=∆B′s

. Thus we have in an equivariant fashion

(A⋊r S)F ⋊r ŜF
∼= (B⋊r SF̂ )⋊r ŜF ∼M B.

Theorem 2.7.3. If S is discrete, torsion-free and F a twist of S, then SF is also

discrete, torsion-free.

Proof. The property of being discrete is invariant under twist. Suppose that
A ∈ C∗ÓSF

is finite-dimensional. Consider the object Ã := (A⋊r
ÓSF )F ∗ ∈ C∗S .

Since A is of finite dimension, Lemma 2.7.2 implies that there is an equivariant
Morita equivalence from Ã⋊r S to a finite-dimensional C∗-algebra. Since S is
torsion-free, Ã⋊r S is Morita equivalent to Ck for some k. So we can conclude
that

A∼M (Ck
⋊r Ŝ)F ⋊r SF

∼=Ck ⊗K (HS)∼M Ck.
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In [34] the question was posed whether duals of the Woronowicz deforma-
tions are torsion-free? Theorem 2.7.3 unfortunately does not answer this ques-
tion since the Drinfeld-Jimbo twists are not twists, just cocycle twists. Though
it seems as if the theory developed previously in the thesis generalize to quasi-
coactions and cocycle twists.



Chapter 3

Equivariant KK-theory

Equivariant KK-theory was first introduced in [22] by Kasparov in the study
of the Baum-Connes conjecture. The viewpoint on KK as a category was in-
troduced by Higson in [19]. The KK-theory was generalized to KK-theory
equivariant with respect to a Hopf-C∗-algebra by Baaj-Skandalis in [3]. We will
review their construction and show that KKS forms a triangulated category.
We will through out this chapter assume S to be a separable, regular, reduced
locally compact quantum group.

This chapter consists only of known results. However, the proofs of some
results have only been published in the non-equivariant setting. So the main
part of every proof consists of reducing the theory to the non-equivariant setting
and use old results. The final section on the triangulated structure on KKS is
again old results, but the approach using the E x t-invariant in the setting of
quantum groups is new. The idea is due to Nest who suggested this approach
since the classical approach using generalized homomorphisms does not work
satisfactory for KK-categories over topological spaces which is needed in the
study of the Baum-Connes property (see [35]).

3.1 Kasparov modules

Definition 3.1.1 (Kasparov module, Definition 2.1.1 of [26]). Suppose that E
is a graded A− B-Hilbert bimodule and that F ∈ LB(E ) is an odd operator such

that for all a ∈ A

π(a)(F∗ − F), π(a)(F2 − 1), [F,π(a)] ∈KB(E ), (3.1)

where π : A→ LB(E ) defines the left action of A on E . Then the pair (E , F) is

called an A− B-Kasparov module and F a Kasparov operator.

37



Equivariant KK-theory and twists 38

If π(a)(F∗ − F) = π(a)(F2 − 1) = [F,π(a)] = 0 for all a ∈ A we say that
the A− B-Kasparov module (E , F) is trivial. A simple example of a Kasparov
module to keep in mind is on a closed manifold M and A = C(M), B = C, E
being L2-sections on a vector bundle E+ ⊕E−, P a self-adjoint elliptic pseudo

differential operator from E+ to E− of order 0 and F =

�
0 Q

P 0

�
where Q is a

parametrix for P.

Definition 3.1.2 (S-equivariant Kasparov module, Definition 3.1 of [3]). If A

and B are graded S−C∗-algebras, E a graded S-equivariant A−B-Hilbert module

and (E , F) is an A− B-Kasparov module satisfying

(π⊗ id)(y)
�

F ⊗C idS − VE (F ⊗∆B
1)V ∗E

�
∈K (E ⊗ S), (3.2)

for all y ∈ A⊗ S the A− B-Kasparov module (E , F) is called S-equivariant.

Recall that the operator VE ∈ L (E ⊗∆A
(A⊗ S),E ⊗ S) is the admissible

unitary defining the coaction of S on E , see more in Proposition 2.3.4. If an op-
erator F ∈ LB(E ) satisfies equation (3.2) we say that F is almost S-equivariant.
If T ∈ LB(E ,E ′) satisfies that

(T ⊗C idS)VE = VE ′(T ⊗∆B
1)

the operator T is an S-equivariant mapping of Hilbert modules. If E = E ′

we will say that T is S-invariant. Suppose that (E1, F1) and (E2, F2) are two
equivariant A− B-Kasparov bimodule and that U ∈ LB(E2,E1) is an even S-
equivariant unitary. If U intertwines the representations of A and F1 = UF2U∗

we say that U is an isomorphism of equivariant A− B-Kasparov modules.
Let ES(A, B) denote the set of isomorphism classes of countably generated,

S-equivariant A− B-Kasparov modules. If (E1, F1), (E2, F2) ∈ ES(A, B) we define
their direct sum by

(E1, F1)⊕ (E2, F2) := (E1 ⊕E2, F1 ⊕ F2).

The direct sum of two equivariant A− B-Kasparov modules is again an equiv-
ariant A− B-Kasparov module. The set ES(A, B) forms an abelian monoid un-
der direct sum of Kasparov modules, since (E1 ⊕ E2, F1 ⊕ F2) is isomorphic to
(E2 ⊕ E1, F2 ⊕ F1). A trivial A− B-Kasparov module (E , F) such that F is S-
invariant is called a trivial S-equivariant A− B-Kasparov module. Let DS(A, B)

denote the set of countably generated trivial S-equivariant A−B-Kasparov mod-
ules. The set DS(A, B) forms a submonoid of ES(A, B).
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An equivariant ∗-homomorphism f : B → C induces an additive mapping
f∗ : ES(A, B) → ES(A, C) by viewing C as a B − C-Hilbert bimodule via f and
defining

f∗(E , F) = (E ⊗B C , F ⊗B 1).

Similarly, if f : A→ C is an equivariant ∗-homomorphism, f induces an additive
mapping f ∗ : ES(C , B) → ES(A, B). Using associativity of tensor products it
follows that ES is functorial in it’s arguments.

Consider the C∗-algebra B[0,1] := B ⊗ C[0,1] with trivial coaction on
C[0,1]. For every t ∈ [0,1], point evaluation at t induces an equivariant
∗-homomorphism πt : B[0,1]→ B. If there exists an equivariant A− B[0,1]-
Kasparov module (E , F) such that (π0)∗(E , F) = (E0, F0) and (π1)∗(E , F) =

(E1, F1) we say that (E0, F0) and (E1, F1) are directly homotopic. The notion of
direct homotopy is clearly a symmetric and reflexive relation between Kasparov
modules. The equivalence relation generated by direct homotopy is called ho-
motopy equivalence. We will let [(E , F)] denote the homotopy class of (E , F)

and
KKS(A, B) := ES(A, B)/ ∼h .

Lemma 3.1.3 (Lemma 2.1.20 of [26]). If (E , F) ∈ DS(A, B) then [(E , F)] =

[(0,0)].

Just to get a feeling for the theory we present the short proof from [26].

Proof. Define Ẽ := E ⊗C C0(0,1] with trivial coaction and grading on C0(0,1].
Clearly (Ẽ , F ⊗ 1) forms an equivariant A− B[0,1]-Kasparov module. Since

(π1)∗(Ẽ , F ⊗ 1) = (E , F) and (π0)∗(Ẽ , F ⊗ 1) = (0,0)

the proposition follows.

Proposition 3.1.4 (Theorem 2.1.23 of [26] and Proposition 3.3 of [3]). The

set KKS(A, B) forms an abelian group induced by the monoid structure of ES(A, B).

We refer the reader to the proof in [26]. Besides the straight forward check
that direct sum is independent of representative of the homotopy class, the
proof consists of proving that [(−E ,−F)] is an inverse to [(E , F)]. Recall from
Chapter 2.3 that−E denotes the Hilbert module E with opposite grading. Func-
toriality of KKS is a consequence of functoriality of ES , we state this fact as a
proposition and refer the reader to the proof in [26].

Proposition 3.1.5 (Lemma 2.1.26 of [26] and Proposition 3.5 of [3]). Letting

Ab denote the category of abelian groups, the mapping (A, B) 7→ KKS(A, B) defines

a functor C∗S × C∗S → Ab contravariant in it’s first argument and covariant in it’s

second argument.
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If B =C, we obtain a contravariant functor A 7→ KKS(A,C) which coincides
with the equivariant K-homology K∗S(A). If we fix the first variable to A = C,
we obtain a covariant functor B 7→ KKS(C, B). This does in fact coincides
with the equivariant K-theory KS

∗ (B). For a proof of this statement in the non-
equivariant setting, see [7]. The equivariant version is proven in the same way.

The motivating example for the definition of K-homology by Atiyah was
when A = C(M), for a smooth, closed riemannian manifold M . If E → M is
a graded hermitian vector bundle and D an odd self-adjoint first order elliptic
pseudo-differential operator on E, then letting F := D/(1+ D2)−1/2 the pair
(L2(E), F) forms a C(M)−C-Kasparov module.

Suppose that A∼M B via the equivariant imprimitivity A− B-bimodule AEB ,
these notions were defined above in Chapter 2.3. Given a graded S−C∗-algebra
C we consider the mapping ⊗AEB : ES(C ,A)→ ES(C , B) given by

(E0, F)⊗A EB := (E0 ⊗A EB, F ⊗A 1).

Clearly ⊗AEB is an additive map, independent of homotopy class so it induces
a mapping ⊗AEB : KKS(C ,A)→ KKS(C , B). This mapping is in fact an isomor-
phism with inverse induced by the dual imprimitivity bimodule

⊗BE
∗
A : ES(C , B)→ ES(C ,A).

To show this, observe that as graded A− A-Hilbert bimodules respectively as
B− B-Hilbert bimodules

AEB ⊗B E
∗
A
∼= A and BE

∗
A ⊗A EB

∼= B.

So it follows that the compositions

(⊗AEB) ◦ (⊗BE
∗
A) : KKS(C , B)→ KKS(C , B) and

(⊗BE
∗
A) ◦ (⊗AEB) : KKS(C ,A)→ KKS(C ,A)

are the identity maps. Thus, we may conclude the following proposition:

Proposition 3.1.6. If we assume that A ∼M B, there is a natural isomorphism

KKS(C ,A)∼= KKS(C , B) for all C ∈ C∗Z2,S.

From Proposition 2.3.6 it follows that KKS(C ,A) ∼= KKS(C ,A⊗K ) for all
A, C ∈ C∗Z2,S. The same kind of stability holds for the first variable of the KKS-
functor.
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Proposition 3.1.7 (Proposition 17.8.7 of [7]). Consider the C∗-algebra A⊗K
with the coaction defined in Proposition 2.3.6. There is a natural isomorphism

KKS(A, B) ∼= KKS(A⊗K , B)

for all B ∈ C∗Z2,S .

The proof in [7] is in the non-equivariant setting. We will present a proof
that reduces the isomorphism KKS(A, B) ∼= KKS(A⊗K , B) to the isomorphism
KKS(A, B) ∼= KKS(A⊗K0, B) where K0 has trivial coaction and then use the
methods from [7].

Proof. By the remark after Proposition 3.1.6 it is sufficient to show existence of
a natural isomorphism

KKS(A, B) ∼= KKS(A⊗K , B ⊗K ).

Define the mapping τ : KKS(A, B) → KKS(A⊗ K , B ⊗ K ) by τ[(E , F)] :=
[(E ⊗K , F ⊗ 1)], where E ⊗K denotes the external tensor product between
E and the equivariant K −K -Hilbert bimodule K (HS).

Let K0 denote the compact operators on ℓ2(N) with trivial coaction of S.
Since the coaction of S on K is given by ∆K (k) = Ad(V )(k ⊗ 1) by viewing
V ∈M (K ⊗ S), there is an isomorphism

t : KKS(A⊗K , B ⊗K )
∼
−→ KKS(A⊗K0, B⊗K0)

given by defining t[(E , F)] to be the Hilbert module E with coaction (1A⊗V )◦
δE .

Now let p ∈ K0 denote a rank-one projection and define e : A→ A⊗K0 as
the graded, equivariant ∗-homomorphism e(a) := a⊗ p. Define

τ′0 : KKS(A⊗K0, B ⊗K0)→ KKS(A, B)

by τ′0[(E , F)] := e∗[(E ⊗B⊗K0
(B⊗ ℓ2(N)), F ⊗ 1)]. We combine the two maps

τ′0 and t to define a mapping:

τ′ := τ′0 ◦ t : KKS(A⊗K , B ⊗K )→ KKS(A, B).

The remaining part of the proof consists of showing that τ′ is an inverse to τ.
Take an equivariant A− B-Kasparov module (E , F) and consider τ′τ[(E , F)].
This element can be represented by

e∗[(E ⊗ ℓ2(N), F ⊗ 1)] = [(E , F)] + e∗[(E ⊗ (1− p)ℓ2(N), F ⊗ 1)] = [(E , F)].

It follows that τ′ is a left inverse to τ. The proof that τ′ is a right inverse is
analogous and may be found in [7] or [26].
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Recall the reduced crossed product functor ⋊rS : C∗Z2,S → C
∗,rZ2,Ŝ

from Chap-

ter 2.3. This functor will be of great importance when studying category theo-
retical aspects of equivariant KK-theory. Let E be a graded, equivariant A− B-
Hilbert bimodule. Define the graded A⋊r S − B⋊r S-Hilbert bimodule

E ⋊r S := E ⊗∆B
B⋊r S.

This is in fact a graded, Ŝ-equivariant A⋊r S − B ⋊r S-Hilbert bimodule under
the coaction

δE⋊r S(x ⊗ b) := (tx ⊗ 1)∆B⋊rS(b).

If (E , F) is an equivariant A− B-Kasparov module, we define

(E , F)⋊r S := (E ⋊r S, F ⊗ 1).

The pair (E ⋊r S, F ⊗1) clearly forms an Ŝ-equivariant A⋊r S−B⋊r S-Kasparov
module. Furthermore, the Kasparov operator F ⊗ 1 is Ŝ-equivariant.

Theorem 3.1.8 (Baaj-Skandalis duality). The functor ⋊rS : C
∗,r
S → C

∗,r
Ŝ

induces

a natural isomorphism

JS : KKS(A, B)
∼
−→ KKŜ(A⋊r S, B ⋊r S).

Proof. Given an element α = [(E , F)] ∈ KKS(A, B) we define JS(α) to be given
by the homotopy class of the Kasparov module (E ⋊r S, F ⊗ 1). Since JS(α) is a
homotopy class, it will be independent of the homotopy class of (E , F).

To show that JS is an isomorphism, we observe that by Takesaki-Takai du-
ality (see Theorem 2.3.9), JŜJS = τ, where τ is the mapping from the proof
of Proposition 3.1.7. Since τ is an isomorphism, JS is injective. By Pontryagin
duality, JS is surjective.

This duality was proved in [3] as Theorem 6.20 in the classical setting
S = C0(G). In Remark 7.7.b of [3] it was stated that JS is an isomorphism
for arbitrary separable, regular quantum group S. However the line of proof is
standard and analogous to that of the case S = C0(G) in [3].

Let Cn := Cℓ(Cn) denote the graded Clifford algebra of Cn. This finite
dimensional C∗-algebra has a grading induced from the mapping v 7→ −v onCn. Given a graded C∗-algebra B we define the graded S − C∗-algebra B(n) :=
B ⊗Cn with the tensor grading and trivial coaction on Cn. The higher KKS-
groups are defined as

KKn
S (A, B) := KKS(A, B(n)).
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Another approach to the higher KKS-groups is to use the suspension functor
ΣA := C0(R)⊗ A and define KKn

S (A, B) := KKS(A,ΣnB). As is shown below in
Proposition 3.4.6 these two definitions are, up to a natural isomorphism, the
same. But the proof of Bott periodicity becomes a bit more tricky using the
suspension functor.

Proposition 3.1.9 (Bott periodicity). For n ∈N there is a natural isomorphism

KKn
S (A, B) ∼= KKn+2

S (A, B).

Proof. By Proposition 3.1.6 it is sufficient to prove that Cn ∼M Cn+2, since
this induces an equivariant Morita equivalence B ⊗Cn ∼M B ⊗Cn+2. We will
prove the claim by induction on n. For n = 0 we have that C0 = C. SinceC2
∼=KC(C2) for a suitable non-trivial grading on C2, the Morita equivalenceC∼M C2 follows. Suppose that the claim holds for all k < n, and let V denote

an imprimitivity bimodule from Cn−1 to Cn+1. There is a graded isomorphismCm+1
∼= C1 ⊗Cm for all m. Thus C1 ⊗ V may be viewed as a graded Cn −Cn+2-Hilbert bimodule. Since V is a Cn−1 −Cn+1-imprimitivity bimodule, the

bimodule C1⊗ V forms an imprimitivity bimodule from Cn to Cn+2.

A consequence of Bott periodicity is that we may view the group

KK∗S(A, B) :=
⊕
n≥0

KKn
S (A, B)

as a Z2-graded abelian group.

If A and B are trivially graded, the description of KK1
S (A, B) may be simpli-

fied somewhat. Then we may in fact skip the gradings totally. Suppose that
E is a trivially graded equivariant A− B-Hilbert module and that F ∈ LB(E )
is an almost equivariant operator satisfying the equations in (3.1). Then we
say that (E , F) is an equivariant KK1-cycle for A, B. Notice that in this setting
the graded commutators in equation (3.1) coincide with the usual commutator

since everything is trivially graded. Let dKK
1
S(A, B) denote the group of homo-

topy classes of equivariant KK1-cycles for A, B.
Define the B-Hilbert module HB := ℓ2(N)⊗ B and the B(1)-Hilbert module

ĤB := HB ⊗ C1. They form graded, equivariant Hilbert modules under the
action and grading induced from B respectively B(1). So HB is a trivially graded
B-Hilbert module and ĤB decomposes as a right B-module as ĤB = HB ⊕ HB.
We will view HB and ĤB as graded, equivariant A− B-Hilbert bimodules in the
trivial action of A.
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Theorem 3.1.10 (Proposition 3.3.6 of [26]). If A and B are trivially graded

and (Ẽ , F̃) is an equivariant A−B(1)-Kasparov module there exists an equivariant

KK1-cycle (E , F) for A, B such that

(Ẽ ⊕ ĤB, F̃ ⊕ 0)∼= (E ⊗C1, F ⊕ (−F)).

The mapping [(Ẽ , F̃)] 7→ [(E , F)] is a well defined natural isomorphism

KK1
S (A, B)

∼
−→dKK

1
S(A, B).

Proof. By the Kasparov stabilization theorem (see Theorem 1.1.24 of [26])
there is a graded isomorphism Ẽ ⊕ ĤB

∼= ĤB = HB⊗C1 as B(1)-Hilbert modules.
Define E := HB with the coaction of S induced from this isomorphism. Since
the A-action on Ẽ ⊕ ĤB is graded there exists an equivariant representation
π : A → LB(E ) such that π ⊕ π induces the A-action on Ẽ ⊕ ĤB

∼= E ⊗C1.
Since F̃ ⊕ 0 is odd, it induces an operator of form F ⊕ (−F). That (E , F) is an
equivariant KK1-cycle for A, B follows from that (Ẽ⊕ĤB, F̃⊕0) is an equivariant
A− B-Kasparov module.

The proof in [26] is in the non-equivariant setting. The difference from
the equivariant setting is that one can assume E = HB in the non-equivariant
setting.

3.2 Invertible extensions and KK1
S

In this section we will present the theory of extensions for trivially graded
S − C∗-algebras. This has been studied for C∗-algebras with a group action
in [50] and is thoroughly studied in the non-equivariant case in [26]. We will
assume that all C∗-algebras are trivially graded in this section.

For B ∈ C
∗,r
S we will let Bs := B⊗K with trivial coaction onK . Consider a

short exact sequence in C
∗,r
S

0→ Bs → E
p
−→ A→ 0.

If E fits into such a short exact sequence we will say that E is a stable equivari-
ant extension of A by B. We say that this extension is semi-split if there exists an
equivariant, completely positive mapping s : A→ E such that ps = idA. Two sta-
ble equivariant extensions E and E′ are said to be unitarily equivalent if there
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exist a ∗-homomorphism Ψ : E → E′ and an S-invariant unitary u ∈ M (Bs)

such that the following diagram commutes

0 −−−→ Bs −−−→ E
ϕ
−−−→ A −−−→ 0yAd(u)

yΨ


0 −−−→ Bs −−−→ E′
ϕ′

−−−→ A −−−→ 0

(3.3)

If u = 1, then E and E′ are said to be weakly isomorphic. Because of the
five lemma for vector spaces, if Ψ fits into a unitary equivalence then Ψ is a
∗-isomorphism. So the notion of being unitarily equivalent is an equivalence
relation.

Let Q(Bs) := M (Bs)/Bs denote the corona algebra of Bs and define qB :
M (Bs)→ Q(Bs) to be the canonical projection. Since Bs is an S-invariant ideal
in E there is an equivariant mapping iE : E → M (BS) by the universal prop-
erty of the multiplier algebra. Define the equivariant mapping βE : A→ Q(Bs)

by a 7→ qB(iE(p
−1(a))). The mapping βE is a well defined ∗-homomorphism,

since qB(iE(p
−1(a))) is independent of what pre-image of a one chooses. The

∗-homomorphism βE is called the Busby mapping of E. If βE lifts to an equivari-
ant ∗-homomorphism π : A→M (Bs) we say that βE is a trivial Busby mapping.
Two Busby maps βE and βE′ are said to be unitarily equivalent if there exist a
u ∈M (BS) such that qB(u) is an S-invariant unitary and βE = Ad(qB(u))βE′.

Proposition 3.2.1. Two stable equivariant extensions E and E′ are weakly iso-

morphic if and only if βE = βE′ . Furthermore, E and E′ are unitarily equivalent

if and only if βE and βE′ are unitarily equivalent.

For the proof of this Proposition, see Theorem 3.1.2 and Lemma 3.2.2 of
[26]. Although in [26], a stronger equivalence is used, it follows by Proposi-
tion 15.6.4 of [7] that it generalizes to our notion of unitary equivalence. The
reason for this correspondence between these equivalences is that all informa-
tion that is contained in the weak isomorphism class of an extension can be
found in the Busby map.

Theorem 3.2.2. Given an equivariant β : A→Q(Bs) there is a stable equivariant

extension Eβ of A by B which is unique up to weak isomorphism.

Compare this theorem to Theorem 3.1.4 of [26] and it’s generalization to
group equivariant extensions which is contained in Theorem 2.1 of [50]. The
definition of Eβ as a C∗-algebra is rather straight forward, the problem lies in
showing that it has a well behaved coaction of S.
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Proof. Uniqueness follows from Proposition 3.2.1. To prove existence of Eβ ,
define

Eβ := {a⊕ x ∈ A⊕M (Bs) : β(a) = qB(x)}.

The projection Eβ → A and the embedding Bs ,→ Eβ induces a short exact
sequence of C∗-algebras

0→ Bs → Eβ → A→ 0. (3.4)

What remains of the existence part of the proof is to construct a reduced, con-
tinuous S-coaction on Eβ making the sequence (3.4) equivariant. From the S-

coactions on A and Bs we can construct the ∗-homomorphism∆Eβ
:=∆A⊕∆Bs

:

Eβ →M (Eβ ⊗ S), where ∆Bs
denotes the extension of ∆Bs

toM (Bs). If ∆Eβ

defines a reduced, continuous coaction, then this clearly makes (3.4) into a
stable equivariant extension. The mapping ∆Eβ

is coassociative since ∆A and

∆Bs
are.
The Busby mapping β is equivariant by assumption, therefore we claim that

∆Eβ
(Eβ) ⊆MS(Eβ ⊗ S). Take an a⊕ x ∈ Eβ and an s ∈ S. Then consider the

element ∆Eβ
(a ⊕ x)1⊗ s = ∆A(a)1⊗ s +∆Bs

(x)1⊗ s. Since ∆A is a coaction
the first term is in A⊗ S. The second term satisfies that

(qBs
⊗ id)(∆Bs

(x)1⊗ s) = ∆Bs
(qBs
(x))1⊗ s =

= (β ⊗ id)(∆A(a)1⊗ s) ∈Q(Bs)⊗ S,

because of equivariance of β . Therefore ∆Bs
(x)1⊗ s ∈M (Bs)⊗S and ∆Eβ

(a⊕
x)1⊗ s ∈ Eβ ⊗ S.

To show continuity, consider the commutative diagram of vector spaces
with exact rows

0 −−−−→ [∆Bs
(B)1⊗ S] −−−−→ [∆Eβ

(Eβ)1⊗ S] −−−−→ [∆A(A)1⊗ S] −−−−→ 0
y


0 −−−−→ Bs ⊗ S −−−−→ Eβ ⊗ S −−−−→ A⊗ S −−−−→ 0

The five lemma implies that [∆Eβ
(Eβ)(1⊗ S)] = Eβ ⊗ S.

Let XS(A, B) denote the set of unitary equivalence classes of equivariant
∗-homomorphisms A→ Q(Bs), or equivalently the set of stable equivariant ex-
tensions of A by B. Our aim now is to construct a monoid structure on XS(A, B).

Proposition 3.2.3. There is an equivariant isomorphism M2 ⊗ Bs
∼= Bs given by

the adjoint action of an S-invariant unitary operator V = V1 ⊕ V2 : Bs ⊕ Bs → Bs

between Hilbert modules.
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Proof. It is sufficient to construct two S-invariant isometries V1, V2 ∈ M (Bs)

such that V1V ∗1 + V2V ∗2 = 1. Then V := V1 ⊕ V2 is an S-invariant unitary. Let
K denote a separable Hilbert space with trivial S-coaction. Choose a unitary
V ′ : K ⊕ K → K . Let V ′1 , V ′2 ∈ B(K) be defined by V ′(x1 ⊕ x2) := V ′1 x1 + V ′2 x2.
We may take the isometries V1 and V2 to be the image of V ′1 and V ′2 under the
equivariant, unital embedding

B(K) =M (K ) ,→M (Bs).

For β1,β2 ∈ XS(A, B), we define β1+ β2 ∈ XS(A, B) as

β1+ β2 := Ad(V ) ◦ (β1⊕ β2).

Proposition 3.2.4 (Lemma 3.1 of [50]). The set XS(A, B) forms an abelian semi-

group in the operation + independent of V .

We refer the reader to Lemma 3.1 of [50]. There the proof is in the classical
setting S = C0(G), but generalizes word by word to the setting of quantum
groups. Let X t r

S (A, B) denote the sub semigroup of trivial Busby maps. Define
the abelian monoid E x tS(A, B) as the semigroup quotient:

E x tS(A, B) := XS(A, B)/X t r
S (A, B).

We will denote the equivalence class of an extension by [E], and the equiva-
lence class of a Busby mapping by [β]. As an abuse of notation we will make
the identification [Eβ] = [β].

An important remark is that in [50], the notation E x tG(A, B) is used for the
subgroup E x t−1

C0(G)
(A, B), the group of invertible elements in E x tC0(G)

(A, B). We

use the notation E x tS(A, B) for the full extension monoid. The reason for this is
that we will return to these monoids in the more general setting of ∗-algebras in
Chapter 5 and there the full extension monoid is needed to describe analytical
properties of extensions.

Lemma 3.2.5 (Lemma 3.2 of [50]). An extension [E] ∈ E x tS(A, B) is invert-

ible if and only if there exists an operator FE ∈ M (Bs) making (Bs, FE) into an

equivariant KK1-cycle for A, Bs such that βE is unitarily equivalent to

a 7→ qB

�
1+ FE

2

�
qB(a)qB

�
1+ FE

2

�
. (3.5)

The inverse is given by the Busby mapping

a 7→ qB

�
1− FE

2

�
qB(a)qB

�
1− FE

2

�
. (3.6)
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Since the notation of [50] is somewhat different from ours, we present a
proof here. The methods are precisely the same and the generalization from
group to quantum group does not pose any problem.

Proof. Assume that E is a stable equivariant extension of A by B with Busby
mapping β1 : A→ Q(Bs) which is invertible in E x tS(A, B). By definition, there
is a mapping β2 : A→Q(Bs) and an operator U ∈M (Bs) such that

U∗(β1⊕ β2)U :A → M2 ⊗Q(Bs)

can be lifted to an equivariant ∗-homomorphism π :A → M2⊗M (Bs). Define
the almost S-invariant operator

FE := U∗

�
1 0
0 −1

�
U ∈ M2 ⊗M (Bs)

and the Busby mappings

β ′1(a) := qB

�
1+ FE

2

�
qB(a)qB

�
1+ FE

2

�
,

β ′2(a) := qB

�
1− FE

2

�
qB(a)qB

�
1− FE

2

�
.

Furthermore, for a ∈ A, we have

β1(a) = qB

�
U

1+ FE

2
U∗
�
(β1(a)⊕ β2(a))qB

�
U

1+ FE

2
U∗
�
=

= qB

�
U

1+ FE

2

�
q(π(a))qB

�
1+ FE

2
U∗
�
= qB(U)β

′
1(a)qB(U

∗),

which implies that up to unitary equivalence β ′1 is a Busby mapping for E.
Similarly, β ′2 is unitarily equivalent to β1.

Conversely assume that E has a Busby mapping given as in equation (3.5).
We define β2 as in equation (3.6), if this defines an inverse to β1 we are done.
To prove this, define the operator

U :=

� 1+FE

2
1−FE

2
1−FE

2
1+FE

2

�
,

and the operator

P2 :=
1+ FE

2
⊕

1− FE

2
.
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They satisfy that qB(U) is an S-invariant symmetry and qB(P2) is an S-invariant
projection. They are related by the equation qB(UP2U) = 1⊕ 0. We make the
observation that the Busby maps a 7→ qB(P2π⊕ π(a)P2) and a 7→ qB(P2Uπ⊕
π(a)UP2) coincides and thus defines the same extension by Proposition 3.2.1.
Since

π(a)⊕ 0− UP2U(π(a)⊕π(a))UP2U ∈ M2 ⊗ Bs

it follows that

[E] + [Eβ2
] = [qB ◦ (P2(π⊕π)P2)] = [qB ◦ (UP2U2(π⊕π)U2P2U)] =

= [qB ◦ (UP2U(π⊕π)UP2U)] = [qB ◦π⊕ 0] = 0.

Theorem 3.2.6. The mapping

[E] 7→ [(Bs ⊗K (HS), FE)]

induces a well defined, natural isomorphism of groups

E x t−1
S (A⊗K (HS), B⊗K (HS))

∼=dKK
1
S(A, Bs).

Thus there is a natural isomorphism

E x t−1
S (A⊗K (HS), B⊗K (HS))

∼= KK1
S (A, B).

We will not prove this theorem here. The proof is a straight forward gen-
eralization of the results in [50]. The generalization lies in placing the word
”quantum” in front of every occurrence of the word group.

3.3 Unbounded Kasparov modules and spectral triples

The notion of a Kasparov module has certain computational shortcomings. Sup-
pose that we have an odd zeroth order elliptic pseudo-differential operator F

acting on the graded hermitian vector bundle E→ M . Since F is of order 0 it
will in general be non-local and explicit calculations with F often become quite
nasty. A simpler approach would be to use first order differential operators.
The problem is that they do not extend to L2(E). It requires a somewhat more
technical definition of an unbounded Kasparov module as was done in [2]. At
the end of the day we may go from an unbounded Kasparov module to a Kas-
parov module so it is a finer invariant.



Equivariant KK-theory and twists 50

Suppose that E and E ′ are B-Hilbert modules. If X ⊆ E is a dense submod-
ule then a B-linear mapping T : X → E ′ is called a densely defined mapping
of Hilbert modules if there exists a dense submodule X ∗ ⊆ E ′ and a B-linear
mapping T ∗ : X ∗→E such that

〈T x , y〉E ′ = 〈x , T ∗ y〉E for x ∈ X , y ∈ X ∗.

We will denote Dom T := X and Dom T ∗ := X ∗. If T satisfies that 1+ T ∗T has
dense image we will say that T is a regular mapping of Hilbert modules, see
more in Definition 1.1 of [2].

Definition 3.3.1 (Equivariant unbounded Kasparov module). An unbounded

A− B-Kasparov module is a pair (E , D) of a graded A− B-Hilbert module E and a

regular, odd mapping D on the Hilbert module E satisfying that

1. D is self-adjoint, i.e. D = D∗.

2. For all a ∈ A, we have that π(a)(1+ D2)−1 ∈KB(E ).

3. The ∗-subalgebra A := {a ∈ A : [D,π(a)] extends to a bounded operator}
is dense in A.

If E is a graded S-equivariant A−B-Hilbert module, an unbounded A−B-Kasparov

module (E , D) is called equivariant if the operator

(π⊗ id)(a)
�

D⊗C idS − VE (D⊗∆B
1)V ∗E

�
, (3.7)

extends to a bounded operator for all a ∈ A.

If a regular operator T satisfies equation (3.7), we say that T is almost
S-invariant. If (T ⊗C idS)VE = VE (T ⊗∆B

1) we say that T is S-invariant.
Compare this definition to Definition 2.1 of [2]. They study the non-

equivariant setting. An unbounded equivariant A−C-Kasparov module will be
referred to as an equivariant spectral triple. What makes the A−C-Kasparov
module to a ”triple” is the extra information in A , so technically the spectral
triple is (A ,E , D). Spectral triples where first defined by Connes (see [11]) and
can be viewed as a metric structure on the algebra A. In [47] spectral triples
equivariant with respect to a Hopf algebra where studied, although from a very
algebraic viewpoint.

Proposition 3.3.2 (Proposition 2.2 of [2]). Assume that (E , D) is an unbounded

equivariant Kasparov module. The operator FD := D(1+ D2)−1/2 is bounded and

(E , FD) is an equivariant A− B-Kasparov module.
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Proof from [2]. We need to verify that (E , FD) is a Kasparov module and that
FD satisfies equation (3.2). By definition F∗D = FD and

π(a)(1− F2
D) = π(a)(1+ D2)−1 ∈KB(E ).

For any x ∈ LB(E ) we have that

[FD, x] = [D, x](1+ D2)−1/2 + D[(1+ D2)−1/2, x].

We can write (1+ D2)−1/2 as a strictly convergent integral

(1+ D2)−1/2 =
1

π

∫ ∞

0

t−1/2(1+ D2 + t)−1dt.

So it follows that [FD,π(a)] is compact if [D,π(a)] is bounded. The subalgebra
A ⊆ A is dense, therefore [FD,π(a)] ∈ KB(E ) for all a ∈ A. That FD satisfies
equation (3.2) follows by the same reasoning from that D is almost S-invariant.

3.4 Kasparov product and KKS as a category

One of the things that makes KK-theory into a powerful tool is the Kasparov
product. It is an associative product KKS(A, B)×KKS(B, C)→ KKS(A, C) which
is functorial in every possible sense. We will shortly review the definitions of
this product. The construction of the product is a bit technical. The material
in this chapter is based on [26] and it’s equivariant generalizations in [3]. We
refer the reader to the construction there.

Suppose that we are given two S-equivariant Kasparov modules (E1, F1) ∈
ES(A, B), and (E2, F2) ∈ ES(B, C), let π : A→L (E1) denote the corresponding
representation. Define the morphism t : E1 → LC(E2,E1 ⊗B E2) by tx1

(x2) :=
x1⊗ x2 and

t̃x :=

�
0 tx

t∗x 0

�
∈ LC((E1 ⊗B E2)⊕E2).

If we have an operator F ∈ LC(E1 ⊗B E2) such that

[ t̃x , F2 ⊕ F] ∈KC((E1 ⊗B E2)⊕E2)

we say that F is an F2-connection for E1.

Definition 3.4.1. An equivariant A−C-Kasparov module (E1⊗BE2, F) ∈ ES(A, C)

is called a Kasparov product of (E1, F1) and (E2, F2) if
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1. F is an F2-connection and

2. for a ∈ A we have that (π(a) ⊗ 1)[F1 ⊗ 1, F](π(a∗) ⊗ 1) ≥ 0 modulo

KC(E1 ⊗B E2).

We will denote a Kasparov product by (E1 ⊗B E2, F1#F2).

Theorem 3.4.2 (Theorem 5.3 of [3]). Given (E1, F1) ∈ ES(A, B) and (E2, F2) ∈
ES(B, C) there exists a Kasparov product (E1 ⊗B E2, F1#F2) ∈ ES(A, C). The

class [(E1 ⊗ E2, F1#F2)] is uniquely determined by [(E1, F1)] ∈ KKS(A, B) and

[(E2, F2)] ∈ KKS(B, C).

Thus the Kasparov product

KKS(A, B)× KKS(B, C)→ KKS(A, C),

[(E1, F1)]× [(E2, F2)] 7→ [(E1 ⊗E2, F1#F2)]

is a well defined mapping.

Theorem 3.4.3 (Theorem 5.5 of [3]). The Kasparov product is associative, func-

torial, additive and an identity is given by 1A := [(A, 0)] ∈ KKS(A,A). Further-

more, if f : B→ D is S-equivariant, α ∈ KKS(A, B), β ∈ KKS(D, C) then

f∗(α) ◦ β = α ◦ f ∗(β) in KKS(A, C).

With this as motivation, let KKS denote the category of C∗-algebras from
C
∗,r
S . The morphisms in KKS are given by

MorKKS
(A, B) := KKS(A, B).

Because of the theorem above, this is a category. The category KKS is an addi-
tive category, since the Hom-sets are abelian groups and the Kasparov product
is additive. There exists a functor ι : C

∗,r
S → KKS which is defined on objects

as ι(A) := A and given a morphism µ : A→ B we define ι(µ) as the equivariant
A− B-Kasparov module (B, 0) with A-action given by µ.

Suppose that C is an additive category. A functor F : C
∗,r
S → C is called

homotopy invariant if F(µ0) = F(µ1) for homotopic morphisms µ0 and µ1.
The functor F is called a stable functor if there exist a natural isomorphism
F(A⊗K (HS))

∼= F(A) for all A ∈ C
∗,r
S . If C is an abelian category and if every

split-exact sequence 0 → A→ B → C → 0 in C
∗,r
S is mapped to a split-exact

sequence 0→ F(A)→ F(B)→ F(C)→ 0 the functor F is called split-exact.
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Theorem 3.4.4 (Theorem 4.4 of [42]). The functor ι is the universal homotopy

invariant, stable, split-exact functor in the sense that if F : C
∗,r
S → C is a homotopy,

stable, split-exact functor into an abelian category C, there exists a functor F0 :
KKS → C such that F= F0 ◦ ι.

The proof of this theorem can be found in [42]. It consists of an argument
similar to that in [33] where the case S = C0(G), for a locally compact group
G, was proved. Both arguments consists of showing that morphisms in KKS

corresponds to homotopy classes of generalized homomorphisms.
Let AbZ2 denote the abelian category of graded abelian groups. For every

D ∈ KKS there are associated Hom-functors

KK∗S(D,−) : KKS → AbZ2 and KK∗S(−, D) : KKS → AbZ2 .

Suppose that we have three objects M i
∗ ∈ AbZ2 , for i = 1,2,3. If we have

graded mappings α : M1
∗ → M2

∗ , β : M2
∗ → M3

∗ and an odd degree mapping

γ : M3
∗ → M1

∗+1 such that M1
∗
α
−→ M2

∗
β
−→ M3

∗
γ
−→ M1

∗+1
α
−→ M2

∗+1 is exact, we will
denote this by a triangle:

M1
∗

// M2
∗

����
��

�

M3
∗

[1]::

]]::

In fact this class of triangles together with the suspension functor M∗ 7→ M∗+1

make AbZ2 into a triangulated category. We will return later to more theory
of triangulated categories. In particular we will equip KKS with a triangulated
structure. The first step in this direction is the following theorem from [3]:

Theorem 3.4.5 (Theorem 7.2 of [3]). Suppose that the short exact sequence

0 → A→ B → C → 0 is semi-split, then for every D ∈ C
∗,r
S this exact sequence

induces triangles in AbZ2:

KK∗S(A, D) // KK∗S(B, D)

xxqqqqqqqq

KK∗S(C , D)

[1]MMM

ffMMM
and

KK∗S(D,A) // KK∗S(D, B)

xxqqqqqqqq

KK∗S(D, C)

[1]MMM

ffMMM

Furthermore, if 0→ A→ B→ C → 0 splits, the degree 1 maps vanishes.
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Recall from Chapter 3.2 that a short exact sequence of S − C∗-algebras is
called semi-split if it admits a completely positive, equivariant splitting. The
exact sequences of Theorem 3.4.5 contains six terms. Therefore they are often
referred to as six-term exact sequences.

We define the functor Σ : KKS → KKS by ΣA := C0(R)⊗ A, where C0(R)
has the trivial S-coaction. On morphisms α = [(E , F)] ∈ KKS(A, B) we define
Σ(α) := [(E ⊗ C0(R), F ⊗ 1)].

Proposition 3.4.6 (Reformulation of Bott periodicity). The functor Σ satisfies

Σ2 ∼= id and there is a natural graded isomorphism

KK∗S(A,ΣB)∼= KK∗+1
S (A, B).

The proof is based on an argument from the proof of Theorem 19.2.1 of
[7].

Proof. Consider the semi-split exact sequence of C∗-algebras

0→ C0(R)→ C0(0,1]→C→ 0.

This is semi-split since a splitting can be chosen as a cutoff around the point 1.
Given A, B ∈ KKS we may tensor this sequence with B and apply KKS(A,−). By
Theorem 3.4.5 there is an exact triangle

KK∗S(A,ΣB) // KK∗S(A, C0(0,1]⊗ B)

vvllllllllll

KK∗S(A, B)

[1]NNN

ffNNN

If KK∗S(A, C0(0,1]⊗B) = 0 it follows that the mapping KK∗+1
S (A, B)→ KKS(A,ΣB)

is an isomorphism. Take a t ∈ [0,1] and consider the the mapping

πt : C0(0,1]⊗ B→ C0(0,1]⊗ B

defined on a f ∈ C0((0,1], B)∼= C0(0,1]⊗B as πt( f )(s) := f (st). Then π1 = id
and π0 = 0. It follows that 0= id∗ : KK∗S(A, C0(0,1]⊗B)→ KK∗S(A, C0(0,1]⊗B)

and KK∗S(A, C0(0,1]⊗ B) = 0.
In a similar fashion one can prove that KK∗S(ΣA, B) ∼= KK∗+1

S (A, B). It fol-
lows that KKS(ΣA, B) ∼= KKS(A,ΣB), therefore Σ is it’s own adjoint functor.
Since Σ is it’s own adjoint, it follows by Bott periodicity that Σ2 ∼= id.
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An interesting remark is that one may construct an explicit inverse to the
isomorphism KK∗+1

S (A, B) → KKS(A,ΣB) by identifying C0(R) with the sub-
algebra {a ∈ C(T) : a(1) = 0} ⊆ C(T) via a homeomorphism R ∼= T \ {1}
and considering the C∗-algebra T0 of Toeplitz operators on T with symbols in
C0(R). These algebras fits into a semi-split exact sequence

0→K →T0→ C0(R)→ 0.

If we tensor this semi-split exact sequence with B we obtain a semi-split exten-
sion

0→ B⊗K → B ⊗T0→ ΣB→ 0.

Applying KKS(A,−) to this semi-split exact sequence and using Theorem 3.4.5,
the boundary mapping KK∗S(A,ΣB)→ KK∗+1

S (A, B) is in fact an inverse. This is
the content of Theorem 19.2.1 of [7]. For an elegant proof of that the mapping
KK∗S(A,ΣB)→ KK∗+1

S (A, B) is an isomorphism, see in the proof of Theorem 4.7
of [12]. There the proof consists of showing that for any B the C∗-algebra any
homotopy stable functor sends B ⊗T0 to 0. In our setting, the Yoneda lemma
implies that B⊗T0

∼= 0.

3.5 Triangulated categories

The viewpoint on KKS as a category might seem as nothing more than just a
viewpoint. But the category structure together with a triangulated structure
becomes a powerful tool to study homological algebra for C∗-algebras. In this
section we will very shortly review the definition of triangulated categories
and some of their properties. We follow the convention from [35] to place
suspension to the left in triangles. This is equivalent to the definition in [38] of
a triangulated category except that the suspension functor Σ is replaced by the
de-suspension functor Σ−1.

The material is based on Chapter 1 of Neeman’s book [38]. We follow the
approach of Neeman using the mapping cone axiom instead of the equivalent
octahedral axiom, these results can also be found in [38] and more thoroughly
explained in [39]. As previously remarked, we follow the convention from
[35], placing suspensions to the left in triangles, so our triangulated categories
are triangulated categories in the conventions of [38] if the suspension functor
is replaced by the de-suspension functor. For an easily accessible introduction
to triangulated categories and derived categories, see [23].



Equivariant KK-theory and twists 56

We will throughout this chapter assume that T is an additive category and
that there exist an additive automorphism Σ of T. So T is a suspended category
and we refer to Σ as the suspension functor.

A sequence of morphisms ΣZ → X → Y → Z is called a candidate triangle
if any composition of morphisms in the sequence is 0. Given two candidate
triangles ΣZ → X → Y → Z and ΣZ ′ → X ′ → Y ′ → Z ′ if the three mor-
phisms f : X → X ′, g : Y → Y ′ and h : Z → Z ′ makes the following diagram
commutative

ΣZ −−−→ X −−−→ Y −−−→ Z

Σh

y f

y g

y h

y
ΣZ ′ −−−→ X ′ −−−→ Y ′ −−−→ Z ′

we say that f , g,h is a morphism of candidate triangles. If f , g and h are iso-
morphisms we say that they form an isomorphism of candidate triangles. If ∆
is a class of candidate triangles in T we say that a candidate triangle in ∆ is a
distinguished triangle.

Definition 3.5.1 (Definition 1.1.2 of [38]). The suspended category T, equipped

with a class ∆ of candidate triangles, is called a pre-triangulated category if it

satisfies the following axioms:

(TR0) The class ∆ is closed under isomorphism of candidate triangles and the

candidate triangle

0→ X
id
−→ X → 0

is distinguished.

(TR1) Any morphism f : X → Y fits into a distinguished triangle

ΣZ → X
f
−→ Y → Z .

(TR2) Given two candidate triangles

ΣZ
Σw
−→ X

u
−→ Y

v
−→ Z ,

ΣX
−Σu
−−→ ΣY

−v
−→ Z

−w
−→ X ,

and if one of them is distinguished, so is the other.

(TR3) If g : Y → Y ′ and h : Z → Z ′ are morphisms making the following diagram

commutative
ΣZ −−−→ X −−−→ Y −−−→ Z

g

y h

y
ΣZ ′ −−−→ X ′ −−−→ Y ′ −−−→ Z ′

,
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where the rows are distinguished triangles, there exists an f : X → X ′

making the diagram

ΣZ −−−→ X −−−→ Y −−−→ Z

Σh

y f

y g

y h

y
ΣZ ′ −−−→ X ′ −−−→ Y ′ −−−→ Z ′

into a morphism of candidate triangles.

A distinguished triangle will in short be referred to as a triangle in T.

We will sometimes denote a triangle by

X // Y

����
��

�

Z

[1]88

[[88
.

The reason for the [1] over the arrow Z → X being that it is an arrow of degree
1, that is, a morphism ΣZ → X .

The very useful Remark 1.1.3 from [38] states that the condition on the
members of ∆ to be candidate triangles is redundant. If ∆ is a class of se-
quences ΣZ → X → Y → Z satisfying the axioms (TR0), (TR2) and (TR3) is
automatically a class of candidate triangles. So when defining the class of tri-
angles in a pre-triangulated category it is not needed that they are candidate
triangles.

If T is a pre-triangulated category, so is it’s dual Top with suspension functor
−Σ. The triangles in Top are the triangles dual to those in T.

Definition 3.5.2 (Definition 1.1.7 of [38]). Let C denote an abelian category.

A covariant functor H : T → C is said to be homological if for every triangle

ΣZ → X → Y → Z the sequence

H(X )→ H(Y )→ H(Z)

is exact in C. If H : Top → C is homological, we say that H is a cohomological

functor on T.

The motivation for this terminology is that we may define Hn(X ) := H(ΣnX )

for n ∈ Z. So we obtain a functor H∗ : T→ CZ and a triangle in CZ:

H∗+1(Z)→ H∗(X )→ H∗(Y )→ H∗(Z).
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Lemma 3.5.3 (Lemma 1.1.10 of [38]). If X ∈ T the functors HomT(X ,−) and

HomT(−, X ) are homological respectively cohomological.

The proof of this lemma is a rather straight forward application of Axiom
(TR3) and can be found in [38]. The next proposition is a consequence of this
lemma and the five lemma for abelian categories. Again the proof can be found
in [38].

Proposition 3.5.4 (Proposition 1.1.20 of [38]). Suppose that we have a mor-

phism of triangles

ΣZ −−−→ X −−−→ Y −−−→ Z

Σh

y f

y g

y h

y
ΣZ ′ −−−→ X ′ −−−→ Y ′ −−−→ Z ′

If two of the morphisms f , g and h are isomorphisms, then so is the third.

If we are given a mapping f : Y → Z and use Axiom (TR1) to complete this
to a triangle ΣZ → X → Y → Z then X is determined up to an isomorphism,
which in general is not canonical. This follows since if X ′ is another choice we
may use Axiom (TR3) to complete the diagram

ΣZ −−−→ X −−−→ Y −−−→ Z

id

y id

y
ΣZ ′ −−−→ X ′ −−−→ Y ′ −−−→ Z ′

with a morphism f : X → X ′ which by Proposition 3.5.4 is an isomorphism.

Corollary 3.5.5 (Proposition 1.2.1 of [38]). Suppose that we have a set Λ and

for each λ ∈ Λ a triangle ΣZλ→ Xλ→ Yλ→ Zλ. If the direct products
∏
λ∈Λ Xλ,∏

λ∈Λ Yλ and
∏
λ∈Λ Zλ exists in T the candidate triangle

Σ

 ∏

λ∈Λ

Zλ

!
→
∏

λ∈Λ

Xλ→
∏

λ∈Λ

Yλ→
∏

λ∈Λ

Zλ

is distinguished. Similarly, ff the direct sums
∐
λ∈Λ Xλ,

∐
λ∈Λ Yλ and

∐
λ∈Λ Zλ

exists in T the following candidate triangle is distinguished

Σ

 ∐

λ∈Λ

Zλ

!
→
∐

λ∈Λ

Xλ→
∐

λ∈Λ

Yλ→
∐

λ∈Λ

Zλ.
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We now turn back to the candidate triangles. Let C T (T) denote the cate-
gory of candidate triangles, with morphisms being morphisms of candidate tri-
angles. This is an additive category in the usual operations by Corollary 3.5.5.
The suspension functor Σ induces an additive automorphism Σ̃ on C T (T) by
defining

[ΣZ
w
−→ X

u
−→ Y

v
−→ Z] 7→ [ΣX

−Σu
−−→ ΣY

−v
−→ Z

−w
−→ X ].

The full subcategory T (T) of triangles is closed under Σ̃ by Axiom (TR2). We
are now going to define the mapping cone of a morphism of candidate triangles

ΣZ
w
−−−→ X

u
−−−→ Y

v
−−−→ Z

Σh

y f

y g

y h

y

ΣZ ′
w′

−−−→ X ′
u′

−−−→ Y ′
v′

−−−→ Z ′

. (3.8)

The mapping cone is defined to be the candidate triangle

X ⊕ΣZ ′



−u 0
f w′




−−−−−−−→ Y ⊕ X ′



−v 0
g u′




−−−−−−−→ Z ⊕ Y ′



−Σ−1w 0

h v′




−−−−−−−−−−→ Σ−1X ⊕ Z ′. (3.9)

Suppose that the morphisms f , g,h in equation (3.8) is a morphism of tri-
angles. Then we say that f , g,h is a good morphism if the mapping cone in
equation (3.9) is a triangle.

Definition 3.5.6 (Triangulated category). Suppose that T is a pre-triangulated

category. It is said to satisfy the mapping cone axiom if for every commutative

diagram
ΣZ −−−→ X −−−→ Y −−−→ Z

g

y h

y
ΣZ ′ −−−→ X ′ −−−→ Y ′ −−−→ Z ′

,

where the rows are triangles, there exists an f : X → X ′ making the diagram

ΣZ
w
−−−→ X

u
−−−→ Y

v
−−−→ Z

Σh

y f

y g

y h

y

ΣZ ′
w′

−−−→ X ′
u′

−−−→ Y ′
v′

−−−→ Z ′

into a good morphism of triangles. A pre-triangulated category satisfying the

mapping cone axiom is called a triangulated category.
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It is shown in [39] that a pre-triangulated category satisfy the mapping
cone axiom if and only if it satisfies the octahedral axiom. The content of
the octahedral axiom goes beyond the scope of this thesis, but it is a more
commonly used axiom that one requires for a pre-triangulated category to be a
triangulated category. It is necessary in the construction of Verdier quotients of
a triangulated category by a triangulated subcategory.

Definition 3.5.7 ([23]). Suppose that T1 and T2 are triangulated categories.

An additive functor F : T1 → T2 is called triangulated if there exist a natural

transformation of additive functors τ : FΣ1→ Σ2F such that if ΣZ
w
−→ X

u
−→ Y

v
−→

Z is a triangle, the candidate triangle

Σ1F Z
τZ Fw
−−−→ FX

Fu
−→ FY

F v
−→ F Z

is distinguished.

Suppose that we are given two triangulated functors F, G : T1 → T2. Then
a natural transformation of additive functors µ : F → G is called a morphism
of triangulated functors if the following square of natural transformation com-
mutes

FΣ
τF−−−→ ΣF

µΣ

y Σµ

y
GΣ

τG−−−→ ΣG

.

If there exists a triangulated functor and F ′ : T2→ T2 such that F F ′ and F ′F are
isomorphic to the identity functors on the corresponding category we say that
F is a triangulated equivalence. We will state a lemma concerning triangulated
equivalences, it’s proof can be found in [23].

Lemma 3.5.8 (Lemma 8.2 of [23]). A triangulated functor is a triangulated

equivalence if and only if it is an equivalence of categories.

3.6 The triangulated structure on KKS

In this section we will construct a triangulated structure on KKS. This has been
done previously in [42] using generalized homomorphisms. We will use the
somewhat more suggestive approach of proving the mapping cone axiom via
the groups E x t−1

S (A, B). Although all proofs in this section are new, they are
very much inspired by [35].
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Recall that the functor Σ : KKS → KKS is defined as ΣA := C0(R)⊗A, where
C0(R) has the trivial S-coaction. The suspension functor Σ satisfies Σ2A ∼= A

naturally by Bott periodicity (Proposition 3.4.6). So we may, after doing certain
tricks, consider Σ as an automorphism of KKS . This trick involves considering
the categorygKKS consisting of pairs (A, n)where n ∈ Z and defining morphisms
by

MorgKKS
((A, n), (B, m)) := KKS(Σ

|n−m|A, B).

Because of Bott periodicity, we may instead work with Σ as an automorphism
in the notationally simpler category KKS.

Let f : B→ C be a surjection in C
∗,r
S . The mapping cone of f is defined as

C( f ) := {b⊕ c ∈ B⊕ C0((0,1], C) : f (b) = c(1)}.

The mapping cone C( f ) is given the S-coaction induced from those on B and C .
Since B and C has continuous, reduced coaction, so does C( f ). The embedding
ΣC ,→ C( f ) induces a semi-split exact sequence

0→ ΣC → C( f )→ B→ 0.

If we define A := ker f , we obtain mapping A → C( f ), a 7→ a ⊕ 0. This
mapping makes the following diagram commutative:

A −−−→ B −−−→ Cy
y

y
C( f ) −−−→ B −−−→ C

.

A short exact sequence 0 → A→ B
f
−→ C → 0 in C

∗,r
S is said to be admissible

if the mapping A → C( f ) induces an isomorphism in KKS . Notice that this
requirement is necessary to obtain a triangulated structure on KKS , because of
the remarks after Proposition 3.5.4.

Lemma 3.6.1. If the short exact sequence 0→ A→ B→ C → 0 is semi-split, it is

admissible.

Proof. By Theorem 3.4.5, for a given D ∈ KKS the functors KKS(−, D) and
KKS(D,−) maps semi-split exact sequences to six-terms exact sequences. By
comparing the six-term exact sequences of 0→ A→ B → C → 0 with those of
the semi-split exact sequence 0 → ΣC → C( f ) → B → 0, the Yoneda lemma
implies that C( f )∼= A.
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Now we are ready to define the set of distinguished triangles. Consider a

sequence of arrows A′
α
−→ B′

β
−→ C ′ in KKS. This sequence forms a distinguished

triangle if there exists an admissible short exact sequence 0→ A
g
−→ B

f
−→ C → 0

in C∗S and KKS-isomorphisms A→ A′, B→ B′ and C → C ′ making the following
diagram commutative:

A
g

−−−→ B
f

−−−→ Cy
y

y

A′
α
−−−→ B′

β
−−−→ C ′

The sequence A′
α
−→ B′

β
−→ C ′ can be completed to a candidate triangle

ΣC ′
γ
−→ A′

α
−→ B′

β
−→ C ′

by taking γ ∈ KKS(ΣC ′,A′) as the image of the ∗-homomorphism ΣC → C( f )

under the isomorphism

KKS(ΣC , C( f ))∼= KKS(ΣC ,A)∼= KKS(ΣC ′,A′).

Lemma 3.6.2. The triangle ΣC → A→ B→ C is exact if and only if the rotated

sequence ΣB→ ΣC → A→ B is a triangle.

Proof. We may assume that it is given by an admissible exact sequence

0→ A→ B
f
−→ C → 0

in C
∗,r
S , because of the definition of an exact triangle. The mapping cone con-

struction defines a short exact sequence in C
∗,r
S

0→ ΣC → C( f )→ B→ 0.

Since C( f )→ B allows a completely positive linear splitting, Lemma 3.6.1 im-
plies that this exact sequence is admissible. By assumption A∼= C( f ), therefore
the exactness of the second triangle in the statement follows from exactness of
the first. The converse follows by Bott periodicity.

Lemma 3.6.3. Any morphism α ∈ KKS(A, B) fits into an exact triangle. Further-

more after stabilization by K (HS), the 0-degree maps in the rotated triangle

ΣA⊗K (HS)
Σα
−→ ΣB⊗K (HS)⊗K → E→ A⊗K (HS)

may be choosen as equivariant ∗-homomorphisms.
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Proof. Take an α ∈ KKS(A, B). The isomorphism in Theorem 3.2.6 allows us to
represent the mapping α by a short exact sequence

0→ ΣB⊗K (HS)⊗K → E→ A⊗K (HS)→ 0.

Due to the stabilization K (HS), a mild generalization of Theorem 8.1 from
[50] using Baaj-Skandalis duality, implies that this short exact sequence admits
an equivariant completely positive splitting. So by Lemma 3.6.2 it is admissible
and thus gives an exact triangle

ΣB⊗K (HS)⊗K // E

{{ww
ww

ww
ww

A⊗K (HS)

[Σα]RRR

hhRRR
.

with the 0-degree maps being equivariant ∗-homomorphisms. Using Lemma
3.6.2 and the natural isomorphisms B ⊗K (HS)⊗K ∼= B and A⊗K (HS)

∼= A

we can rotate the triangle to obtain

E // A

α
����

��
�

B

[1]77

[[77
.

Lemma 3.6.4. Assume that h ∈ KKS(C , C ′) and g ∈ KKS(B, B′) makes the fol-

lowing diagram commutative:

ΣC −−−→ A −−−→ B −−−→ C

g

y h

y
ΣC ′ −−−→ A′ −−−→ B′ −−−→ C ′

. (3.10)

and the rows are admissible extensions. Then there exists an f ∈ KKS(A,A′)
completing the diagram to a morphism of triangles:

ΣC −−−→ A −−−→ B −−−→ C

Σh

y f

y g

y h

y
ΣC ′ −−−→ A′ −−−→ B′ −−−→ C ′

. (3.11)
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Proof. We may assume that the algebras are stable and represent the diagram
(3.10) by a diagram of S− C∗-algebras with exact rows and columns:

0 0y
y

0 −−−→ ΣA′ −−−→ ΣB′ −−−→ ΣC ′ −−−→ 0y
y

EB ECy
y

0 −−−→ A −−−→ B −−−→ C −−−→ 0y
y

0 0

Since an extension is determined by it’s Busby mapping, we may assume that
there exists equivariant ∗-homomorphisms

βB : B→Q(ΣB′) and βC : C →Q(ΣC ′)

such that

EB = {b⊕ x ∈ B⊕M (ΣB′) : qΣB′(x) = βB(b)} and

EC = {c ⊕ y ∈ C ⊕M (ΣC ′) : qΣC ′(y) = βC(c)}

Define a mapping EB → EC by extending B → C and B′ → C ′. The five lemma
implies that the mapping EB → EC is surjective. Defining EA to be the kernel of
this mapping and extending the mappings A→ B and A′→ B′ we obtain a new
commuting diagram of S−C∗-algebras with admissible columns and all but the
second row admissible:
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0 0 0y
y

y
0 −−−→ ΣA′ −−−→ ΣB′ −−−→ ΣC ′ −−−→ 0y

y
y

0 −−−→ EA −−−→ EB −−−→ EC −−−→ 0y
y

y
0 −−−→ A −−−→ B −−−→ C −−−→ 0y

y
y

0 0 0

The mapping ΣA′→ EA is a well defined injection since ΣA′ ⊆ EB and is mapped
to 0 in EC , thus we have the inclusionΣA′ ⊆ EA. The mapping EA→ A is induced
by the mapping EB → B and is well defined, since ΣC ′→ EC is injective. Finally
it follows that EA→ A is surjective from the horizontal exactness at ΣB′ in the
diagram.

This implies that if we take f to be the image of [EA] under the isomorphism
E x t−1

S (A,ΣA′)∼= KKS(A,A′) this completes the diagram (3.10) into a morphism
of triangles.

Lemma 3.6.5. The choice of the morphism f in the proof of Lemma 3.6.4 com-

pletes the diagram (3.10) into a good morphism of triangles.

Proof. Consider the diagram (3.11) and it’s mapping cone triangle

A⊕ΣC ′→ B ⊕A′→ C ⊕ B′→ ΣA⊕ C ′. (3.12)

Let us prove that this sequence is isomorphic to the mapping cone triangle of
the morphism B ⊕ A′ → C ⊕ B′. The morphism γ : B ⊕ A′ → C ⊕ B′ can be
represented by the matrix

γ=

�
−β 0
g −α′

�
,

where β : B→ C and α′ : A′→ B′ are ∗-homomorphisms. Let us represent this
morphism by an admissible extension, and thus explicitly describing a mapping
cone. The ∗-homomorphism B → C can in KKS be expressed by an invertible
extension

0→ ΣC → Eβ → B→ 0
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and similarly the ∗-homomorphism A′→ B′ by an invertible extension

0→ ΣB′→ Eα′ → A′→ 0.

As a linear space we have the equality Eβ = B ⊕ ΣC but the multiplication is
given by

(b⊕ c)(b′ ⊕ c′) = bb′⊕ (cc′ + β(b)c′ + cβ(b′))

and similarly Eα′ = A′ ⊕ΣB′ as a linear space. Therefore there exists operators
Fβ ∈ M (ΣC) and Fα′ ∈ M (ΣB′) defining the extensions as in Lemma 3.2.5,
they can be defined by

Fβ := 2⊕ 2− 1Eβ
respectively Fα′ := 2⊕ 2− 1Eα′

. (3.13)

So the mapping cone of γ is isomorphic to the admissible extension

0→ (ΣC ⊕ΣB′)⊗M3→ Eγ→ B ⊕A′→ 0,

where the mapping cone Eγ can be expressed by a sum in XS(B ⊕ A′, (ΣC ⊕
ΣB′)⊗M3) represented by the S − C∗-algebra

Eγ = Eβ ⊕ Eα′ ⊕ EB + (ΣC ⊕ΣB′)⊗M3.

To show that the sequence (3.12) is a triangle we prove that there is an
isomorphism Eγ

∼= A⊕ ΣC ′. Represent the morphisms Σh : ΣC → ΣC ′ and
g : B → B′ by essential Kasparov modules (Eh, Fh) respectively (Eg , Fg). We
may choose the Kasparov modules (Eh, Fh) and (Eg , Fg) to be essential by an
argument similar to that of Lemma 3.3 of [33]. Define the S-equivariant Eγ −
A⊕ΣC ′-Hilbert bimodule E1 as

E1 :=
�
((Eβ ⊗B B)⊗A A)⊕ΣC ⊗ΣC Eh⊗ΣC ′ ΣC ′

�⊕
⊕�

ΣB′ ⊗B′ K (Eg , B′)⊗A A⊕ (ΣB′ ⊗ΣC ′ ΣC ′)
�⊕

⊕�
((EB ⊗B B)⊗A A)⊕ΣB′ ⊗ΣC ′ ΣC ′)

�
=

=
�
((Eβ ⊗B B)⊗A A)⊕ΣB′ ⊗ΣB′K (Eg ,ΣB′)⊗A A⊕

⊕ ((EB ⊗B B)⊗A A)
�⊕

⊕�
ΣC ⊗ΣC Eh⊗ΣC ′ ΣC ′⊕ΣB′ ⊗ΣC ′ ΣC ′⊕

⊕ΣB′ ⊗ΣC ′ ΣC ′
�

The first linear decomposition defines the left Eγ-action on E1 and the second
decomposition defines the right A⊕ ΣC ′-action. The second decomposition
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defines the A⊕ΣC ′-valued scalar product on E1 in the obvious way. An almost
S-equivariant Kasparov operator for this bimodule is given by

F1 =
�

Fβ ⊕ F∗g ⊕ FB

�⊕�
Fh⊕ Fα′ ⊕ Fα′

�
,

where FB is chosen as in equation (3.13) but for the extension EB. If [(E1, F1)] ∈
KKS(Eγ,A⊕ΣC ′) is an isomorphism we are done, so let us construct it’s inverse.

Similarly to above we associate to the ∗-homomorphisms β ′ : B′ → C ′ and
α : A→ B extensions Eβ ′ respectively Eα and Kasparov operators as in equation
(3.13) Fβ ′ and Fα. Define the A⊕ΣC ′ − Eγ-Hilbert bimodule

E2 :=
�
(A⊗A (Eα⊗B Eβ))⊕ (A⊗A Eg ⊗B′ Eα′)⊕ (A⊗A (Eα⊗B EB))

�⊕
⊕�

(ΣC ′⊗ΣC ′K (Eh,ΣC ′)⊗ΣC Eβ)⊕ (ΣC ′⊗ΣC ′ ΣB′)⊕ (ΣC ′⊗ EB)
�
=

=
�
(A⊗A (Eα⊗B Eβ))⊕ (ΣC ′⊗ΣC ′K (Eh,ΣC ′)⊗ΣC Eβ)

�⊕
⊕�

(A⊗A Eg ⊗B′ Eα′)⊕ (ΣC ′⊗ΣC ′ ΣB′)
�⊕

⊕�
(A⊗A (Eα⊗B EB))⊕ (ΣC ′⊗ EB)

�
.

Here the first linear decomposition defines the left A⊕ΣC ′-action and the sec-
ond the right Eγ-action and the scalar product. Define the Kasparov operator
on E2 in the second decomposition as

F2 :=
�

Fα ⊕ F∗h

�
⊕
�

Fg ⊕ Fβ ′
�
⊕
�

Fα ⊕ FB

�
.

It follows directly from the definitions that

E1 ⊗A⊕ΣC ′ E2 = Eγ and E2 ⊗Eγ
E1 = A⊕ΣC ′.

It is straightforward to verify that F1#F2 = 0 and F2#F1 = 0 are well defined
Kasparov products. So

[(E1, F1)] ◦ [(E2, F2)] = [(Eγ, 0)] = idEγ
and

[(E2, F2)] ◦ [(E1, F1)] = [(A⊕ΣC ′, 0)] = idA⊕ΣC ′.

We may conclude that Eγ
∼= A⊕ΣC ′ in KKS .

Theorem 3.6.6. The category KKS is triangulated.

Proof. The triangles in KKS satisfy Axiom (TR0) by definition. In Lemma 3.6.2
Axiom (TR2)was proved and in Lemma 3.6.3 Axiom (TR1)was shown to hold.
By Lemma 3.6.4 KKS satisfies Axiom (TR3), since every triangle is isomorphic
to an admissible extension. So KKS is a pre-triangulated category. By Lemma
3.6.5 the mapping cone axiom is satisfied in KKS .
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Theorem 3.6.7 (Baaj-Skandalis duality). The functor ⋊rS : C
∗,r
S → C

∗,r
Ŝ

induces

a triangulated equivalence JS : KKS

∼
−→ KKŜ.

Proof. We have already defined JS on objects in Proposition 2.3.7 and on mor-
phisms in Theorem 3.1.8. To prove that JS is covariant, take α = [(Eα, Fα)] ∈
KKS(B, C) and β = [(Eβ , Fβ )] ∈ KKS(A, B). There is a natural isomorphism

Eβ ⋊r S⊗B⋊r S E
α
⋊r S ∼= (Eβ ⊗B E

α)⋊r S

so JS(α◦β) can be represented by ((Eβ⊗BE
α)⋊r S, Fβ⊗1#Fα⊗1) as Kasparov

module. Thus

JS(α ◦β) = [((E
β ⊗B E

α)⋊r S, Fβ ⊗ 1#Fα ⊗ 1)].

On the other hand, up to homotopy Fβ ⊗ 1#Fα⊗ 1= (Fβ#Fα)⊗ 1. So

JS(α)JS(β) = [(E
β
⋊r S⊗B⋊r S E

α
⋊r S, Fβ ⊗ 1#Fα ⊗ 1)] = JS(α ◦β).

To prove that JS is triangulated, we use Lemma 3.6.3 and the definition
of the triangles in KKS to reduce this statement to that C(JS((α)) = JSC(α)

for every equivariant ∗-homomorphism α. This statement holds by a straight
forward check of the definition of a mapping cone. The functor JS is an equiva-
lence by Theorem 3.1.8 since JŜJS(A) ∼M A by Theorem 2.3.9 and Proposition
2.3.6.



Chapter 4

Twists in KK-theory

In this chapter we will show that the triangulated category KKS is independent
of twist. This twist equivalence is used to show that the Baum-Connes property
for torsion-free discrete quantum groups is stable under twist. We will also
generalize the Pimsner-Voiculescu triangle to actions of duals of connected,
compact Lie groups. Using twist invariance of KKS the generalized Pimsner-
Voiculescu triangle also holds for twists of duals of connected, compact Lie
groups. The motivation for studying these triangles is that in the analogue
of the Baum-Connes conjecture for discrete quantum groups the generalized
Pimsner-Voiculescu triangles gives compactly induced simplicial approximation
for the types of compact quantum groups arising as duals of twists of coactions
of compact, connected Lie groups.

In the last section we will look at a particular type of equivariant Kasparov
modules coming from equivariant spectral triples over classical quantum ho-
mogeneous spaces. The situation there is similar to that of a Dirac operator on
a homogeneous space. We show that in the right setting this type of equivariant
spectral triple may be twisted to a new spectral triple in a way that implements
the twist equivalence of KK-categories.

4.1 Equivalences of KK-categories

For locally compact groups G the category KKG is well studied. We also have
Baaj-Skandalis duality KKS

∼= KKŜ to describe quantum duals. But here the
classical results come to an end. What we will do in this section is to show that
for a twist F there is an equivalence KKSF

∼= KKS. The construction of this
equivalence consists of showing that the twisting of a dual coaction induces a
functor on KKS. So if F only is a cocycle twist this construction does not work.

69
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Theorem 4.1.1 (Twist equivalence). Let S be a regular, reduced locally compact

quantum group and F a twist of S. Then there is an equivalence of triangulated

categories

QF : KKS
∼= KKSF

.

Proof. Since the Baaj-Skandalis functor KKŜ → KKS is an equivalence by The-
orem 3.6.7, it is sufficient to define QF on objects of the form A0 ⋊r Ŝ for
A0 ∈ KKŜ and morphisms of the form [(E ⋊r Ŝ, F ⊗ 1)] for Ŝ-equivariant Kas-
parov modules (E , F). Let AF denote the C∗-algebra A with the coaction ∆FA
defined by equation (2.12) and define QF (A) := AF . By Proposition 2.4.5 the
coaction on AF is continuous and by Proposition 2.3.7 it is reduced. Therefore
AF is a well defined object in KKSF

.
We take two objects A= A0 ⋊r Ŝ, B = B0 ⋊r Ŝ ∈ KKS . Then α ∈ KKS(A, B)

can be represented by an S-equivariant A−B-Kasparov module (E0⋊r Ŝ, F ⊗1)
for an Ŝ-equivariant A0 − B0-Kasparov module (E0, F). We let E := E0 ⋊r Ŝ

and by π : A→L (E ) denote the S-equivariant representation that induces an
A-module structure on E .

The coaction ∆E : E →MS(E ⊗ S) is defined as

∆E0⋊r Ŝ(ξ⊗ b) := (tξ⊗ id)∆B(b).

We twist this coaction to ∆FE : E →MS(E ⊗ SF ) as

∆FE (ξ⊗ b) := (tξ ⊗ id)∆FB (b).

Let EF denote the Hilbert module E with the coaction ∆FE . By definition EF
is an SF -equivariant BF -Hilbert module and the S-equivariant representation
π induces an SF -equivariant representation πF : AF → L (EF ). Let V ∈
L (E ⊗B (B⊗ S),E ⊗ S) denote the unitary defined by V tχ =∆E (χ) for χ ∈ E ,
see more in Proposition 2.3.4. To show that F⊗1 satisfies the conditions making
(EF , F ⊗ 1) into an equivariant AF − BF -Kasparov module we observe that the
unitary VF ∈ L (EF ⊗BF

(BF ⊗ SF ),EF ⊗ SF ) defined by VF tχ = ∆
F
E (χ) for

χ ∈ EF is given by VF = Ad(idE0
⊗ F ) ◦ V . Since F ⊗ 1 is S-invariant and

invariant under Ad(idE0
⊗F ) it follows that (EF , F ⊗ 1) is an SF -equivariant

AF − BF -Kasparov module. Hence, the morphism QF (α) := [(EF , F ⊗ 1)] ∈
KKSF

(AF , BF ) is well defined.
To show that QF is a functor, take KKS-morphisms α : A → B, β : B →

C and represent them by Kasparov modules (Eα, Fα) and (Eβ , Fβ ). We may
assume that they are of the form Eα = Eα0 ⋊r Ŝ, Fα = F ′α ⊗ 1 for an A0 − B0-

Kasparov module (Eα0 , F ′α) and similarly for β . Then Eα⊗Eβ = (Eα0 ⊗B0
Eβ0 )⋊r Ŝ

so
β ◦α = [((Eα0 ⊗B0

Eβ0 )⋊r Ŝ, F ′α ⊗ 1#F ′β ⊗ 1)].
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Since QF (β ◦ α) can be represented by ((Eα0 ⊗B0
Eβ0 )⋊r Ŝ, F ′α ⊗ 1#F ′

β
⊗ 1) as

Kasparov module it is clear that

QF (β ◦α) =
h�
(Eα0 ⊗B0

Eβ0 )⋊r Ŝ
�
F

, F ′α ⊗ 1#F ′β ⊗ 1
i

.

But if we construct F ′α ⊗ 1#F ′
β
⊗ 1 as a Kasparov product for Eα ⊗B E

β it will

also be a Kasparov product for EαF ⊗BF
EβF because of Ad(idE0

⊗F )-invariance
of F ′α ⊗ 1 and F ′

β
⊗ 1. So

QF (β)QF (α) = [(E
α
F ⊗BF

EβF ), F ′α ⊗ 1#F ′β ⊗ 1)] = QF (β ◦α).

As a result, we have constructed a covariant functor QF : KKS → KKSF
so

what remains to be proven is that QF is a triangulated equivalence. We con-
sider the functor QF ∗ : KKSF

→ KKS constructed in the same way but viewing
F ∗ as a twist of SF as in equation (2.11). The functors QF and QF ∗ satisfies
that QF ∗QF and QFQF ∗ are naturally isomorphic to the identity functors. That
the isomorphisms are natural follows from that the Baaj-Skandalis functor is
an equivalence. Since QF commutes with mapping cones of ∗-homomorphisms
A0⋊r Ŝ→ B0⋊r Ŝ we can conclude that QF is triangulated by Lemma 3.6.3.

Corollary 4.1.2. There exists a commutative diagram of triangulated categories

with arrows being triangulated equivalences

KKS

QF−−−→ KKSF

JS

y
yJSF

KKŜ

Q̂F−−−→ KKÓSF

(4.1)

Furthermore, there is a natural isomorphism Q̂F (A)
∼= A in KKÓSF if A has trivial

Ŝ-coaction.

Proof. The commutative diagram determines Q̂F so what needs to be proven
is that Q̂F (A) = A in KKÓSF if A has trivial coaction. This is a consequence of
TTT-duality since there are natural Morita equivalences

Q̂F (A)∼M JSF
QF JŜ(A) = A⊗ (SF ⋊r

ÓSF )∼M A.
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4.2 Twists and the Baum-Connes property

In this section we study the generalization of the Baum-Connes property to
torsion-free, discrete quantum groups defined in [34]. Using that the property
of being torsion-free is twist-invariant, together with twist equivalence of KKS ,
we are able to show that the Baum-Connes property is independent of taking
twists.

Since the Baum-Connes property is a property of triangulated categories
and KKS

∼= KKŜ by Baaj-Skandalis duality the Baum-Connes property for S

may be formulated as a property in KKŜ . This is done just as in [34]. Let
τ : KK → KKŜ denote the functor that map a C∗-algebra to a Ŝ − C∗-algebra
with trivial coaction and CI S it’s image. We define 〈CI S〉 to be the localizing
subcategory generated by CI S. An object in KKS which is Baaj-Skandalis
dual to an object in 〈CI S〉 is called compactly induced. Define the localizing
subcategory

CC S := {A∈ KKŜ : A⋊r Ŝ ∼= 0 in KK}.

Theorem 4.2.1 (Theorem 5.4 of [34]). For any discrete quantum group S the

pair (〈CI S〉,CC S) is complementary.

Now, we let FS : KKŜ → AbZ/2Z denote the K-theory functor A 7→ K∗(A). LetLFS denote the derived functor of FS with respect to CC S. Existence of the
derived functor LFS is proven in [34]. The natural transformation µS : LFS →
FS is called the assembly map.

Definition 4.2.2. If S is a torsion-free discrete quantum group, then S is said to

satisfy the Baum-Connes property if the assembly map is an isomorphism.

Theorem 4.2.3. Let S be a torsion-free, discrete quantum group and F a twist.

If S satisfies the Baum-Connes property, then so does SF .

The Baum-Connes property for the twisted quantum group makes sense,
since by Theorem 2.7.3 twists of torsion-free, discrete quantum groups are
torsion-free.

Proof. Consider the functor F̃(A) := LFS(Q̂F ∗(A)) defined for A ∈ KKÓSF . The

assembly map µS induces a natural transformation µ̃ : F̃ → FSF
by the compo-

sition LFS(Q̂F ∗(A))→ FS(Q̂F ∗(A))
∼
−→ FSF

(A),

where the last isomorphism comes from the isomorphism Q̂F ∗(A)
∼= A in KK .

Clearly F̃ satisfies the following properties:
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1. F̃ is a homological functor commuting with direct sums.

2. The natural transformation µ̃ is an isomorphism on objects from 〈CI SF
〉.

3. F̃ vanishes on CC SF
.

The first property follows from that LF is homological and commutes with
direct sums. The second and the third property is a consequence of that

Q̂F ∗(〈CI SF
〉) = 〈CI S〉 and Q̂F ∗(CC SF

) = CC S.

By Proposition 5.6 of [34] these three properties for F̃ and µ̃ implies that F̃ is a
left derived functor of FSF

and that µ̃ coincides with the assembly map for SF .
By construction, µ̃ is an isomorphism if µS is.

4.3 The generalized PV-triangle for duals of compact

Lie groups and their twists

We now move on to studying the situation of actions of the dual of a compact,
connected Lie group G. In this chapter we will denote KKG := KKC0(G)

and

KK Ĝ := KKC∗r (G)
. First we begin by some motivation coming from the easiest

case of G being a torus so Ĝ ∼= Zn. Let C0(Rn) be given a Zn-action from
translations and consider the equivariant evaluation mapping l : C0(Rn) →
C0(Zn). It gives an Zn-equivariant short exact sequence

0→ ΣnC0(Zn)→ C0(Rn)
l
−→ C0(Zn)→ 0.

The strong Baum-Connes conjecture for Z implies that C0(R) ∼= ΣC in KKZ
via the Dirac morphism. This exact sequence induces an exact triangle in KKZn

which after using the isomorphism C0(R) ∼= ΣC and rotation 3n+ 1 steps to
the left becomes

Σn−1C0(Zn) // C0(Zn)

}}{{
{{

{{C.

[1]JJJ

ddJJ

Applying the Baaj-Skandalis duality functor we obtain the exact triangle in
KKTn

Σn−1C // C
}}||

||
||

C(Tn).

[1]II

ddII
(4.2)
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This triangle can be used to construct a Pimsner-Voiculescu triangle for Zn-
actions. We will use this triangle to generalize the Pimsner-Voiculescu triangle
to actions of duals of compact, connected Lie groups and twists of them. Let G

be a compact, connected Lie group with maximal torus T of rank n. The em-
bedding T ,→ G induces a triangulated functor IndG

T : KKT → KKG . Applying
the triangulated functor IndG

T to the triangle (4.2) we obtain the exact triangle
in KKG

ΣC(G)→ Σn−1C(T\G)→ C(T\G)→ C(G).

To be able to see the importance of this triangle we need a lemma to describe
C(T\G) in KKG. Recall that a compact group G is said to satisfy the Hodgkin
condition if G is connected and π1(G) is torsion-free.

Lemma 4.3.1. Assume that G is a compact Lie group satisfying the Hodgkin

condition. We let w denote the Weyl group of G, then

C(T\G)∼=C|w| in KKG.

Observe that the condition on G is precisely that Ĝ is torsion-free! The less
precise statement C(T\G) ∼= Ck for some k is stated and proved in [35]. We
will review a conceptually important part of the proof of Proposition 2.1 in [35]
and use a result from [48] showing that k = |w| which proves Lemma 4.3.1.

Proof. Let RT denote the representation ring of T and RG that of G. Observe
that RT ≡ KKT (C,C) and RG ≡ KKG(C,C). By [48] it holds that RT is free of
rank |w| over RG, as soon as π1(G) is torsion-free. If S denotes the localizing
subcategory of KKG generated byC and C(T\G) then Lemma 11 of [35] states
that given any A∈ S the natural homomorphism

RT ⊗RG
KKG(A,C)→ KKT (ResG

T (A),C)
is an isomorphism. Here ResG

T : KKG → KKT is the restriction functor. Thus the
representable functor on S

A→ KKG(A,C|w|)∼= RT ⊗RG
KKG(A,C)

coincides with the representable functor

A→ KKT (ResG
T (A),C)∼= KKG(A, C(T\G)).

The last isomorphism is a consequence of the fact that the induction functor
IndG

T is the right adjoint of the restriction functor ResG
T . So the Yoneda lemma

implies that C(T\G)∼=C|w| in S and, since S is full, also in KKG .



75 4.3. THE GENERALIZED PV-TRIANGLE

Corollary 4.3.2. If G is a compact Lie group of rank n satisfying the Hodgkin

condition, there is an exact triangle in KKG of the form

Σn−1C|w| // C|w|
}}zz

zz
zz

C(G).

[1]JJ

ddJJ
(4.3)

We now assume that A has a coaction of C∗(G) and let A0 := A⋊r Ĝ. Let
us consider the tensor product of the exact triangle (4.3) with A0 and we equip
every term with the diagonal G-action. This procedure gives an exact triangle
in KKG

ΣC0(G)⊗ A0→ Σ
n−1C|w|⊗ A0→C|w|⊗ A0→ C(G)⊗ A0.

Again applying Baaj-Skandalis duality functor (see Theorem 3.6.7) we obtain
in KK Ĝ

Σn−1C|w|⊗ A // C|w|⊗ A

vvmmmmmmmmm

(C(G)⊗ A0)⋊r G.

[1]SSSS

iiSSSS
(4.4)

Given B ∈ KKŜ we will by tS(B) ∈ KKS denote the C∗-algebra with trivial
S-coaction.

Lemma 4.3.3. Let B be a G-C∗-algebra. Then there exists a Ĝ-equivariant ∗-
isomorphism

(C0(G)⊗ B)⋊r G ∼= tĜ(B)⊗ (C0(G)⋊r G).

Proof. We will use the classical definition of a crossed product as a closure of
(C0(G)⊗

al g B)⊗al g Cc(G) when we construct the isomorphism in the lemma.
Let α : G→ Aut(B) denote the G-action on B. We define

ϕ : (C0(G)⊗ B)⋊r G→ B⊗ (C0(G)⋊r G)

on the dense subspace (C0(G)⊗
al g B)⊗al g Cc(G) as

ϕ(( f1 ⊗ b)⊗ f2)(g1, g2) := αg−1
1
(b)⊗ ( f1 ⊗ f2)(g1, g2).

This is easily seen to be a bounded ∗-homomorphism so it extends to a mapping
(C0(G)⊗ B)⋊r G → B ⊗ (C0(G)⋊r G). It is an isomorphism since an inverse
can be defined on the dense subspace B⊗al g ((C0(G)⊗

al g Cc(G)) by

ϕ−1(b⊗ ( f1 ⊗ f2))(g1, g2) := f1(g1)αg1
(b) f2(g2).

The equivariance is clear.
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Theorem 4.3.4. Assume that G is compact Lie group of rank n satisfying the

Hodgkin condition with Weyl group w and that A ∈ KK Ĝ. Then there is an exact

triangle in KK Ĝ

Σn−1C|w|⊗ A // C|w|⊗ A

xxqqqqqqqq

tĜ(A⋊r Ĝ).

[1]PPP

ggPPPP

Proof. Apply Lemma 4.3.3 to the G-algebra A⋊r Ĝ the final term in equation
(4.4) becomes

tĜ(A⋊r Ĝ)⊗ (C0(G)⋊r G) = tĜ(A⋊r Ĝ)⊗ (C0(G)⋊r G).

After an application of Takesaki-Takai duality

C0(G)⋊r G =C⋊r Ĝ ⋊r G ∼=C
the theorem follows.

The restriction that π1(G) is required to be torsion-free can be loosened.
If π1(G) has torsion, some terms from the torsion group of π1(G) arise in the
isomorphism in Proposition 4.3.1. We let Gu denote the universal covering Lie
group of G. Since π1(G) is central in Gu there is an exact sequence of Lie
groups

1→ π1(G)→ Gu→ G→ 1.

We define the Lie group G f := Gu/π1(G) f ree which will be connected since G

is. So if Z := π1(G)tor there is an exact sequence of Lie groups

1→ Z → G f → G→ 1. (4.5)

Since Z is discrete and central in G f , G f will have the same rank as G. If we
let T̃ denote the maximal torus of G f we will have an isomorphism C(T̃\G f )∼=C|w| in KKG f

.
The quotient mapping G f → G induces a triangulated functor Ind Ĝ f

Ĝ
:

KK Ĝ → KK Ĝ f

by

Ind Ĝ f

Ĝ
(A) := (A⋊r Ĝ)⋊r G f .

The notation Ind Ĝ f

Ĝ
is inspired by the imprimitivity results of [51].
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Theorem 4.3.5. If G is a compact, connected Lie group of rank n and A ∈ KK Ĝ

there is an exact triangle in KK Ĝ f

Σn−1C|w|⊗ Ind Ĝ f

Ĝ
(A) // C|w|⊗ Ind Ĝ f

Ĝ
(A)

vvnnnnnnnnn

tĜ f (A⋊r Ĝ).

[1]RRRRR

hhRRR

Proof. Applying Theorem 4.3.4 to the Ĝ f -algebra Ind Ĝ f

Ĝ
(A) we obtain the exact

triangle

Σn−1C|w|⊗ Ind Ĝ f

Ĝ
(A) // C|w|⊗ Ind Ĝ f

Ĝ
(A)

uullllllllll

tĜ f (Ind Ĝ f

Ĝ
(A)⋊r Ĝ f ).

[1]TTTTT

iiTTTTT

Baaj-Skandalis duality implies that tĜ f (Ind Ĝ f

Ĝ
(A)⋊r Ĝ f )∼= tĜ f (A⋊r Ĝ) in KK Ĝ f

.

All these concepts behave well when twisting. Although we need to as-
sume that the twist comes from a twist of the covering G f . If F̃ is a twist of
C∗(G f ) the universal map C∗(G f ) → C∗(G) induces a twist F of C∗(G). The
subgroup Z ⊆ G f is central, therefore the mapping C∗(G f )F̃ → C∗(G)F is a
morphism of quantum groups. Similarly to the classical setting we can define
the triangulated functor

Ind
Ĝ

f

F̃

ĜF
: KK ĜF → KK

Ĝ
f

F̃ , as Ind
Ĝ

f

F̃

ĜF
(A) := (A⋊r ĜF )⋊r G

f

F̃
.

Corollary 4.3.6. Assume that G is a compact, connected Lie group of rank n and

that F̃ is a twist of C∗(G f ). For A∈ KK ĜF there is an exact triangle in KK
Ĝ

f

F̃

Σn−1C|w|⊗ Ind
Ĝ

f

F̃

ĜF
(A) // C|w|⊗ Ind

Ĝ
f

F̃

ĜF
(A)

uullllllllll

QF̃ (C)⊗ t
Ĝ

f

F̃
(A⋊r ĜF ).

[1]SSSSS

iiSSSS

(4.6)

Proof. By a similar reasoning as in the proof of Theorem 4.3.5 the functor

Ind
Ĝ

f

F̃

ĜF
allows us to assume that G = G f . By Theorem 4.1.1 there is a trian-

gulated equivalence QF : KK Ĝ → KK ĜF , since C∗(G) is regular. Thus it is
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sufficient to prove the statement for A = QF (B) for B ∈ KK Ĝ . Applying the
functor QF to the exact triangle for B given by Theorem 4.3.4 we obtain the
exact triangle in KK ĜF

Σn−1C|w|⊗ A // C|w|⊗ A

wwooooooooo

QF tĜ(B⋊r Ĝ).

[1]QQQQ

hhQQQQ

View F ∗ as a twist of C∗(GF ) which is possible by the remarks after Theorem
2.4.4. By Corollary 4.1.2 we have the identity Q̂F ∗JĜF

= JĜQF ∗ . So

B ⋊r Ĝ = JĜQF ∗(A) = Q̂F ∗(A⋊r ĜF ).

Therefore

QF (tĜ(B⋊r Ĝ))∼= QF (C)⊗ tĜF
(A⋊r ĜF ).

Observe that QF (C) ∼= C in KK . So a direct corollary of Corollary 4.3.6
in the simplest case that Ĝ is torsion-free follows from an application of the
forgetful functor tGF

: KK ĜF → KK to the triangle (4.6) giving a triangle

Σn−1C|w|⊗ A // C|w|⊗ A

yysssssss

A⋊r ĜF .

[1]NNN

ggNNN
in KK .

Corollary 4.3.7. If Ĝ is torsion-free andF is a twist of Ĝ then for every A∈ KK ĜF

and D ∈ KK there are six-term exact sequences in AbZ2:

KK∗+n−1(C|w|⊗ A, D) // KK∗(C|w|⊗ A, D)

uukkkkkkkkkkk

KK∗(A⋊r ĜF , D)

[1]TTTTT

jjTTTTT

and

KK∗+n−1(D,C|w|⊗ A) // KK∗(D,C|w|⊗ A)

uukkkkkkkkkkk

KK∗(D,A⋊r ĜF )

[1]TTTTT

jjTTTTT
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4.4 Spectral triples on quantum homogeneous spaces

Our aim in this section is to describe how the twist equivalence of Theorem
4.1.1 acts on the finer level of spectral triples for a special class of quantum
homogenous spaces. Our methods will however not work for cocycle twists,
since we can not describe the left regular representation of a cocycle twist as
in Theorem 2.4.3 for twists. Twists of the Dirac operator on a compact, simply
connected Lie group has previously been studied in [41]. They worked on a
very algebraic level in the algebraic part of the discrete dual.

We will study the special class of classical quantum homogeneous spaces
satisfying some technical conditions which is always satisfied for amenable and
coamenable quantum groups. The motivation to study that special class of
homogeneous spaces and their spectral triples is their resemblance with Dirac
operators on a homogeneous space of the form K\G for K a maximal compact
subgroup of the connected Lie group G. Since K\G is a classifying space for
proper actions of G, this is of great importance in the study of the Baum-Connes
conjecture, see more in [6].

Definition 4.4.1. A quantum homogeneous S-space is a closed right ∗-coideal

Q ⊆M (S).

That is Q is a closed ∗-subalgebra such that ∆(Q) ⊆ MS(Q ⊗ S). If Q
satisfies that Q ⊆ S we say that Q is a proper quantum homogeneous S-space.
The classical setting for this is a subgroup H ⊆ G and Q = C0(H\G) ⊆ Cb(G).
Here the embedding comes from the quotient mapping G → H\G. Another
way of looking at this is by considering the mapping π : C0(G) → C0(H) and
defining

C0(H\G) := {x ∈ Cb(G) : π⊗ id(∆(x)) = 1⊗ x}.

Suppose that R is a quantum group and π : S → M (R) is a morphism of
bi-C∗-algebras. Define

Q := {x ∈M (S) : π⊗ id(∆(x)) = 1⊗ x}.

The C∗-algebra Q is a right ∗-coideal in M (S) so it is a quantum homoge-
neous S-space. In [36] a quantum homogeneous S-space of this type is called
a classical quantum homogeneous S-space with stabilizer R.

When constructing Dirac operators on homogeneous spaces, the natural
space for the Dirac operator to act on is the L2-space of sections on a suitable
vector bundle. Let G be a connected Lie group and H a compact Lie subgroup.
Given a finite-dimensional, unitary representation H → U(V ) this bundle is
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defined as V ×H G over H\G. The space L2(H\G, V ), of L2-sections, has a
dense subspace of compactly supported, smooth functions f : G→ V such that

f (gh) = h−1 f (g) for h ∈ H, g ∈ G.

We will model our study of spectral triples on homogeneous spaces on this
setting. It will turn out to be useful to have the representation V since it pro-
vides the missing piece when we are twisting the quantum space. Returning to
the general setting, let Q be a classical quantum homogeneous S-space with
stabilizer R. We will construct an analogue of L2(H\G, V ) in the case that V

is a graded Hilbert space with a graded representation λ̂V : Ŝ → B(V ) which
we assume to be a summand of the left regular representation, so it has a left
S-coaction. Note that the graded Hilbert space HS ⊗ V has a left R-coaction
induced by π : S → R and the diagonal coaction of S. Let ∆R

V denote this
coaction. Define

QV := {z ∈ HS ⊗ V :∆R
V (z) = z ⊗ 1}

The Hilbert space QV is given the grading induced from that on V . There is a
graded representation Q →B(QV ) given by q 7→ λ(q)⊗ 1. We equip QV with
the right coaction of S given by ∆QV :=∆HS

⊗ idV .

Proposition 4.4.2. If Q is a classical quantum homogeneous S space with sta-

bilizer R and V a summand of the left regular representation of Ŝ, the above

construction gives the structure on QV of a graded S-equivariant Q −C-Hilbert

module. Furthermore, the left regular representation of Ŝ induces graded repre-

sentations

λ̃V := (λ̂⊗ λ̂V ) ◦ ∆̂ : Ŝ→B(QV ) and

λ̃ := λ̂⊗ 1 : Ŝ→B(QV ).

Observe that the two representations λ̃V and λ̃ are unitarily equivalent.
This fact follows from that (λ̂⊗ λ̂)◦∆(a) = Ŵ ∗(1⊗ λ̂(a))Ŵ so let PV : HS → V

denote the orthogonal projection the operator

T V := (1⊗ PV )Ŵσ(1⊗ PV )

satisfies λ̃ = Ad(T V ) ◦ λ̃V so T V is a unitary intertwiner of the two representa-
tions.

In the example of S = C0(G) and R = C0(K), where K ⊆ G is a compact
Lie subgroup, this corresponds to V having a unitary G-action. In this case
QV ∼= L2(K\G, V ) as a G-equivariant C0(K\G)−C-Hilbert module. So it seems
somewhat strange to require an Ŝ-action on V , but the reason for this condition
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is to be able to twist this homogeneous Hilbert bundle. The twist needs two
representations to act on, so V needs to have an Ŝ-action. Before we start to
twist, we recall a proposition from [27]:

Proposition 4.4.3 (Proposition 5.2 from [27]). Let C be a C∗-algebra and u ∈
M (S⊗C) be a unitary satisfying (∆⊗id)(u) = u13u23. Then there exists a unique

µ : Ŝu→M (C) such that (id⊗ µ)(Ŵ ) = u where Ŵ is the universal left regular

corepresentation of S.

Here Ŝu denotes the universal dual of S. Letting u= (π⊗id)(W ) ∈M (R⊗Ŝ)

we obtain a mapping
π̂u : R̂u→M (Ŝ).

The mapping π̂u is a morphism of bi-C∗-algebras, since (id⊗µ)(ŴR) = u.

Definition 4.4.4. A classical quantum homogeneous S-space with stabilizer R is

called a reduced S/R-space if π̂u factors through a mapping π̂ : R̂ → M (Ŝ). A

cocycle twist F of Ŝ is said to be R̂-invariant if

[F , π̂(R̂)⊗ π̂(R̂)] = 0.

If F is a R̂-invariant, it holds that ∆F ◦ π̂ = (π̂ ⊗ π̂) ◦ ∆, therefore the
mapping π̂F : R̂→M (ŜF )≡M (Ŝ) is a morphism of bi-C∗-algebras. Consider
the unitary u′ := (π̂F ⊗ id)(ŴR) ∈M (ŜF ⊗R). IfF is a twist, Proposition 4.4.3
implies that there exists a unique morphism of bi-C∗-algebras

π̃F : Su
F̂
→M (R).

We say that a reduced S/R-space Q is F -admissible if π̃F factors through a
mapping π : SF̂ →M (R). So if Q is F -admissible we may define the reduced
SF̂/R-space

QF̂ := {x ∈M (SF̂ ) : id⊗πF (∆F̂ (x)) = x ⊗ 1}.

Proposition 4.4.5. The even operator U := λ̂⊗ λ̂V (F ) ∈ B(Q
V ,QV

F̂
) is a well

defined unitary intertwining the representations λ̃V and λ̃V
F . Furthermore the

unitary Ũ := T V
FUT V∗ intertwines the two representations λ̃ and λ̃F of Ŝ.

Proof. That U is well defined follows from thatF is R̂-invariant and it is unitary
since F is. The representation λ̃V is given by λ̂⊗ λ̂V ◦ ∆̂ and the representa-
tion λ̃V

F is given by λ̂⊗ λ̂V ◦ AdF ◦ ∆̂. It follows that U intertwines the two
representations λ̃V and λ̃V

F .
That Ũ intertwines λ̃ and λ̃F follows from that

λ̃F = Ad(T V
F ) ◦ λ̃

V
F = Ad(T V

FU) ◦ λ̃V = Ad(T V
FUT V∗) ◦ λ̃.
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Proposition 4.4.6. Let F be a twist of Ŝ andQ anF -admissible S/R-space. If R

is a closed quantum subgroup of S there is a natural isomorphism Q̂F (Q)∼=QF̂
in KKSF̂

.

Proof. Using the imprimitivity results Theorem 6.2 and Corollary 6.4 of [51]
we have that

Q̂F (Q) = (Q ⋊r S)F ⋊r ŜF ∼M R̂⋊r ŜF ∼M QF̂ .

Corollary 4.4.7. Let F be a twist of the dual of a compact, connected Lie group

G which we assume to satisfy the Hodgkin condition. Assume that F is C∗(T )-

invariant and let C(T\GF ) denote the corresponding twisted homogeneous space

and w the Weyl group of G. Then there is an isomorphism

C(T\GF )∼=C|w| in KKGF .

See also Proposition 6.8 of [42] where this was proved for Drinfeld-Jimbo
twists of SU(2). A similar result would be expected to hold also for cocycle
twists of duals of Hodgkin groups. However, the fact that the twist equivalence
on KK-level produces quasi-coactions makes cocycle twists hard to deal with.

Proof. By Proposition 4.3.1 there is an isomorphism C(T\G) ∼=C|w|. Applying
the functor Q̂F to both sides and using the natural isomorphism Q̂F (C(T\G))∼=
C(T\G)F̂ ≡ C(T\GF ) from Proposition 4.4.6 the corollary follows.

We will look at spectral triples over a particular type of dense subalgebra
QU ⊆ Q. Suppose that U ⊆ B(HS)∗ is a weak∗ dense subset and that QU is a
dense ∗-subalgebra of Q generated by

{id⊗ω(W ) :ω ∈ U} ∩Q.

Then we may define the twisted dense ∗-subalgebra QU

F̂
⊆QF̂ generated by

{id⊗ω(WF̂ ) :ω ∈ U} ∩QF̂ ,

where WF̂ is the left regular corepresentation of SF̂ .

Theorem 4.4.8. Let F be a twist, Q an F -admissible reduced S/R-space and

(QU,QV , D) an S-equivariant spectral triple. If we define DF := UDU∗, where U

is defined as in Proposition 4.4.5, the triple (QU

F̂
,QV
F̂

, DF ) is an SF̂ -equivariant

spectral triple of the same parity and dimension as (QU,QV , D) if

[D, Ĵ ⊗ 1] = 0 and [D, U] is bounded.
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Proof. Using Theorem 2.4.3 it follows that

ŴF = (JF ⊗ Ĵ)F Ŵ ∗(J ⊗ Ĵ)F ∗.

Define Λ := λ̂⊗ λ̂V . We have that

DF ,23ŴF ,12 = DF ,23((JF ⊗ Ĵ)F Ŵ ∗(J ⊗ Ĵ)F ∗)12 =

= (JF ⊗ Ĵ)12

�
(ρ̂⊗ λ̂V )(F )D(ρ̂⊗ λ̂V )(F

∗)
�

23

�
F Ŵ ∗(J ⊗ Ĵ)F ∗

�
12 =

= (JF ⊗ Ĵ)12(ρ̂⊗ λ̂V )(F )23[F12, D23](ρ̂⊗ λ̂V )(F
∗)23Ŵ ∗12

�
(J ⊗ Ĵ)F ∗

�
12−

−
�
(JF ⊗ Ĵ)F

�
12

�
(ρ̂⊗ λ̂V )(F )D(ρ̂⊗ λ̂V )(F

∗)
�

23
Ŵ ∗12

�
(J ⊗ Ĵ)F ∗

�
12 =

= (JF ⊗ Ĵ)12(ρ̂⊗ λ̂V )(F )23[F12, D23](ρ̂⊗ λ̂V )(F
∗)23Ŵ ∗12

�
(J ⊗ Ĵ)F ∗

�
12−

−
�
(JF ⊗ Ĵ)F

�
12

�
(ρ̂⊗ λ̂V )(F )D

�
23

Ŵ ∗12(J⊗ Ĵ)12(id⊗Λ)
�
∆̂⊗ id(F ∗)F ∗12

�
=

= (JF ⊗ Ĵ)12(ρ̂⊗ λ̂V )(F )23[F12, D23](ρ̂⊗ λ̂V )(F
∗)23Ŵ ∗12

�
(J ⊗ Ĵ)F ∗

�
12−

−
�
(JF ⊗ Ĵ)F

�
12 (ρ̂⊗λ̂V )(F )23[D23,Ŵ ∗12](J⊗Ĵ)12(id⊗Λ)

�
∆̂⊗ id(F ∗)F ∗12

�
+

+
�
(JF ⊗ Ĵ)F

�
12 (ρ̂⊗λ̂V )(F )23Ŵ ∗12(J⊗ Ĵ)12D23

�
(id⊗Λ)(id⊗ ∆̂)(F ∗)

�
U∗23 =

= (JF ⊗ Ĵ)12(ρ̂⊗ λ̂V )(F )23[F12, D23](ρ̂⊗ λ̂V )(F
∗)23Ŵ ∗12

�
(J ⊗ Ĵ)F ∗

�
12−

−
�
(JF ⊗ Ĵ)F

�
12 (ρ̂⊗λ̂V )(F )23[D23,Ŵ ∗12](J⊗Ĵ)12(id⊗Λ)

�
∆̂⊗ id(F ∗)F ∗12

�
+

+
�
(JF ⊗ Ĵ)F

�
12 (ρ̂⊗λ̂V )(F )23Ŵ ∗12(J⊗Ĵ)12

�
D23,

�
(id⊗Λ)(id⊗ ∆̂)(F ∗)

��
U∗23−

−
�
(JF ⊗ Ĵ)F

�
12 Ŵ ∗12(J⊗Ĵ)12

�
(id⊗Λ)

�
(∆̂⊗ id)(F )(id⊗ ∆̂)(F ∗)

��
D23U∗23 =

= (JF ⊗ Ĵ)12(ρ̂⊗ λ̂V )(F )23[F12, D23](ρ̂⊗ λ̂V )(F
∗)23Ŵ ∗12

�
(J ⊗ Ĵ)F ∗

�
12−

−
�
(JF ⊗ Ĵ)F

�
12 (ρ̂⊗λ̂V )(F )23[D23,Ŵ ∗12](J⊗Ĵ)12(id⊗Λ)

�
∆̂⊗ id(F ∗)F ∗12

�
+

+
�
(JF ⊗ Ĵ)F

�
12 (ρ̂⊗λ̂V )(F )23Ŵ ∗12(J⊗Ĵ)12

�
D23,

�
(id⊗Λ)(id⊗ ∆̂)(F ∗)

��
U∗23−

−WF ,12DF ,23.

Choose an ω ∈ U and consider the generic element

aω = (ω⊗ id)(ŴF ) ∈ Q
U
F .

The commutator [DF ,λF̂ (aω)⊗ 1] may be written as

ω⊗ id⊗ id([DF ,23,ŴF ,12]) =

=ω⊗ id⊗ id

�
(JF ⊗ Ĵ)12(ρ̂⊗ λ̂V )(F )23[F12, D23](ρ̂⊗ λ̂V )(F

∗)23Ŵ ∗12

�
(J ⊗ Ĵ)F ∗

�
12−
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−
�
(JF ⊗ Ĵ)F

�
12 (ρ̂⊗ λ̂V )(F )23[D23, Ŵ ∗12](J ⊗ Ĵ)12(id⊗Λ)

�
∆̂⊗ id(F ∗)F ∗12

�
+

+
�
(JF ⊗ Ĵ)F

�
12 (ρ̂⊗ λ̂V )(F )23Ŵ ∗12(J ⊗ Ĵ)12

�
D23,

�
(id⊗Λ)(id⊗ ∆̂)(F ∗)

��
U∗23

�
.

Since [D23,Ŵ ∗12] and [D23,W12] are bounded, because (QU,QV , D) is an equiv-
ariant spectral triple, it follows that [DF ,λF̂ (aω)⊗1] is bounded. The spectral
properties of DF follows from those of D, thus (QU

F̂
,QV
F̂

, DF ) is a spectral
triple.

To show SF̂ -equivariance of this spectral triple, it is sufficient to show
that [DF ,12,ŴF ,13] extends to a bounded operator. Thus the equivariance
property follows from an analogous calculation to that above showing that
[DF ,12,ŴF ,13] is bounded because of S-equivariance of (QV , D). The state-
ments about dimension and parity is clear since U is an even unitary.

Corollary 4.4.9. Under the assumption of Theorem 4.4.8 and if R is a closed

quantum subgroup of S we have the equality:

Q̂F [(Q
V , D)] = [(QV

F̂ , DF )] in K0
SF̂
(QF̂ ).

Proof. Since [D, U] is a bounded operator, it follows that FD − FDF
is compact

by a reasoning similar to that in the proof of Proposition 3.3.2. Therefore the
homotopy classes of the Kasparov modules ((QV

⋊r S)F , FD ⊗ 1) and (QV
F̂
⋊r

SF̂ , FDF
⊗ 1) coincide. Now the corollary follows from Baaj-Skandalis duality.



Chapter 5

Extension theory for ∗-algebras

Extensions of C∗-algebras by stable C∗-algebras have been thoroughly studied
(see [7], [9], [26], [50]) due to their close relation to Toeplitz operators and
KK-theory (see [26], [50]). The starting point was the article [9] where the
abelian monoid E x t(A) ≡ E x t(A,K ) was associated with a C∗-algebra A. In
[50] this construction was put into the equivariant setting although only the
invertible elements of E x tG(A, B) were studied.

In this chapter we will focus on extension theory for ∗-algebras. The reason
for leaving the category of C∗-algebras is that most cohomology theories behave
badly on C∗-algebras and one needs to look at dense subalgebras, see more in
[21]. For example, if we use cohomology and Atiyah-Singers index theorem
to calculate the index of a Toeplitz operator this is easily done via an explicit
integral in terms of the symbol and it’s derivatives if the symbol is smooth,
see more in [17]. The theory developed in this chapter is a straight forward
generalization of the E x t-invariant for C∗-algebras so most of the techniques
are very similar to standard methods from KK-theory.

5.1 Definitions and basic properties

To begin with we will define the suitable categories. From here on, let G be a
second countable locally compact group. We will say that the group action α :
G → Aut(A) acts continuously on the C∗-algebra A if g 7→ αg(a) is continuous
for all a ∈ A.

Definition 5.1.1. Let C∗AG denote the category with objects consisting of pairs

(A ,A) where A is a separable C∗-algebra with a continuous G-action andA is a

G-invariant dense ∗-subalgebra. A morphism in C∗AG between (A ,A) to (A ′,A′)
is a G-equivariant ∗-homomorphism ϕ :A →A ′ bounded in C∗-norm.

85
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As an abuse of notation we will denote an object (A ,A) in C∗AG by A
and it’s latin character A will denote the ambient C∗-algebra. Observe that a
morphism in C∗AG is the restriction of an equivariant ∗-homomorphism ϕ̄ : A→
A′ uniquely determined by ϕ. This follows from that if ϕ :A →A ′ is bounded
in C∗-norm it extends to ϕ̄ : A → A′ and since ϕ is equivariant ϕ̄ will also
be equivariant. Conversely, an equivariant ∗-homomorphism of C∗-algebras is
always C∗-bounded. When a linear mapping T : A → A ′, not necessarily
equivariant, between two objects is induced by a bounded mapping T̄ : A→ A′

we will say that T is C∗-bounded.

Definition 5.1.2. If I ∈ C∗AG satisfies that the C∗-algebra I is equivariantly

stable, that is I ⊗K ∼= I whereK has trivial G-action, and I is an ideal inM (I)
it is called a C∗-stable G-ideal. Let C∗SIG denote the full subcategory of C∗AG

consisting of C∗-stable G-ideals.

We will call a morphism ψ : I→ I′ of C∗-stable G-ideals an embedding of
C∗-stable G-ideals if ψ : I → I ′ is an isomorphism.

Proposition 5.1.3. For any C∗-stable G-ideal I there is an equivariant isomor-

phism M2⊗ I ∼= I inducing an isomorphism M2⊗I∼= I. The isomorphism is given

by the adjoint action of a G-invariant unitary operator V = V1 ⊕ V2 : I ⊕ I → I

between Hilbert modules.

Proof. In Proposition 3.2.3 two G-invariant isometries V1, V2 ∈M (I) such that
V1V ∗1 +V2V ∗2 = 1 were constructed. Then V := V1⊕V2 : I⊕ I → I is a G-invariant
unitary mapping of Hilbert modules. Thus V will be an isomorphism of Hilbert
modules so Ad(V ) : M2⊗ I → I is an isomorphism and since I is an ideal Ad(V )

induces a isomorphism M2 ⊗ I∼= I.

One important class of C∗-stable G-ideals is the class of symmetrically normed
operator ideals such as the Schatten class ideals and the Dixmier ideals (see
more in [10]) over a separable Hilbert space H with a G-action. In order to get
equivariant stability we need to stabilize the Hilbert space with another Hilbert
space with trivial G-action. Let H ′ denote a separable Hilbert space and define

L p

H := (L p(H ⊗H ′),K (H ⊗H ′))

and analogously for the Dixmier ideal L n+
H . The G-action on the algebras are

the one induced from the G-action on H.

The main study of this chapter are equivariant extensions 0 → I → E
ϕ
−→

A → 0 where I is a C∗-stable G-ideal and A ∈ C∗AG . In particular we are in-
terested in when such extensions admit C∗-bounded splittings of Toeplitz type.
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Consider for example the 0:th order pseudodifferential extensionΨ0(M) on
a closed Riemannian manifold M . This extension is an extension of the smooth
functions on the cotangent sphere S∗M by the classical pseudodifferential op-
erators of order −1 given by the short exact sequence

0→ Ψ−1(M)→Ψ0(M)→ C∞(S∗M)→ 0.

It admits an explicit splitting T : C∞(S∗M)→ Ψ0(M) in terms of Fourier inte-
gral operators which is not C∗-bounded if dim M > 1. Read more about this
in Chapter 18.6 in [20]. In this setting however, the problem can be mended.
In [18] a C∗-bounded splitting is constructed for real analytic manifolds M in
terms of Grauert tubes and Toeplitz operators.

We will abuse the notation somewhat by referring both to the object E
and the extension by E . Observe that the definition implies that there exists a
commutative diagram with equivariant, exact rows

0 −−−→ I −−−→ E
ϕ
−−−→ A −−−→ 0y

y
y

0 −−−→ I −−−→ E
ϕ̄
−−−→ A −−−→ 0

The ∗-homomorphism ϕ̄ : E→ A is the extension of ϕ to E.

Definition 5.1.4. Two G-equivariant extensions E and E ′ of A by I are said to

be isomorphic if there exists a morphism ψ : E → E ′ in C∗AG that fits into a

commutative diagram

0 −−−→ I −−−→ E
ϕ
−−−→ A −−−→ 0

yψ


0 −−−→ I −−−→ E ′
ϕ′

−−−→ A −−−→ 0

(5.1)

Because of the five lemma, ψ is an isomorphism.

Choose a linear splitting τ :A → E and identify I with an ideal in E . The
mapping τ being a splitting of an equivariant mapping E →A implies that

τ(ab)−τ(a)τ(b), τ(a∗)−τ(a)∗ ∈ I and (5.2)

τ(g.a)− g.τ(a) ∈ I ∀g ∈ G. (5.3)

Given a C∗-stable G-ideal I we define the G-∗-algebra CI :=M (I)/I and
denote by qI :M (I)→CI the canonical surjection. By the equations (5.2) and
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(5.3) the mapping qIτ :A → CI is an equivariant ∗-homomorphism. We will
call the mapping βA := qIτ the Busby mapping for the extensions E . A Busby
mapping which can be lifted to a C∗-bounded G-equivariant ∗-homomorphism
of A is called trivial.

For an equivariant ∗-homomorphism β : A → CI we can define the ∗-
algebra

Eβ := {a⊕ x ∈A ⊕M (I) : β(a) = qI(x)}.

The ∗-algebra Eβ is closed under the G-action on A ⊕M (I) so it is a G-∗-
algebra. Denote the norm closure of Eβ in A⊕M (I) by Eβ . We have an
injection I → Eβ and a surjection Eβ → A . The kernel of Eβ → A is I, so
the sequence 0 → I→ Eβ → A → 0 is exact and the arrows are equivariant.
The ∗-algebra Eβ is a well defined object in C∗AG , because Theorem 2.1 of [50]
states that the induced G-action on Eβ is continuous provided it is continuous
on I and on A.

Proposition 5.1.5. The equivariant ∗-homomorphism β : A → CI determines

the extension up to a isomorphism, i.e if E has Busby mapping β then it is iso-

morphic to Eβ .

Proof. Suppose that β is Busby mapping for E . Define ψ : E → Eβ as

ψ(x) := ϕ(x)⊕ x .

Since ϕ is equivariant, so is ψ. This makes the diagram (5.1) commutative,
thus ψ is an isomorphism of G-equivariant extensions.

The most useful class of G-equivariant extensions are the ones arising from
algebraic A − I-Kasparov modules. This is defined as an algebraic generaliza-
tion of Kasparov modules for C∗-algebras, see more in [26].

Definition 5.1.6. A G-equivariant algebraic A − I-Kasparov module is a C∗-

bounded G-equivariant representation π :A →M (I) and a selfadjoint operator

F ∈M (I) such that F2 = 1, [F,π(a)] ∈ I ∀ a ∈ A and

g.F − F ∈ I, g ∈ G.

Since F is a grading we can define the projection P := (F + 1)/2. The pair
(π, F) induces a ∗-homomorphism

β :A →CI, a 7→ qI(Pπ(a)P). (5.4)
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The requirement [F,π(a)] ∈ I together with g.F − F ∈ I implies that β is an
equivariant ∗-homomorphism.

Let BG(A ,I) denote the set of G-equivariant Busby mappings on A . This
is the correct set to study extensions in. By Proposition 5.1.5 it is the same
set as the set of isomorphism classes of G-equivariant extensions. But we need
some useful notion of equivalence of extensions, or by the previous reasoning
an equivalence relation on BG(A ,I). For an object I ∈ C∗SIG we define the
almost invariant weakly unitaries

U aw(I) := q−1
I
({v ∈ CI : g.v = v, v∗v = vv∗ = 1}).

Let the almost invariant unitaries be defined as U a(I) := U aw(I)∩ U(M (I)).

Definition 5.1.7. Strong equivalence on BG(A ,I) is the equivalence of Busby

mappings by the adjoint U a(I)-action on CI. Weak equivalence on BG(A ,I) is

that of the adjoint U aw(I)-action on CI.

Let EG(A ,I) denote the set of strong equivalence classes of BG(A ,I) and

let Ew
G (A ,I) denote the set of weak equivalence classes. Similarly let DG(A ,I)

denote the set of strong equivalence classes of trivial Busby mappings and let

Dw
G (A ,I) denote the set of weak equivalence classes of trivial Busby maps.

The isomorphism λ : M2 ⊗ CI → CI induced by Ad V from Proposition
5.1.3 can be used to define the sum of two G-equivariant Busby mappings
β1,β2 ∈ BG(A ,I) as

β1 + β2 := λ ◦ (β1 ⊕ β2) :A →CI.

Proposition 5.1.8. The binary operation + on BG(A ,I) induces a well defined

abelian semigroup structure on EG(A ,I) independent of the choice of V . The set

DG(A ,I) is a subsemigroup.

The proof of the above proposition is the same as the proof of Lemma 3.1
in [50] where the semigroup of equivariant extensions of a C∗-algebra is con-
structed. Two G-equivariant Busby mappings β1,β2 ∈ BG(A ,I) are said to be
stably equivalent if they differ by trivial Busby mappings. That is, if there exist
C∗-bounded, G-equivariant ∗-homomorphisms π1,π2 :A →M (I) such that

β1⊕ qIπ1 ≡ β2 ⊕ qIπ2 :A → M2 ⊗CI.

Stable equivalence induces a well defined equivalence relation on EG(A ,I)
and Ew

G (A ,I).
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Definition 5.1.9. We define E x tG(A ,I) as the monoid of stable equivalence

classes of EG(A ,I) and E x tw
G (A ,I) as the monoid of stable equivalence classes

of Ew
G (A ,I). For G = {1} we denote it by E x t(A ,I) and E x tw(A ,I).
If A = A and I = I we use the notation E x tG(A, I) := E x tG(A, I) and

E x tw
G (A, I) := E x tw

G (A, I).

The monoids E x tG(A ,I) and E x tw
G (A ,I) coincide with the semigroup

quotients EG(A ,I)/DG(A ,I), respectively Ew
G (A ,I)/Dw

G (A ,I). It has a zero-
element since the class of an element in DG(A ,I) is zero.

If we are given a G-equivariant extension E of A then we will denote the
class in E x tG(A ,I) of it’s G-equivariant Busby mapping β by [E] or by [β].

Proposition 5.1.10. If I= I then

E x tw
G (A , I) ∼= E x tG(A , I) ∼= E x tG(A, I) ≡ E x tG(A, I) ∼= E x tw

G (A, I).

Proof. We will prove the existence of the first and the second isomorphism.
The proof of the last isomorphism is a special case of the first isomorphism for
A = A.

To prove the existence of the first isomorphism it is sufficient to show that
weakly equivalent G-equivariant Busby mappings are strongly equivalent up
to stable equivalence. Assume that β1,β2 ∈ BG(A ,I) are weakly equivalent
via the almost invariant weakly unitary U ∈ U aw(I). Then β1 ⊕ 0 and β2 ⊕ 0
are weakly equivalent via the almost invariant weakly unitary U ⊕ U∗. But the
operator U ⊕ U∗ lifts to a unitary Ũ ∈M (M2 ⊗ I) since CI is a C∗-algebra. In
fact Ũ ∈ U a(M2 ⊗ I) since U is almost invariant. Thus β1 ⊕ 0 and β2 ⊕ 0 are
strongly equivalent. For the proof that U ⊕U∗ lifts to a unitary, see Proposition
3.4.1 in [7].

The second isomorphism is given by the mapping E x tG(A , I)→ E x tG(A, I),
[E] 7→ [E]. In terms of the G-equivariant Busby mapping β it is given by
[β] 7→ [β̄] and since A is dense this is a surjection and β̄ determines β
uniquely.

The constructions of E x tG and E x tw
G are the same as E x tG and E x tw

G but
with C∗-algebras. These constructions can be found in [9], [26] and [50].
Proposition 5.1.10 is a mild generalization of Proposition 15.6.4 in [7]. The
proof is the same althoughA does not need to be a C∗-algebra.

Since the two theories are very similar we will focus on E x tG. All results
stated in this chapter are easily verified to also hold for E x tw

G .
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5.2 Functoriality of E x tG

In this section we will prove that E x tG is a functor to the category Moab of
abelian monoids. We define this category to have objects of abelian monoids
and a morphism is an additive mapping k : M1 → M2 such that k(0) = 0.
We know how E x tG acts on the objects of C∗AG and C∗SIG . What needs to
be defined is it’s action on the morphisms. We begin by showing that E x tG

depends covariantly on I.
Let ψ : I → I′ be a morphism of C∗-stable G-ideals. By definition ψ can

be extended to an equivariant mapping M (I) → M (I ′) which induces an
equivariant mapping qψ : CI → CI′ . Define ψ∗ : EG(A ,I) → EG(A ,I′) by
ψ∗[β] := [qψ ◦ β]. Clearly, ψ∗[β] is independent of the stable equivalence
class of [β]. Hence it induces a well defined mapping

ψ∗ : E x tG(A ,I)→ E x tG(A ,I′).

Sinceψ∗ acting on a trivial extension gives a trivial extension we have a homo-
morphism of monoids.

Let us move on to proving that E x tG depends contravariantly on A . Let
ϕ : A → A ′ be a morphism in C∗AG. Take a G-equivariant Busby mapping
β of A ′. Then we can define a G-equivariant Busby mapping ϕ∗β := β ◦ ϕ
ofA . This clearly does depends on neither strong equivalence class nor stable
equivalence class of the G-equivariant Busby mapping. If β is trivial it follows
that ϕ∗β is trivial so we have a morphism of monoids

ϕ∗ : E x tG(A
′,I)→ E x tG(A ,I).

We have now proved the following proposition.

Proposition 5.2.1. The functor E x tG : C∗AG × C∗SIG → Moab is a well defined

functor. It is covariant in I and contravariant inA .

As noted above, an extension E of the algebra A by I gives rise to an
extension E of A by I . This procedure defines a mapping EG(A ,I)→ EG(A, I)

which respects stable equivalences.
Let C∗G denote the category of separable C∗-algebras with a continuous G-

action and SC∗G the full subcategory of equivariantly stable objects in C∗G. We
can define an essentially surjective functor

Γ1 : C∗AG × C∗SIG → C∗G × SC∗G ,

((A ,A), (I, I)) 7→ (A, I).
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It’s right adjoint is the full and faithful functor

Γ2 : C∗G × SC∗G → C∗AG × C∗SIG

(A, I) 7→ ((A,A), (I , I)).

Notice that Γ1Γ2 is the identity functor on C∗G × SC∗G . Define the functor

E x tG : C∗G × SC∗G → Moab by E x tG := E x tG ◦Γ2.

As noted above this definition coincides with the definition of the E x tG-functor
in [9] and [26].

Proposition 5.2.2. The mapping Θ defines a natural transformation

Θ : E x tG → E x tG ◦ Γ1.

Proof. What the mapping ΘA
I

merely does is that it extends Busby mappings
to the object’s C∗-closure. So ΘA

I
commutes with composition of morphisms in

C∗AG × C∗SIG since they are just equivariant C∗-bounded ∗-homomorphisms.
Thus Θ is a natural transformation.

5.3 Invertible extensions

Just as in the case of a C∗-algebra one can relate invertibility in the E x tG-
monoid and properties of the splitting. In this section we will study invertibility
in E x tG-monoid in terms of Toeplitz operators.

The main result to be obtained in this section tells us that there is a direct
link between algebraic properties in the E x tG-monoid and analytical properties
of the extension. But it tells us nothing about how to construct the inverse or
give explicit expressions. We will study this in the case of G being the trivial
group and for extensions admitting a C∗-bounded, completely positive splitting.
Then these explicit constructions are possible in an ideal JI ⊇ I such that I is
the linear span of {a∗a : a ∈ JI}. In this setting an explicit inverse can be given
in E x t(A ,JI).

Definition 5.3.1. Let π :A →M (I) be an equivariant ∗-homomorphism bounded

in C∗-norm and P a projection inM (I). Assume the following

1. For every a ∈ A it holds that [P,π(a)] ∈ I.

2. The projection qI(P) is invariant under the G-action.
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If P and π satisfy the first condition we will say that (π, P) are I-almost commut-

ing and if P satisfies the second condition P is said to be I-almost G-invariant.

Under these assumptions the linear mapping

β(a) := qI(Pπ(a)P)

is an equivariant ∗-homomorphism. We define a G-equivariant Toeplitz quanti-

zation of A by I as a pair (π, P) of the type above. A G-equivariant extension

which admits a splitting which is a G-equivariant Toeplitz quantization is called a

G-equivariant Toeplitz extension.

By the correspondence P = (F + 1)/2 the G-equivariant Toeplitz quanti-
zations (π, P) of A by I stand in an one-to-one correspondence to the G-
equivariant algebraicA − I-Kasparov modules (π, F).

Theorem 5.3.2. An extension [E] ∈ E x tG(A ,I) is invertible if and only if [E]
can be represented by a G-equivariant Toeplitz extension.

For equivariant extensions of C∗-algebras this statement is proved in [50]
(Lemma 3.2) and the case G trivial is well studied in [26] and [7]. Our proof
of Theorem 5.3.2 is based upon the same ideas adjusted to our setting.

Lemma 5.3.3. Every strong equivalence class of an invertible G-equivariant ex-

tension is stably equivalent to a G-equivariant Toeplitz extension.

Proof. Assume that E is a G-equivariant extension of A by I with equivariant
Busby mapping β1 :A → CI which is invertible in E x tG(A ,I). By definition
there is a mapping β2 :A →CI and a U ∈ U a(M2 ⊗ I) such that

U∗(β1⊕ β2)U :A → M2 ⊗CI

can be lifted to an equivariant C∗-bounded representation π :A → M2⊗M (I).

Let P ∈ M2 ⊗M (I) denote the almost G-invariant projection U∗

�
1 0
0 0

�
U .

Define

β ′(a) := qI(Pπ(a)P), β ′′(a) := qI((1− P)π(a)(1− P)).

For a ∈A , we have

β1(a) = qI(UPU∗)(β1(a)⊕ β2(a))qI(UPU∗) =

= qI(U)q(Pπ(a)P)qI(U
∗) = qI(U)β

′(a)qI(U
∗),



Equivariant KK-theory and twists 94

which implies that up to strong equivalence β is the Busby mapping of the
extension. By the same reasoning β ′′ is strongly equivalent β2.

Define τ′(a) := Pπ(a)P and τ′′(a) := (1− P)π(a)(1− P). We express the
representation π′ := Ad U∗ ◦π as follows

π′(a) =

�
Uτ′(a)U∗ π12(a)

π21(a) Uτ′′(a)U∗

�
,

Since qIπ
′ = β1⊕ β2, it follows that π12(a),π21(a) ∈ I. The calculation

[P,π(a)] = U∗

��
1 0
0 0

�
,π′(a)

�
U = U∗

�
0 π12(a)

−π21(a) 0

�
U ∈ M2 ⊗ I,

is a consequence of that M2 ⊗ I is an ideal in M2 ⊗ I and implies that τ is a
G-equivariant Toeplitz quantization.

Proof of Theorem 5.3.2. If [E] is invertible it is given by a Toeplitz extension by
Lemma 5.3.3. Conversely assume that E is a G-equivariant Toeplitz extension
(π, P) ofA . We define P ′ := 1− P, P2 := P⊕ P ′, τ(a) := Pπ(a)P and τ′(a) :=
P ′π(a)P ′. Then the claim from which the theorem will follow is that the Busby
mapping qI ◦ τ

′ defines an inverse to E . To prove this, we define the almost
G-invariant symmetry

U :=

�
P P ′

P ′ P

�
.

This symmetry satisfies UP2U = 1⊕0. We make the observation that (π⊕π, P2)

and (Uπ⊕πU , P2) defines the same extension because of Proposition 5.1.5 and
that the pair (π, P) are I-almost commuting. Since

π(a)⊕ 0= UP2U(π(a)⊕π(a))UP2U

it follows that

[qI ◦ τ]+ [qI ◦ τ
′] = [qI ◦ (P2(π⊕π)P2)] = [qI ◦ (UP2U2(π⊕π)U2P2U)] =

= [qI ◦ (UP2U(π⊕π)UP2U)] = [qI ◦π⊕ 0] = 0.

Suppose that we are in the situation G = {e}. In this case we are able to
calculate an inverse to extensions admitting positive splitting if we enlarge the
ideal somewhat. This should be thought of as passing from L n(H) to L 2n(H).
First we need an abstract notion of this procedure.
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Proposition 5.3.4. Suppose that I is a C∗-stable G-ideal. The ∗-algebra

JI := l.s.{x ∈ I : x∗x ∈ I and x x∗ ∈ I}.

defines a C∗-stable G-ideal (JI, I) ∈ C∗SIG . We will call JI the square root of I.

Proof. Define the two ∗-invariant subsets J +
I

:= {x ∈ I : x∗x ∈ I} and J −
I

:=
{x ∈ I : x x∗ ∈ I}. For x ∈ J +

I
and a ∈ M (I), (xa)∗xa ∈ I so xa ∈ J +

I
.

Since J +
I

is ∗-invariant, ax ∈ J +
I

. Similarly, if x ∈ J +
I

and a ∈ M (I) then
ax(ax)∗ ∈ I so ax ∈ J −

I
and xa ∈ J −

I
. The ∗-algebra JI ≡ l.s.(J +

I
∩J −

I
) so

JI is an ideal inM (I). There is an embedding I⊆ JI because I is a ∗-algebra,
so JI is dense in I .

Theorem 5.3.5. Let E be an extension of A by I admitting a C∗-bounded split-

ting κ extending to a completely positive contraction κ : A→M (I). If i : I→JI

is the embedding of I into it’s square root, i∗[qI ◦κ] is invertible in E x t(A ,JI).

Before proving this we need to review the useful construction of the Stine-
spring representation. This is a standard method for operator algebras and was
first introduced by Stinespring in [49].

Theorem 5.3.6 (Stinespring Representation Theorem). Assume that A is a sep-

arable C∗-algebra, I is a stable C∗-algebra and that κ : A → M (I) is a com-

pletely positive mapping such that ‖κ‖ ≤ 1. Then there exists a ∗-homomorphism

πκ : A→ M2 ⊗M (I) of A such that

�
κ(a) 0

0 0

�
=

�
1 0
0 0

�
πκ(a)

�
1 0
0 0

�
.

The ∗-homomorphism πκ is called a Stinespring representation of κ. For
proof see [26].

Lemma 5.3.7. Assume that κ : A→M (I) is a completely positive contraction.

In the notation above

{a ∈ A : κ(a2)− κ(a)2 ∈ I}= {a ∈ A : [P,πκ(a)] ∈ JI},

where P :=

�
1 0
0 0

�
.

Proof. We express the representation as follows

π(a) =

�
κ(a) π12(a)

π21(a) π22(a)

�
,
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where π12(a) = Pπ(a)(1− P) and so on. This implies that π12(a)
∗ = π21(a

∗).
Since π is a representation
�
κ(ab) ∗
∗ ∗

�
= π(ab) = π(a)π(b) =

�
κ(a)κ(b)+π12(a)π21(b) ∗

∗ ∗

�
. (5.5)

So
κ(ab)− κ(a)κ(b) = π12(a)π21(b).

Thus κ(a2)− κ(a)2 ∈ I if and only if π12(a)π21(a) ∈ I. After polarization
we only need to show that this is equivalent to the statement [P,πκ(a)] ∈ JI

for self adjoint a. But

[P,π(a)] =

�
0 π12(a)

−π21(a) 0

�

implies

|[P,π(a)]|2 = −[P,π(a)]2 =

�
π12(a)π21(a) 0

0 π21(a)π12(a)

�
∈ M2 ⊗ I (5.6)

It follows from (5.6) that π12(a)π21(a) ∈ I if and only if |[P,πκ(a)]|
2 ∈ I if

and only if [P,πκ(a)] ∈ JI.

This proves Theorem 5.3.5 since this implies that κ induces a Toeplitz quan-
tization of A by JI and by Theorem 5.3.2 the element i∗[qI ◦ κ] is invertible
in E x t(A ,JI).

To see that the square root of a C∗-stable ideal is needed sometimes, con-
sider the example of the Besov space A =B1/p

p . This carries a representation
π :A →B(L2(T)) by multiplication as functions. Let P be the Hardy projec-
tion. By [43], if a ∈ L∞(T) then [P,π(a)] ∈ L p(L2(T)) if and only if a ∈ A .
Making a similar decomposition of π as in the proof of Lemma 5.3.7 one can
show that the completely positive mapping τ(a) := Pπ(a)P is a splitting of an
extension of A by L p/2. Since A ≡ {a ∈ L∞(T) : [P,π(a)] ∈ L p(L2(T)} it
follows that [qL p/2◦τ] ∈ E x t(A ,L p/2) is not invertible by Theorem 5.3.2. But
if i : L p/2 →L p is the inclusion mapping (which coincides with the mapping
constructed in Proposition 5.3.4) then i∗[qL p/2 ◦τ] ∈ E x t(A ,L p) is invertible
by Theorem 5.3.2.
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