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GENERALIZED BESICOVITCH SPACES AND APPLICATION

TO DETERMINISTIC HOMOGENIZATION

MAMADOU SANGO, NILS SVANSTEDT, AND JEAN LOUIS WOUKENG

Abstract. The purposes of the present work is to introduce a framework
which enables us to study nonlinear homogenization problems. The starting
point is the theory of algebras with mean value. Very often in physics, from
very simple experimental data, one gets complicated structure phenomena.
These phenomena are represented by functions which are permanent in mean,
but complicated in detail. In addition the functions are subject to verify a
functional equation which in general is nonlinear. The problem is therefore to
give an interpretation of these phenomena by functions having the following
qualitative properties: they are functions that represent a phenomenon on a
large scale, which vary irregularly, undergoing nonperiodic oscillations on a
fine scale. In this work we study the qualitative properties of spaces of such
functions, say generalized Besicovitch spaces, and we prove general compact-
ness results related to these spaces. We then apply these results to study some
new homogenization problems. One important achievement of this work is the
resolution of the generalized weakly almost periodic homogenization problem
for a nonlinear pseudo monotone parabolic-type operator. We also give the
answer to the question raised by Frid and Silva in their paper [26] (Homog-
enization of nonlinear pde’s in the Fourier-Stieltjes algebras, SIAM J. Math.
Anal., Vol. 41, No. 4, pp. 1589-1620) to know whether there exist or not
ergodic algebras that are not subalgebras of the Fourier-Stieltjes algebra.

1. Introduction

The concepts of algebras with mean value [47] (algebras w.m.v., in short) and of
homogenization algebras [36] (H-algebras, in short) were introduced to extend to
the context of more general classes of oscillatory functions (such as almost periodic
functions and others) the theory of periodic homogenization. This gives rise to the
theory of deterministic/individual homogenization.

An algebra w.m.v. A in RN is defined as a Banach subalgebra of the algebra
of bounded uniformly continuous real-valued functions B(RN ), which is translation
invariant, contains the constants and whose elements possess a mean value. Thus,
it generalizes the concept of almost periodic functions. In this sense therefore,
from the definition of algebra w.m.v., one easily introduces generalized Besicovitch
spaces BpA associated to an algebra w.m.v. A. Moreover to each algebra w.m.v. A is
associated a compact topological space ∆(A) (called its spectrum) such that every
element of A can be seen as an element of C(∆(A)), in such a way that the space
Lp(∆(A)) is isometrically isomorphic to some quotient of the space BpA, denoted
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by BpA. This last result is of great interest and will be the point of departure for
our work.

An H-algebra is a separable Banach subalgebra of the algebra of bounded contin-
uous real-valued functions which contains the constants and whose elements possess
a mean value. Here we have the same properties as above. However, in order to take
full advantage of the above two concepts we will restrict ourselves to the bounded
uniformly continuous functions.

In this paper we rely on the concepts of H-algebra and of algebra w.m.v. to
introduce a framework for the study of nonlinear homogenization problems. As
said above the choice to work with bounded uniformly continuous functions allows
us to consider the concept of H-algebra as a particular case of that of algebra
w.m.v. As discussed later, this choice is fully justified since some essential properties
of H-algebras used in homogenization systematically follow from the translation
invariance property of the algebra under consideration.

Next, we define, according to Ambrosio et al. [2], the notion of vector valued
algebras which is a generalization of that of product H-algebras [36]. In fact, given
two H-algebras A1 and A2 on Rm1 and Rm2 respectively, if we denote by A1 ⊙A2

the product H-algebra defined as the closure (in the space of bounded uniformly
continuous functions on Rm1 × Rm2) of the tensor product A1 ⊗ A2, we see that
A1 ⊙ A2 = A1(Rm1 ;A2), where the latter space is defined as the set of functions
f ∈ B(Rm1;A2) satisfying the following conditions:

• For each L ∈ A′
2 (topological dual of the Banach space A2), 〈L, f〉 ∈ A1;

• The set {〈L, f〉 : L ∈ A′
2 with ‖L‖ ≤ 1} is relatively compact in A1.

We rely on the concept of vector valued algebras to prove a general compactness
result (Theorem 3.6) which generalizes the results already obtained in the papers
[36, 40, 41, 42]. In particular in the above-cited papers, this result is available
only in the case when p = 2 in the context e.g. of the algebra of almost periodic
functions. Here we prove compactness for any real number p > 1 by using the
ergodicity key assumption of the algebra under consideration.

To illustrate the wide scope of application of our result we study homogenization
problems associated with some pseudo monotone operators. We solve a few new
problems as the generalized weakly almost periodic homogenization problems (see
Subsections 4.4.4-4.4.6).

The paper is organized as follows. In Section 2 we define and give some prop-
erties of the generalized Besicovitch spaces. We also define and study some spaces
connected to the above spaces, which are useful in the rest of the work. Section 3
deals with the concept of two-scale A-convergence. We state and prove compact-
ness results w.r.t. two-scale A-convergence and present a few examples of algebras
satisfying the hypotheses of our results. In particular the weakly almost periodic
algebras. We also show that weakly almost periodic algebras are not H-algebras
and therefore the present approach provides an improvement in the theory of de-
terministic homogenization. Finally in Section 4 we apply the general framework
established in the previous sections to the homogenization problem of a nonlinear
pseudo monotone parabolic-type operator.

Finally, in order to simplify the presentation of the results in this work, we
assume that all functions considered are real-valued and that all function spaces
are considered over R.
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2. The generalized Besicovitch spaces

In this section we define and give some properties of the generalized Besicovitch
spaces. To begin with, we first state some fundamentals of algebras with mean value
(algebras w.m.v.), a concept which was first introduced by Zhikov and Krivenko
[47] (see also [30]) as a generalization of the algebra of almost periodic functions [8,
7] and [36] by Nguetseng for the concept of homogenization algebras. It is the main
tool suitable to tackle nonperiodic homogenization problems in the deterministic
setting. In the same direction we also mention the works by Frid et al. [2] and
Casado and Gayte [12, 13].

2.1. Algebras w.m.v.: an overview of basic concepts. Let m be a positive
integer. Given ε > 0, let

uε(x) = u
(x
ε

)
(x ∈ Rm)

for u ∈ L1
loc(R

m). Then uε ∈ L1
loc(R

m). More generally if u lies in Lploc(R
m)

(1 ≤ p <∞) then so also is uε.
With this in mind, a function u ∈ B(Rmy ) (the space of bounded uniformly

continuous functions on Rmy ) has a mean value if there exists a real number M(u)
such that uε →M(u) in L∞(Rm)-weak ∗ as ε→ 0. M(u) is called the mean value
of u, and the mapping M : u 7→ M(u) is a positive linear form (on the space of
those u in B(Rmy ) with mean value) invariant by translation, and attaining the value
1 on the constant function 1, and verifying |M(u)| ≤ ‖u‖∞ ≡ supy∈Rm |u(y)| (thus
of norm 1). M is called the mean value on Rm. It is also evident that

M(u) = lim
r→+∞

1

|Br|

∫

Br

u(y)dy (2.1)

where Br stands for the bounded open ball in Rm with radius r, and |Br| denotes
its Lebesgue measure. Expression (2.1) also works for u ∈ L1

loc(R
m) provided that

this limit exists.
This being so, by an algebra with mean value is meant any Banach subalgebra

A of B(Rmy ) with the properties:

(AMV1) A contains the constants
(AMV2) Any u ∈ A possesses a mean value
(AMV3) A is translation invariant, i.e. for every u ∈ A and every a ∈ Rm, τau ≡

u(· − a) ∈ A.

Let A be an algebra w.m.v. Clearly A (with the norm sup topology) is a com-
mutative C∗-algebra with identity (the involution here being the identity mapping).
We denote by ∆(A) the spectrum of A and by G the Gelfand transformation on A.
We recall that ∆(A) (a subset of the topological dual A′) is the set of all nonzero
multiplicative linear forms on A, and G is the mapping of A into C(∆(A)) such that
G(u)(s) = 〈s, u〉 (s ∈ ∆(A)), where 〈 , 〉 denotes the duality pairing between A′

and A. We equip ∆(A) with the relative weak ∗ topology on A′.
In [36] Nguetseng introduced the concept of homogenization algebras (H-algebras)

by requiring it to be a separable Banach space of the bounded continuous functions
in Rm which contains constants and whose elements possess a mean value. In par-
ticular the following result about algebras w.m.v. is worth mentioning; see [36] for
the proof.

Theorem 2.1. Let A be an algebra w.m.v. on Rmy . Then
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(i) The spectrum ∆(A) is a compact space and the Gelfand transformation
G is an isometric isomorphism identifying A with the algebra C(∆(A)) of
continuous functions on ∆(A).

(ii) The mean value M considered as defined on A is representable by some
Radon probability measure β (called the M -measure for A) as follows:

M(u) =

∫

∆(A)

G(u)dβ for any u ∈ A.

For the benefit of the reader we recall some well-known facts: in the case
when A is the algebra Cper(Y ) of Y -periodic continuous functions on Rmy (Y =

[−1/2, 1/2]
m

), then ∆(A) can be identified with the m-torus Tm = (R/Z)m. Let
R be a subgroup of Rmy . Let APR(Rmy ) denote the algebra of functions on Rmy that
are uniformly approximated by finite linear combinations of the functions in the
set {cos(k · y), sin(k · y) : k ∈ R}. It is known that APR(Rmy ) is an algebra w.m.v.
and its spectrum ∆(APR(Rmy )) is a compact topological group homeomorphic to

the dual group R̂ of R consisting of the characters γk (k ∈ R) of Rm, defined by
γk(y) = exp(2iπk · y) (y ∈ Rm); see [39, Propositions 2.2 and 2.6] for details.

Next, the partial derivative of index i (1 ≤ i ≤ m) on ∆(A) is defined as the
mapping ∂i = G ◦ ∂

∂yi
◦ G−1 (usual composition) of D1(∆(A)) = {ϕ ∈ C(∆(A)) :

G−1(ϕ) ∈ A1} into C(∆(A)), where A1 = {ψ ∈ C1(Rmy ) : ψ, ∂ψ∂yi
∈ A (1 ≤ i ≤ m)}.

Higher order derivatives can be defined analogously (see [36]). Now, let A∞ be

the space of ψ ∈ C∞(Rmy ) such that Dα
yψ = ∂|α|ψ

∂y
α1
1 ···∂yαm

m
∈ A for every multi-index

α = (α1, · · ·, αm) ∈ Nm, and let D(∆(A)) = {ϕ ∈ C(∆(A)) : G−1(ϕ) ∈ A∞}.
Endowed with a suitable locally convex topology (see [36]), A∞ (resp. D(∆(A))) is
a Fréchet space and further, G viewed as defined on A∞ is a topological isomorphism
of A∞ onto D(∆(A)).

Analogously to the Schwartz’s space D′(Rm) of usual distributions, we now de-
fine the space of distributions on ∆(A) as the space of all continuous linear forms
on D(∆(A)). We denote it by D′(∆(A)) and we endow it with the strong dual
topology. The following result allows us to view the spaces Lp(∆(A)) (1 ≤ p ≤ ∞)
as subspaces of D′(∆(A)).

Proposition 2.2. Let A be an algebra w.m.v. Then the space A∞ is dense in A.

Proof. We just give a sketch of the proof. Let u ∈ A, and let ϕ ∈ D(Rm); then
u ∗ ϕ ∈ C∞(Rm). Since u is uniformly continuous, the function u ∗ ϕ can be
uniformly approximated by a finite linear combination of translates of u, so that,
as A is translation invariant and closed, u ∗ ϕ ∈ A. Now, let (θn)n≥1 be a mollifier
on Rm. Clearly u ∗ θn ∈ A∞ and u ∗ θn → u in A as n→ ∞. Whence the result.

The above result amounts to saying that D(∆(A)) is dense in C(∆(A)), so that,
since C(∆(A)) is dense in Lp(∆(A)), one easily sees that Lp(∆(A)) ⊂ D′(∆(A))
(1 ≤ p ≤ ∞) with continuous embedding. We may therefore define the Sobolev
spaces on ∆(A) as

W 1,p(∆(A)) = {u ∈ Lp(∆(A)) : ∂iu ∈ Lp(∆(A)) (1 ≤ i ≤ m)} (1 ≤ p <∞)

where the derivative ∂iu is taken in the distribution sense on ∆(A) (exactly as the
Schwartz derivative in the classical case). This is a Banach space with the norm
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||u||W 1,p(∆(A)) =

(
||u||pLp(∆(A)) +

N∑

i=1

||∂iu||
p
Lp(∆(A))

) 1
p (

u ∈W 1,p(∆(A))
)
.

To that space are attached some other spaces as its closed subspace

W 1,p(∆(A))/R =

{
u ∈W 1,p(∆(A)) :

∫

∆(A)

u(s)dβ(s) = 0

}

and its separated completion W 1,p
# (∆(A)); see [42] for a documented presentation

of these spaces.
We can also define the notion of a product algebra w.m.v. For this purpose,

let A1 (resp. A2) be an algebra w.m.v. on Rm1 (resp. Rm2); then we define the
product algebra w.m.v. A1 ⊙ A2 as the closure in B(Rm1 × Rm2) of the tensor
product A1 ⊗A2 = {

∑
finite ui1 ⊗ ui2 : uij ∈ Aj , j = 1, 2}.

2.2. Generalized Besicovitch spaces. The notations are those of the preceding
subsection. Let A be an algebra w.m.v. Let 1 ≤ p < ∞. If u ∈ A, then |u|p ∈ A
with G(|u|p) = |G(u)|p. Hence the limit limr→+∞

1
|Br |

∫
Br

|u(y)|p dy exists and we

have

lim
r→+∞

1

|Br|

∫

Br

|u(y)|p dy = M(|u|p) =

∫

∆(A)

|G(u)|p dβ.

Hence, for u ∈ A, put

‖u‖p = (M(|u|p))
1/p

.

This defines a seminorm on A with which A is not complete. we denote by BpA the
completion of A with respect to ‖·‖p. B

p
A is a Fréchet space, and an argument due

to Besicovitch [7] states that BpA is a complete subspace of Lploc(R
m
y ). We have the

following properties that can be achieved using the theory of the completion; see
e.g., [9].

Proposition 2.3. The following hold true:

(i) A is dense in BpA;
(ii) If F is a Banach space then any continuous linear mapping l from A to

F extends by continuity to an unique continuous linear mapping L, of BpA
into F .

Now, let 1 ≤ p ≤ q < ∞. Obviously we have BqA ⊂ BpA, so that one may
naturally define the space B∞

A as follows:

B∞
A =




f ∈
⋂

1≤p<∞

BpA : sup
1≤p<∞

‖f‖p <∞




 .

We endow B∞
A with the seminorm [f ]∞ = sup1≤p<∞ ‖f‖p, which makes it a Fréchet

space.
Next, thanks to the preceding proposition, the following properties are worth

noting:
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1) The Gelfand transformation G : A → C(∆(A)) extends by continuity
to an unique continuous linear mapping, still denoted by G, of BpA into
Lp(∆(A)). Furthermore if u ∈ BpA ∩ L∞(Rmy ) then G(u) ∈ L∞(∆(A)) and
‖G(u)‖L∞(∆(A)) ≤ ‖u‖L∞(Rm

y ).

2) The mean value M viewed as defined on A, extends by continuity to
a positive continuous linear form (still denoted by M) on BpA satisfying
M(u) =

∫
∆(A)

G(u)dβ (u ∈ BpA). Furthermore, M(τau) = M(u) for each

u ∈ BpA and all a ∈ Rm, where τau(y) = u(y − a) for almost all y ∈ Rm.
3) Let 1 ≤ p, q, r < ∞ be such that 1

p + 1
q = 1

r ≤ 1. The usual multiplication

A×A→ A; (u, v) 7→ uv, extends by continuity to a bilinear formBpA×B
q
A →

BrA with

‖uv‖r ≤ ‖u‖p ‖v‖q for (u, v) ∈ BpA ×BqA.

The following result will be of great interest in the work.

Proposition 2.4. Let A be an algebra w.m.v. Then A∞ is dense in BpA.

Proof. Indeed by Proposition 2.2 A∞ is dense in A. The result follows therefore by
[part (i) of] Proposition 2.3.

Now, let u ∈ BpA (1 ≤ p <∞); then |u|p ∈ B1
A (this is easily seen) and so, by part

2) above one has M(|u|p) =
∫
∆(A)

|G(u)|p dβ = ‖G(u)‖pLp(∆(A)). Thus for u ∈ BpA

we have ‖u‖p = (M(|u|p))
1/p

, and ‖u‖p = 0 if and only if G(u) = 0. Unfortunately,

the mapping G (defined on BpA) is not in general injective. So let N = KerG (the
kernel of G) and let

BpA = BpA/N .

Endowed with the norm

‖u+ N‖Bp
A

= ‖u‖p (u ∈ BpA),

BpA is a Banach space with the following property.

Theorem 2.5. The mapping G : BpA → Lp(∆(A)) induces an isometric isomor-
phism G1 of BpA onto Lp(∆(A)).

Proof. Since G is an isometry (indeed ‖G(u)‖Lp(∆(A)) = ‖u‖p for u ∈ BpA) it suffices

to show that G is surjective so that, using the first isomorphism theorem, G will
induce an algebraic isomorphism G1 : BpA → Lp(∆(A)) which will be moreover a
topological isomorphism.

So, first and foremost, G(BpA) is dense in Lp(∆(A)): this comes on one hand
from the density of C(∆(A)) = G(A) in Lp(∆(A)) and on the other hand from
the inclusion C(∆(A)) ⊂ G(BpA) ⊂ Lp(∆(A)). Now, let v ∈ Lp(∆(A)). Then there
exists a sequence (un)n ⊂ BpA such that G(un) → v in Lp(∆(A)) as n→ ∞. But we
have ‖un − un′‖p = ‖G(un) − G(un′)‖Lp(∆(A)) → 0 as n, n′ → ∞. Thus (un)n is a

Cauchy sequence in BpA. As BpA is complete there exists a function u ∈ BpA such that
un → u in BpA as n → ∞, hence G(un) → G(u) in Lp(∆(A)) as n → ∞. Whence
v = G(u). This shows that G is surjective. Therefore, by the first isomorphism
theorem, the mapping G1 : BpA = BpA/N → Lp(∆(A)) defined by

G1(u+ N ) = G(u) for u ∈ BpA
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is an algebraic isomorphism. But G1 is a topological isometric isomorphism since

‖G1(u+ N )‖Lp(∆(A)) = ‖u‖p = ‖u+ N‖Bp

A
for u ∈ BpA.

This completes the proof.

As a first consequence of the preceding theorem one can also define the mean
value of u+ N (for each u ∈ BpA) as follows:

M1(u+ N ) = M(u), so that M1(u + N ) = lim
r→+∞

1

|Br|

∫

Br

u(y)dy.

One crucial result that can be derived from the preceding theorem is the following

Corollary 2.6. The following hold true:

(i) The spaces BpA are reflexive for 1 < p <∞;

(ii) The topological dual of the space BpA (1 ≤ p < ∞) is the space Bp
′

A (p′ =
p/(p− 1)), the duality being given by

〈u+ N , v + N〉
Bp′

A
,Bp

A

= M(uv) =
∫
∆(A)

G1(u + N )G1(v + N )dβ

for u ∈ Bp
′

A and v ∈ BpA.

This result is easily proven by using the properties of Lp-spaces and the above
isometric isomorphism.

Remark 2.1. The space BpA is the separated completion of BpA and the canonical
mapping of BpA into BpA is just the canonical surjection of BpA onto BpA; see once
more [9] for the theory of completion.

Another definition which will be of great interest in the ensuing sections is

Definition 2.1. An algebra w.m.v. A on Rm is ergodic if for every u ∈ B1
A such

that ‖u− u(· + a)‖1 = 0 for every a ∈ Rm we have ‖u−M(u)‖1 = 0.

An equivalent property given by Casado and Gayte [13] is the following propo-
sition.

Proposition 2.7. [13] An algebra w.m.v. A on Rm is ergodic if

lim
r→+∞

∥∥∥∥
1

|Br|

∫

Br

u(· + y)dy −M(u)

∥∥∥∥
p

= 0 for all u ∈ BpA, 1 ≤ p <∞. (2.2)

The following result provides us with a few examples of ergodic algebras (see
next section for its application).

Lemma 2.8. Let A be an algebra w.m.v. on Rm with the following property:

lim
r→+∞

1

|Br|

∫

Br

u(x+ y)dx = M(u) uniformly with respect to y. (2.3)

Then A is ergodic.

Proof. As A is dense in BpA, it suffices to check (2.2) for u ∈ A. Let η > 0 be freely
fixed. For such u’s, according to (2.3) there exists r0 > 0 such that

∣∣∣∣
1

|Br|

∫

Br

u(x+ y)dx−M(u)

∣∣∣∣ ≤ η for r > r0
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and all y ∈ Rm. This leads at once at

My

(∣∣∣∣
1

|Br|

∫

Br

u(x+ y)dx−M(u)

∣∣∣∣
p)

≤ ηp for r > r0.

The ergodicity of A follows thereby.

From now on, we will use the same letter u (if there is no danger of confusion)
to denote an equivalence class of an element u ∈ BpA. The symbol ̺ will denote
the canonical surjection of BpA onto BpA = BpA/N . With this in mind, one can
define another space attached to BpA. To begin with, however, we need one further
definition. Let u ∈ BpA be such that ∂iG1(u) ∈ Lp(∆(A)) for fixed 1 ≤ i ≤ m. There
exists an unique ui ∈ BpA such that ∂iG1(u) = G1(ui). This leads to the following
definition.

Definition 2.2. By a formal derivative of index i of u ∈ BpA is meant the unique

element ui of BpA (if there exists) denoted by ∂u/∂yi, defined by

G1

(
∂u

∂yi

)
= ∂iG1(u). (2.4)

Remark 2.2. For u ∈ B1,p
A (that is the space of u ∈ BpA such that Dyu ∈ (BpA)m)

we have

G1

(
̺

(
∂u

∂yi

))
= G

(
∂u

∂yi

)
= ∂iG (u) = ∂iG1 (̺(u)) = (by definition)G1

(
∂

∂yi
(̺(u))

)
,

hence

̺

(
∂u

∂yi

)
=

∂

∂yi
(̺(u)),

or equivalently,

̺ ◦
∂

∂yi
=

∂

∂yi
◦ ̺ on B1,p

A . (2.5)

Now, set (for 1 ≤ p <∞)

B1,p
A =

{
u ∈ BpA :

∂u

∂yi
∈ BpA, 1 ≤ i ≤ m

}
.

We endow B1,p
A with the norm

‖u‖B1,p

A
=

[
‖u‖pp +

m∑

i=1

∥∥∥∥
∂u

∂yi

∥∥∥∥
p

p

]1/p

(u ∈ B1,p
A ).

In this norm, B1,p
A is a Banach space and further, the restriction of G1 to B1,p

A is an

isometric isomorphism of B1,p
A onto W 1,p(∆(A)).

Next, consider the subspace B1,p
A /R of B1,p

A consisting of u ∈ B1,p
A withM1(u) = 0.

Equipped with the seminorm

‖u‖B1,p

A
/R

=
∥∥Dyu

∥∥
p

:=

[
m∑

i=1

∥∥∥∥
∂u

∂yi

∥∥∥∥
p

p

]1/p

(u ∈ B1,p
A /R)

where Dy = ( ∂
∂yi

)1≤i≤m, B1,p
A /R is a locally convex topological space which is in

general nonseparate and noncomplete. We denote by B1,p
#A the separated completion
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of B1,p
A /R with respect to ‖·‖B1,p

A
/R

, and by J1 the canonical mapping of B1,p
A /R into

B1,p
#A. It is a fact (using the theory of completion of the uniform spaces [9]) that the

mapping ∂
∂yi

: B1,p
A /R → BpA extends by continuity to an unique continuous linear

mapping ∂
∂yi

: B1,p
#A → BpA satisfying

∂

∂yi
◦ J1 =

∂

∂yi
and ‖u‖B1,p

#A
=
∥∥Dyu

∥∥
p

(u ∈ B1,p
#A) (2.6)

where Dy = ( ∂
∂yi

)1≤i≤m. Since G1 is an isometric isomorphism of B1,p
A onto

W 1,p(∆(A)) we have by (2.4) that the restriction of G1 to B1,p
A /R sends isomet-

rically B1,p
A /R onto W 1,p(∆(A))/R. So by [9] there exists an unique isometric

isomorphism G1 : B1,p
#A →W 1,p

# (∆(A)) such that

G1 ◦ J1 = J ◦ G1 (2.7)

and

∂i ◦ G1 = G1 ◦
∂

∂yi
(1 ≤ i ≤ m). (2.8)

(We recall that J is the canonical mapping of W 1,p(∆(A))/R into its separated

completion W 1,p
# (∆(A)) while J1 is the canonical mapping of B1,p

A /R into B1,p
#A.)

Furthermore, as J1(B
1,p
A /R) is dense in B1,p

#A (this is classical), it follows that (J1 ◦

̺)(A∞/R) is dense in B1,p
#A, where A∞/R = {u ∈ A∞ : M(u) = 0}.

The properties of G1 and G1 will come to light in the next section.

3. Two-scale A-convergence

In this section we introduce a version of the two-scale convergence where we will
take advantage of the identification G1(B

p
A) = Lp(∆(A)). In all that follow Ω is an

open subset of RN (integer N ≥ 1) and A is an algebra w.m.v. on RN .

Definition 3.1. Let 1 ≤ p < ∞. A sequence (uε)ε>0 ⊂ Lp(Ω) is said to weakly
two-scale A-converge in Lp(Ω) to some u0 ∈ Lp(Ω;BpA) if as ε→ 0, we have

∫

Ω

uε(x)f
(
x,
x

ε

)
dx→

∫

Ω

∫

∆(A)

û0(x, s)f̂(x, s)dβ(s)dx (3.1)

for every f ∈ Lp
′

(Ω;A) (1/p′ = 1−1/p) where û0 = G1◦u0 and f̂ = G◦f = (G1◦̺)◦f .

Notation. We express this by writing uε → u0 in Lp(Ω)-weak A.

Remark 3.1. Thanks to the equality G1(B
p
A) = Lp(∆(A)), the above definition

of convergence is exactly the same as the one given by Nguetseng in [36], namely
the Σ-convergence. We have replaced Σ by A since we do not use the terminology
homogenization structures [36] here. Thus the uniqueness of the limit u0 is ensured.
It is also a fact that the weak A-convergence in Lp implies the weak convergence
in Lp.

In the sequel the letter E will throughout denote a fundamental sequence, that
is, any ordinary sequence E = (εn)n (integers n ≥ 0) with 0 < εn ≤ 1 and εn → 0
as n → ∞. The following result is the starting point to all the next compactness
results we will deal with.
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Theorem 3.1. Any bounded sequence (uε)ε∈E in Lp(Ω) (1 < p < ∞) admits a
subsequence which is weakly two-scale A-convergent in Lp(Ω).

Proof. The proof in the general setting of algebras w.m.v. is given in [12, Theorem
4.8]. Here we just give sketch of the proof in the case of H-algebras, that is when
A is separable.

Set Lε(f) =
∫
Ω uεf

εdx (f ∈ Lp
′

(Ω;A)), where fε ∈ Lp
′

(Ω) is defined by
fε(x) = f(x, x/ε), x ∈ Ω. Then

|Lε(f)| ≤ c ‖f‖Lp′(Ω;A) (ε ∈ E),

hence (Lε(f))ε∈E is bounded in R and therefore, there exist a subsequence E′(f)
and a real number L(f) such that, as E′(f) ∋ ε→ 0, one has Lε(f) → L(f). Using

the separability of Lp
′

(Ω;A) (note that A is separable) and the diagonal process,
one gets the existence of a subsequence E′ from E such that, as E′ ∋ ε→ 0,

Lε(f) → L(f) for any f ∈ Lp
′

(Ω;A).

But one also has the inequality |Lε(f)| ≤ c ‖fε‖Lp′(Ω) and further, as E′ ∋ ε → 0,

‖fε‖Lp′(Ω) →
∥∥∥f̂
∥∥∥
Lp′(Ω×∆(A))

(see e.g. [36]), so that the following holds:

|L(f)| ≤ c
∥∥∥f̂
∥∥∥
Lp′(Ω×∆(A))

= c ‖f‖
Lp′(Ω;Bp′

A
)
.

The space Bp
′

A being reflexive with dual space BpA, there exists a function u0 ∈
Lp(Ω;BpA) such that

L(f) =

∫

Ω

∫

∆(A)

û0(x, s)f̂(x, s)dβ(s)dx.

This concludes the proof.

The next result will need further notion.

Definition 3.2. A sequence (uε)ε>0 in L1(Ω) is said to be uniformly integrable
if (uε)ε>0 is bounded in L1(Ω) and further one has supε>0

∫
X
|uε| dx → 0 for any

integrable set X ⊂ Ω such that |X | → 0, where |X | denotes the Lebesgue measure
of X .

The analogue of Theorem 3.1 in the case when p = 1 states as follows.

Theorem 3.2. Any uniformly integrable sequence (uε)ε∈E in L1(Ω) admits a sub-
sequence which is weakly two-scale A-convergent in L1(Ω).

Proof. See the proof of [12, Theorem 4.10].

The next result requires some preliminaries. Beforehand we recall that A is
translation invariant. Let a ∈ RN ; the translation operator τa : A→ A extends by
continuity to an unique translation operator still denoted by τa : BpA → BpA (1 ≤
p <∞). Indeed τa is bijective and ‖τau‖p = ‖u‖p since M(|τau|

p
) = M(τa |u|

p
) =

M(|u|p) for all u ∈ A. Besides since each element of A is uniformly continuous,
the group of unitary operators {τa}a∈RN thus defined is strongly continuous, i.e.,
τau→ u in BpA as |a| → 0 for all u ∈ BpA. Moreover

M(τau) = M(u) for all u ∈ BpA and any a ∈ RN . (3.2)

With this in mind, we begin with the following preliminary result.
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Lemma 3.3. Let (uε)ε∈E be a uniformly integrable sequence in L1(Ω) which weakly
two-scale A-converges towards u0 ∈ L1(Ω;B1

A). Then

(i) For each a ∈ RN the sequence (vε)ε∈E defined by vε(x) = uε(x−εa) (x ∈ Ω)
weakly two-scale A-converges in L1(Ω) towards the function τau0 defined
by τau0(x, y) = u(x, y − a) a.e. (x, y) ∈ Ω × RN ;

(ii) For each positive real number r the sequence (wε)ε∈E defined by wε(x) =
1

|Br |

∫
Br
uε(x + ερ)dρ (x ∈ Ω) weakly two-scale A-converges in L1(Ω) to-

wards the function w0 defined by w0(x, y) = 1
|Br|

∫
Br
u0(x, y + ρ)dρ.

Proof. Let us beginning by noticing that since G1 is a bounded linear operator of
B1
A into L1(∆(A)) we have the following property

G1

(∫

Br

u0(x, · + ρ)dρ

)
=

∫

Br

G1(u0(x, · + ρ))dρ (3.3)

where u0 is as above.
Now, as part (i) is concerned, let ϕ ∈ D(Ω) and let f ∈ A; we have

∫

Ω

vεϕf
εdx =

∫

Ω

uε(x− εa)ϕ(x)f
(x
ε

)
dx

=

∫

Ω−εa

uε(x)ϕ(x+ εa)f
(x
ε

+ a
)
dx

=

∫

Ω

uε(x)ϕ(x + εa)f
(x
ε

+ a
)
dx−

∫

Ω\(Ω−εa)

uε(x)ϕ(x+ εa)f
(x
ε

+ a
)
dx

+

∫

(Ω−εa)\Ω

uε(x)ϕ(x+ εa)f
(x
ε

+ a
)
dx

= (I) − (II) + (III).

As for (I) we have

(I) =

∫

Ω

uε(x)ϕ(x)(τ−af)
(x
ε

)
dx+

∫

Ω

uε(x)[ϕ(x+ εa) − ϕ(x)](τ−af)
(x
ε

)
dx

= (I1) + (I2).

The algebra A being translation invariant, we have τ−af ∈ A, and so

(I1) →

∫

Ω

∫

∆(A)

û0(x, s)ϕ(x)τ̂−af(s)dβdx as E ∋ ε→ 0.

But
∫

∆(A)

û0(x, s)τ̂−af(s)dβ = M(u0(x, ·)τ−af)

= M(τ−a(τau0(x, ·)f))

= M(τau0(x, ·)f) because M is translation invariant

=

∫

∆(A)

τ̂au0(x, s)f̂(s)dβ.

Note that here we have identified u0(x, ·) ∈ B1
A with its representant u0(x, ·) ∈ B1

A so
that M1(u0(x, ·)) = M(u0(x, ·)), u0(x, ·) on the left-hand side being an equivalence
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class whereas u0(x, ·) on the right-hand side is its representant. On the other hand
we have

(I2) ≤ ε |a| (sup
x∈Ω

|Dϕ(x)|)

∫

Ω

|uε(x)|
∣∣∣f
(x
ε

+ a
)∣∣∣ dx

and so (I2) → 0 as E ∋ ε → 0. Besides, the uniform integrability of (uε)ε and the
inequality
∫

(Ω−εa)∆Ω

|uε(x)| |ϕ(x+ εa)|
∣∣∣f
(x
ε

+ a
)∣∣∣ dx ≤ ‖ϕ‖∞ ‖f‖∞

∫

(Ω−εa)∆Ω

|uε(x)| dx

(where B∆C denotes the symmetric difference between the two sets B and C) lead
to the fact that (II) and (III) go towards 0 as E ∋ ε→ 0. (i) is proved thereby.

As for (ii), let ϕ and f be as above. We have by the Fubini’s theorem,
∫

Ω

(
1

|Br|

∫

Br

uε(x+ ερ)dρ

)
ϕ(x)f

(x
ε

)
dx =

1

|Br|

∫

Br

∫

Ω

uε(x+ερ)ϕ(x)f
(x
ε

)
dxdρ.

According to (i) we have for each fixed ρ ∈ Br, as E ∋ ε→ 0,
∫

Ω

uε(x+ ερ)ϕ(x)f
(x
ε

)
dx→

∫∫

Ω×∆(A)

τ̂−ρu0(x, s)ϕ(x)f̂ (s)dxdβ.

Thus, using the Lebesgue dominated convergence theorem we are led at once at
(ii).

The preceding lemma has an important corollary whose usefulness will come to
light in the proof of the next compactness result.

Corollary 3.4. Let Q = Ω × (0, T ) where 0 < T < ∞ and Ω is an open bounded
set in RN . Let (uε)ε∈E be a uniformly integrable sequence in L1(Q) which weakly
two-scale A-converges towards u0 ∈ L1(Q;B1

A) (A being an algebra w.m.v. on
RN+1
y,τ ). For each positive real number r the sequence (wε)ε∈E defined by wε(x, t) =
1

|Br |

∫
Br
uε(x+ ερ, t)dρ ((x, t) ∈ Q) weakly two-scale A-converges in L1(Q) towards

the function w0 ∈ L1(Q;B1
A) defined by w0(x, t, y, τ) = 1

|Br |

∫
Br
u0(x, t, y + ρ, τ )dρ.

Proof. This is a mere adaptation of the proof of Lemma 3.3 by changing x ∈ Ω into
(x, t) ∈ Q and a ∈ RN into a′ = (a, 0) ∈ RN+1.

In order to state the next result, we need one further definition. For 1 < p <∞,
set

V p = {v ∈ Lp(0, T ;W 1,p
0 (Ω)) : v′ = ∂v/∂t ∈ Lp

′

(0, T ;W−1,p′(Ω))}

where 0 < T < ∞ and Ω is an open bounded set in RN . Then V p is a Banach
space under the norm

‖v‖V p = ‖v‖Lp(0,T ;W 1,p
0 (Ω)) + ‖v′‖Lp′(0,T ;W−1,p′ (Ω)) (v ∈ V p).

Moreover if p ≥ 2, then V p is continuously embedded in the space C([0, T ];L2(Ω))
and compactly embedded in the space L2(Q) where, as above,

Q = Ω × (0, T ).

We also define according to [2] the notion of vector valued algebra. Let Aτ be an
algebra w.m.v. on Rτ , and let X be a Fréchet space. We denote by Aτ (Rτ ;X)
the space of functions f ∈ B(Rτ ;X) (the space of bounded uniformly continuous
functions of Rτ into X) satisfying the following conditions:

(i) For all L ∈ X ′ (topological dual of X) we have 〈L, f〉 ∈ Aτ ;
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(ii) The family Ff = {〈L, f〉 : L ∈ X ′ with ‖L‖ ≤ 1} is relatively compact in
Aτ .

Since there is an isometric isomorphism between Aτ (Rτ ;X) and C(∆(Aτ );X)
(see [2, Theorem 5.1]), one sees that Aτ ⊗ X is dense in Aτ (Rτ ;X). Indeed this
follows from the classical fact that C(∆(Aτ ))⊗X is dense in C(∆(Aτ );X) as ∆(Aτ )
is a compact topological space. In particular we have the following result which
shows that the concept of vector valued algebra is a generalization of the notion of
product algebras.

Lemma 3.5. Let A1 (resp. A2) be an algebra w.m.v. on Rm1 (resp. Rm2). Then

A1 ⊙A2 = A1(R
m1 ;A2).

Proof. This follows from the fact that A1 ⊗A2 is dense in A1(Rm1 ;A2).

Now let u ∈ Aτ (Rτ ;X); then due to the compactness of the corresponding
family Fu, we have that the function τ 7→ ‖u(τ )‖X , denoted by ‖u‖X , lies in
Aτ (this comes in fact from the equality ‖u(τ)‖X = supL∈X′,‖L‖≤1 |〈L, u(τ)〉|).

Hence for any 1 ≤ p < ∞ we have ‖u‖pX ∈ Aτ . Therefore we define the vector
valued generalized Besicovitch spaces BpAτ

(Rτ ;X) as the completion of the space

Aτ (Rτ ;X) with respect to the seminorm

‖u‖p = (M(‖u‖pX))
1/p

(u ∈ Aτ (Rτ ;X)).

Next, we know that, in the above seminorm, Aτ (Rτ ;X) is dense in BpAτ
(Rτ ;X),

so that Aτ ⊗X is dense BpAτ
(Rτ ;X). In particular if Ay is an algebra w.m.v. on

RNy then Aτ ⊗Ay (and hence Aτ ⊙Ay) is dense in BpAτ
(Rτ ;B

p
Ay

).

We can also define the corresponding quotient spaces BpAτ
(Rτ ;X) and it can

be proven that the space BpAτ
(Rτ ;X) is isometrically isomorphic to the space

Lp(∆(Aτ );X).
Now, let A = Ay ⊙ Aτ , Ay and Aτ being as above. The same letter G will

denote the Gelfand transformation on Ay, Aτ and A, as well. Points in ∆(Ay)
(resp. ∆(Aτ )) are denoted by s (resp. s0). The compact space ∆(Ay) (resp.
∆(Aτ )) is equipped with the M -measure βy (resp. βτ ), for Ay (resp. Aτ ). We
have ∆(A) = ∆(Ay)× ∆(Aτ ) (Cartesian product) and the M -measure for A, with
which ∆(A) is equipped, is precisely the product measure β = βy ⊗ βτ (see [36]).

We can now state and prove the compactness theorem we will deal with in the
forthcoming sections.

Theorem 3.6. Let A = Ay ⊙ Aτ where Ay (resp. Aτ ) is an algebra w.m.v. on
RNy (resp. Rτ ). Assume Ay is ergodic. Let 1 < p < ∞. Finally, let (uε)ε∈E
be a bounded sequence in V p. There exist a subsequence E′ from E and a couple
u = (u0, u1) ∈ V p × Lp(Q;BpAτ

(Rτ ;B
1,p
#Ay

)) such that, as E′ ∋ ε→ 0,

uε → u0 in V p-weak (3.4)

∂uε
∂xi

→
∂u0

∂xi
+
∂u1

∂yi
in Lp(Q)-weak A (1 ≤ i ≤ N). (3.5)

Proof. Let the hypotheses be those of Theorem 3.6 above. By the reflexivity of the
space V p and also arguing as in Theorem 3.1, there exist a subsequence E′ from E
and, a function u0 ∈ V p and a vector function w = (wi)1≤i≤N ∈ Lp(Q; (BpA)N ) such

that, as E′ ∋ ε→ 0, we have (3.4) and ∂uε

∂xi
→ wi in Lp(Q)-weak A (1 ≤ i ≤ N). It
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remains to check that there exists a function u1 ∈ Lp(Q;BpAτ
(Rτ ;B

1,p
#Ay

)) such that

wi = ∂u0

∂xi
+ ∂u1

∂yi
(1 ≤ i ≤ N). For that purpose, let r > 0 be freely fixed. Let Bεr

denote the open ball in RNy with radius εr. By the equalities

1

ε

(
uε(x, t) −

1

|Bεr|

∫

Bεr

uε(x+ y, t)dy

)
=

1

ε

1

|Bεr|

∫

Bεr

(uε(x, t) − uε(x+ y, t)) dy

=
1

ε

1

|Br|

∫

Br

(uε(x, t) − uε(x + εy, t)) dy

= −
1

|Br|

∫

Br

dy

∫ 1

0

Duε(x+ θεy, t) · ydθ,

(the dot denoting the usual Euclidean inner product in RN ) we deduce from the
boundedness of (uε)ε∈E′ in V p that the sequence (vε)ε∈E′ defined by

vε(x, t) =
1

ε

(
uε(x, t) −

1

|Bεr|

∫

Bεr

uε(x+ ρ, t)dρ

)

is bounded in Lp(Q). Hence due to Theorem 3.1 there exist a subsequence from E′

not relabeled and a function Vr ∈ Lp(Q;BpA) such that, as E′ ∋ ε→ 0,

vε → Vr in Lp(Q)-weak A. (3.6)

But for ϕ ∈ D(Q), ψ ∈ A∞
y and χ ∈ A∞

τ we have

∫
Q

1
ε

(
uε(x, t) −

1
|Bεr|

∫
Bεr

uε(x + ρ, t)dρ
)
∂ψ
∂yi

(xε )χ( tε)ϕ(x, t)dxdt

= −
∫
Q

(
∂uε

∂xi
(x, t) − 1

|Bεr |

∫
Bεr

∂uε

∂xi
(x + ρ, t)dρ

)
ψ(xε )χ( tε)ϕ(x, t)dxdt

−
∫
Q

(
uε(x, t) −

1
|Bεr|

∫
Bεr

uε(x + ρ, t)dρ
)
ψ(xε )χ( tε)

∂ϕ
∂xi

(x, t)dxdt.

(3.7)

Now since uε −
1

|Bεr |

∫
Bεr

uε(· + ρ, ·)dρ = εvε → 0 in Lp(Q) as E′ ∋ ε → 0 (recall

that (vε)ε∈E′ is bounded in Lp(Q)) we then pass to the limit in (3.7) as E′ ∋ ε→ 0,
and obtain, using Corollary 3.4 and property (3.3),
∫∫
Q×∆(A) V̂r∂iψ̂χ̂ϕdxdtdβ

= −
∫∫
Q×∆(A)

(
ŵi(x, t, s, s0) −

1
|Br |

∫
Br

G1(wi(x, t, · + ρ, ·))dρ
)
ψ̂χ̂ϕdxdtdβ,

and because of the arbitrariness of ϕ, ψ and χ,

∂iV̂r(x, t, ·, ·) = G1

(
wi(x, t, ·, ·) −

1

|Br|

∫

Br

wi(x, t, · + ρ, ·)dρ

)
a.e. (x, t) ∈ Q.

We recall that here ŵi(x, t, s, s0) = G1(wi(x, t, ·, ·))(s, s0) a.e. (s, s0) ∈ ∆(Ay) ×

∆(Aτ ). But ∂iV̂r(x, t, ·, ·) = ∂iG1(Vr(x, t, ·, ·)) = G1

(
∂Vr

∂yi
(x, t, ·, ·)

)
, hence, for 1 ≤

i ≤ N ,

∂Vr
∂yi

(x, t, ·, ·) = wi(x, t, ·, ·) −
1

|Br|

∫

Br

wi(x, t, · + ρ, ·)dρ a.e. in (x, t) ∈ Q

since G1 is an isomorphism of BpA onto Lp(∆(A)). Set fr = Vr −M1(Vr), M1 being

taken with respect to the variable y. Then M1(fr) = 0 and moreover DyVr =

Dyfr. Now since BpA ⊂ BpAτ
(Rτ ;B

p
Ay

) (this comes from the fact that Ay ⊗ Aτ ⊂

BpAτ
(Rτ ;B

p
Ay

): indeed for every L ∈ A′
y and any u ∈ Ay ⊗ Aτ we have 〈L, u〉 ∈

Aτ ; moreover, the closed unit ball of A′
y being weakly sequentially compact, any
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sequence from Fu (for u ∈ Ay ⊗ Aτ ) has a compact subsequence in Fu) we have

that wi ∈ Lp(Q;BpAτ
(Rτ ;B

p
Ay

)) and so ∂fr/∂yi ∈ Lp(Q;BpAτ
(Rτ ;B

p
Ay

)), that is,

fr ∈ Lp(Q;BpAτ
(Rτ ;B

1,p
Ay
/R)).

So let gr = J1 ◦ fr, where J1 denotes the canonical mapping of B1,p
Ay
/R into its

separated completion B1,p
#Ay

. Then gr ∈ Lp(Q;BpAτ
(Rτ ;B

1,p
#Ay

)) and furthermore,

∂gr
∂yi

(x, t, ·, ·) = wi(x, t, ·, ·) −
1

|Br|

∫

Br

wi(x, t, · + ρ, ·)dρ (1 ≤ i ≤ N)

since ∂gr

∂yi
(x, t, ·, ·) = ∂fr

∂yi
(x, t, ·, ·) = ∂Vr

∂yi
(x, t, ·, ·). We still view wi(x, t, ·, ·) as its

representant in BpA. With this, we have

‖gr(x, t, ·, τ ) − gr′(x, t, ·, τ )‖B1,p

#Ay

≤
∥∥Dygr(x, t, ·, τ ) − w(x, t, ·, τ ) +M(w(x, t, ·, τ ))

∥∥
p

+
∥∥Dygr′(x, t, ·, τ ) − w(x, t, ·, τ ) +M(w(x, t, ·, τ ))

∥∥
p
.

But ∥∥Dygr(x, t, ·, τ ) − w(x, t, ·, τ ) +M(w(x, t, ·, τ ))
∥∥
p

=
∥∥∥ 1
|Br |

∫
Br
w(x, t, · + ρ, τ )dρ−M(w(x, t, ·, τ ))

∥∥∥
p
.

Therefore, since the algebra Ay is ergodic, we have

‖gr(x, t, ·, τ ) − gr′(x, t, ·, τ )‖B1,p

#Ay

→ 0 as r, r′ → +∞.

Thus the sequence (gr(x, t, ·, τ ))r>0 is a Cauchy sequence in the Banach space B1,p
#Ay

,

whence the existence of an unique u1(x, t, ·, τ ) ∈ B1,p
#Ay

such that

gr(x, t, ·, τ ) → u1(x, t, ·, τ ) in B1,p
#Ay

as r → +∞,

that is

Dygr(x, t, ·, τ ) → Dyu1(x, t, ·, τ ) in (BpAy
)N as r → +∞.

Once again the ergodicity of Ay and the uniqueness of the limit leads us at once at

Dyu1(x, t, ·, τ ) = w(x, t, ·, τ ) −M(w(x, t, ·, τ )) a.e. (x, t, τ) ∈ Q× Rτ ,

hence the existence of u1 : Q → BpAτ
(Rτ ;B

1,p
#Ay

), (x, t) 7→ u1(x, t, ·, ·), belonging to

Lp(Q;BpAτ
(Rτ ;B

1,p
#Ay

)) such that

w −M(w) = Dyu1.

Finally, since Duε → w in Lp(Q)N -weak A as E′ ∋ ε → 0, it follows that Duε →
M(w) in Lp(Q)N -weak A as E′ ∋ ε → 0, and so, by (3.4) we get M(w) = Du0, so
that

w = Du0 +Dyu1.

This concludes the proof.

Another important result whose proof is quite similar to the preceding one is the
following
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Theorem 3.7. Let A be an ergodic algebra w.m.v. on RNy . Let (uε)ε∈E be a

bounded sequence in W 1,p(Ω) (1 < p < ∞). There exist a subsequence E′ from E

and a couple u = (u0, u1) ∈ W 1,p(Ω) × Lp(Ω;B1,p
#A) such that, as E′ ∋ ε→ 0,

uε → u0 in W 1,p(Ω)-weak

and
∂uε
∂xi

→
∂u0

∂xi
+
∂u1

∂yi
in Lp(Ω)-weak A (1 ≤ i ≤ N).

Naturally the proof of this result being copied on that of the preceding one, is
omitted.

Remark 3.2. As it will be seen below, Theorems 3.6 and 3.7 extend all the results
of all the previous papers dealing with deterministic homogenization theory [42, 40,
41] since all the H-algebras till encountered so far are ergodic algebras. We will also
see that our results apply to particular algebra w.m.v. which are not H-algebras.

We give here below a few examples of algebras which match hypotheses of The-
orems 3.6 and 3.7.

3.1. Example 3.1: Periodic setting. Let Ay = Cper(Y ) (Y = (0, 1)N) be the
algebra of Y -periodic continuous functions on RNy . It is classically known that Ay
is an ergodic algebra with mean value, so that Theorem 3.7 applies. Also for any
algebra w.m.v. Aτ on Rτ , the algebra A = Cper(Y ) ⊙ Aτ satisfies hypotheses of
Theorem 3.6.

3.2. Example 3.2: Almost periodic setting. Let Ay = AP (RNy ) be the algebra

of Bohr continuous almost periodic functions RNy . We recall that a function u ∈

B(RNy ) is in AP (RNy ) if the set of translates {τau : a ∈ RN} is relatively compact

in B(RNy ). An argument due to Bohr [8] specifies that u ∈ AP (RNy ) if and only if
u may be uniformly approximated by finite linear combinations of functions in the
set {cos(k · y), sin(k · y) : k ∈ RN}.

It is also a classical result that Ay is an ergodic algebra w.m.v.; see e.g. [20,
47]. Hence Theorem 3.7 applies with Ay, and Theorem 3.6 applies with A =
AP (RNy ) ⊙Aτ for any algebra w.m.v. Aτ on Rτ .

Now, let R be a countable subgroup of RN . We denote by APR(RNy ) the space

of those functions in AP (RNy ) that can be uniformly approximated by finite linear

combinations in the set {cos(k · y), sin(k · y) : k ∈ R}. Then Ay = APR(RNy ) is an
H-algebra [36]. We have the following

Proposition 3.8. The H-algebra Ay = APR(RNy ) is an ergodic algebra.

Proof. Since APR(RNy ) ⊂ AP (RNy ), the ergodicity of Ay is obtained. Thus our only
concern here is to show that Ay is translation invariant. To this end, we know by
[31, Theorem 4.1.4] that ∆(Ay) is a compact Abelian topological group additively
written. With this in mind, let the mapping j : RNy → ∆(Ay) be given by

j(y) = δy (the Dirac mass at y ∈ RN ).

Then thanks to [39] j is a group homomorphism with the following properties:

(a) j is continuous;
(b) j(RNy ) is dense in ∆(Ay).
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So let a ∈ RN , and let u ∈ Ay. It is a fact that the function τ j(a)G(u), defined by
τ j(a)G(u)(s) = G(u)(s − j(a)) (s ∈ ∆(Ay)), lies in C(∆(Ay)). On the other hand

we have, for each y ∈ RN ,

τ j(a)G(u)(j(y)) = G(u)(j(y) − j(a)) = G(u)(j(y − a)) = 〈δy−a, u〉

= u(y − a) = (τau)(y) = 〈δy, τau〉 = G(τau)(j(y)).

By the density of j(RNy ) in ∆(Ay) and by the continuity of G it follows that

τ j(a)G(u) = G(τau). (3.8)

It turns out that τau ∈ Ay because by (3.8), G(τau) ∈ C(∆(Ay)) = G(Ay).

In view of Proposition 3.8 the conclusion of:

• Theorem 3.7 holds with A = APR(RNy );

• Theorem 3.6 holds with A = APR(RNy )⊙Aτ for any algebra w.m.v. Aτ on
Rτ .

Remark 3.3. As was said in Remark 3.2 we see by Proposition 3.8 that our results
in this setting extend those in [42] and in [40] to the case 1 < p <∞.

3.3. Example 3.3: The convergence at infinity setting. Let B∞(RNy ) denote

the space of all continuous functions on RN that converge at infinity, that is of all
u ∈ B(RNy ) such that lim|y|→∞ u(y) ∈ R. The space B∞(RNy ) is anH-algebra on RN

[36]. It is an easy exercise to see that B∞(RNy ) is an ergodic algebra w.m.v. Indeed

by [20] any u ∈ B∞(RNy ) is uniformly continuous, has a mean value defined by

M(u) = lim|y|→∞ u(y). Moreover B∞(RNy ) is translation invariant, and once more

by [20], B∞(RNy ) is ergodic (this will be seen in the next subsection). Therefore we

have the conclusion of Theorem 3.7 with A = B∞(RNy ) and of Theorem 3.6 with

A = B∞(RNy ) ⊙Aτ for any Aτ as in the preceding subsection.

3.4. Example 3.4: The weakly almost periodic setting. We begin with the
notion of weak almost periodicity due to Eberlein [20].

Definition 3.3. A continuous function u on RN is weakly almost periodic if the
set of translates {τau : a ∈ RN} is relatively weakly compact in B(RN).

We denote by WAP (RNy ) the set of all weakly almost periodic functions on

RNy ; WAP (RNy ) is a vector space over R. Endowed with the sup norm topology,

WAP (RNy ) is a Banach algebra with the usual multiplication.

The space WAP (RNy ) is sometimes called the space of Eberlein’s functions. As
examples of Eberlein’s functions we have the continuous Bohr almost periodic func-
tions, the continuous functions vanishing at infinity, the positive definite functions
(hence Fourier-Stieltjes transforms); see [20] for more details.

The following properties are worth mentioning (see [20] for details):

(P1) WAP (RNy ) is a translation invariant C∗-subalgebra of B(RNy ).
(P2) A weakly almost periodic function is uniformly continuous and bounded.
(P3) A weakly almost periodic function possesses a mean value with

M(u) = lim
r→+∞

1

|Br|

∫

Br

u(y + a)dy,

the convergence being uniform in a ∈ RN .
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(P4) If u, v ∈ WAP (RNy ) the convolution defined by the mean value w(y) =
(u∗̂v)(y) = Mz(u(y − z)v(z)) = Mz(u(z)v(y − z)) is an usual Bohr almost
periodic function, where Mz stands for the mean value with respect to z.

(P5) ([21, Theorem 1]) Every u ∈ WAP (RNy ) admits the unique decomposition
u = v + w, v being a Bohr almost periodic function and w a continuous

function of quadratic mean value zero: M(|w|2) = 0.

Property (P5) above, knowing as a decomposition theorem, is crucial in the defi-
nition of the weak almost periodic algebra. Indeed let W0(RNy ) denote the subset of

WAP (RNy ) consisting of elements with quadratic mean value zero. One easily ob-

serves that the set of bounded continuous functions on RN of quadratic mean value
zero is a complete vector subspace of the algebra of bounded continuous functions
on RN . Hence W0(RNy ) is a complete vector subspace of WAP (RNy ). Property

(P5) states as follows: WAP (RNy ) is a direct sum of the two spaces AP (RNy ) and

W0(RNy ):

WAP (RNy ) = AP (RNy ) ⊕W0(R
N
y ).

Another representation of the space W0(RNy ) is given by de Leeuw and Glicksberg
[19]:

W0(R
N
y ) = {u ∈WAP (RNy ) : M(|u|) = 0}.

With this in mind, let R be a subgroup of RN (not necessarily countable). Set

A = APR(RNy ) ⊕W0(R
N
y ) (3.9)

where APR(RNy ) is defined in the preceding subsection. Note that in the case when

R = RN then we have A = WAP (RNy ). The following holds true.

Proposition 3.9. The vector space A = APR(RNy )⊕W0(RNy ) is an ergodic algebra.

Definition 3.4. The algebra A defined by (3.9) is called the weak almost peri-
odic algebra with mean value represented by the subgroup R. A is denoted by
WAPR(RNy ) when R 6= RN .

Proof of Proposition 3.9. (1) The ergodicity of A is a consequence of Proposition
2.7 and of property (P3). (2) Thanks to the properties (P1)-(P4) our only concern
here is to check that A is a Banach subalgebra of WAP (RNy ). To this end, because

of the decomposition theorem any u ∈ WAP (RNy ) uniquely expresses as u = f + g

with f ∈ AP (RNy ) and g ∈ W0(RNy ). Set

ψ(u) = f.

This defines a mapping ψ : WAP (RNy ) → AP (RNy ). (a) Claim: ψ is continuous.

In fact let F = WAP (RN ), P = AP (RN ) and G = W0(RN ). Then F = P
⊕
G, P

and G are closed in F , hence P × G is a Banach space and further, the mapping
i : P × G → F defined by i(x, y) = x + y is a one-to-one continuous mapping,
hence, in view of the open mapping theorem, i is an isomorphism (we endow P ×G

with the Hilbertian norm ‖(x, y)‖ = (‖x‖2
∞ + ‖y‖2

∞)1/2). But ψ = p1 ◦ i, where
p1 is the natural projection of P

⊕
G onto P (which is naturally continuous),

hence ψ is continuous, as claimed. (b) Now as APR(RN ) is a closed subspace of
AP (RN ), it turns out that ψ−1(APR(RN )) = APR(RN )

⊕
W0(RN ) = A is closed

in WAP (RN ). Moreover A is a Banach algebra. Indeed this will be accomplished
if we can check that ψ(fg) = ψ(f)ψ(g) for all f, g ∈ WAP (RN ). So let f = u+ v
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and g = u1 + v1 with u, u1 ∈ AP (RN ) and v, v1 ∈ W0(RN ); then fg = uu1 +
u1v + uv1 + vv1 with uu1 ∈ AP (RN ). But u1v + uv1 + vv1 ∈ W0(RN ) since:
|u1v| ≤ c |v| (c = ‖u‖∞), whence M(|u1v|) ≤ cM(|v|) = 0, i.e., M(|v|) = 0 as
M is a positive linear form on WAP (RN ); M(|uv1|) = 0 and M(|vv1|) = 0 by
the same argument. It turns out that ψ(fg) = uu1 = ψ(f)ψ(g), so that ψ is a
homomorphism of algebras. This being so, let f, g ∈ A; then ψ(f) and ψ(g) are
in the algebra APR(RN ), hence ψ(fg) = ψ(f)ψ(g) ∈ APR(RN ), that is fg ∈ A.
Therefore A is a closed subalgebra of WAP (RN ), that is A is an ergodic algebra
on RN .

Returning to the statement of Theorems 3.6 and 3.7, we immediately see that the
conclusion of Theorem 3.7 holds for the aboveWAPR(RN ), and that the conclusion
of Theorem 3.6 holds for any A = WAPR(RN )⊙Aτ where Aτ is any algebra w.m.v.
on Rτ .

It is however important to establish the link between the above algebras and some
H-algebras defined in [36]. Let C0(RN ) denote the space of continuous functions
on RN which are vanishing at infinity. Then by [20] we have AP (RN ) + C0(RN ) ⊂
WAP (RN ). Since RN is a [IN ]-group in the sense of Grosser and Moskowitz [27]
(indeed V = [−1, 1]N is a compact neighborhood of the origin 0 of RN which is
invariant under all the inner automorphisms of RN : the only inner automorphism
of RN is the identity mapping of RN), we deduce from [14, Theorem 4.5] that
AP (RN ) + C0(RN ) is a proper subset of WAP (RN ), i.e.

AP (RN ) + C0(R
N )  WAP (RN ).

Now let R be a countable subgroup of RN . Set A1 = APR(RN ) + C0(RN ).
Arguing as in part (2) of the proof of Proposition 3.9 we see that A1 is a closed
subalgebra of WAPR(RN ) which is further strictly contained in WAPR(RN ). On
the other hand, we have A1 = APR(RN )+B∞(RN ) where B∞(RN ) = C0(RN )

⊕
R

is defined in Subsection 3.3. Thus A1 is exactly the H-algebra B∞,R(RN ) defined
in [36, Example 2.4] as the closure in B(RN) of the space APR(RN ) + B∞(RN ).

Remark 3.4. All the ergodic algebras encountered so far are subalgebras ofWAP (RN )
(see e.g. Cper(Y ), AP (RN ), B∞(RN ) and others which can be obtain by combining
the previous ones such as AP (RN ) + B∞(RN ) etc.). Therefore we are right to ask
whether there exist or not ergodic algebras that are not subalgebras of WAP (RN );
this is an open problem.

The following result will allow us to see that weakly almost periodic algebras are
not H-algebras.

Theorem 3.10. The algebra W0(Rm) is nonseparable.

For the proof of this theorem we need the following lemma.

Lemma 3.11. Let G and H be two Banach spaces, and let ϕ be a surjective con-
tinuous linear mapping of G onto H. If G is separable then so also is H.

Proof. Let (an)n≥1 be a countable dense set in G, and let c be a positive constant
such that ‖ϕ(g)‖H ≤ c ‖g‖G for all g ∈ G, where ‖·‖G and ‖·‖H denote respectively
the norms in G and in H . Set B = (ϕ(an))n≥1 ⊂ H , and let us show that B is
dense in H . For that, let h ∈ H and let ε > 0 be freely fixed; let finally g ∈ G be
such that h = ϕ(g). There exists some n0 ≥ 1 such that ‖g − an0

‖G < ε/c, hence
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‖h− ϕ(an0
)‖H ≤ c ‖g − an0

‖G < ε. Thus B is a countable dense subset of H , and
the proof is complete.

Proof of Theorem 3.10. Set G = W0(Rm), H = W0(Rm)/C0(Rm) and ϕ the natural
(canonical) homomorphism of G onto H . Assume G is separable (with the sup
norm topology), then according to the above lemma, H is separable. But we know
by [15, Theorem 4.6] that the quotient space H contains a linear isometric copy of
ℓ∞ and hence is nonseparable. This contradicts our assumption, and hence G is
nonseparable.

Now let R be a subgroup of Rm (countable or not). Since W0(Rm) ⊂WAP (Rm)
we conclude by Theorem 3.10 that the ergodic algebras WAPR(Rm) are not H-
algebras because they are nonseparable with respect to the sup norm topology. So
we have in hands an example of algebra w.m.v. which contrarily to the algebra
AP (Rm), induces no H-algebra, say WAP (Rm).

4. Application: Homogenization of nonlinear pseudo monotone
parabolic operators

4.1. Introduction. We are concerned here with the homogenization of nonlinear
parabolic pseudo monotone operators in a general deterministic setting. We state
and prove first a general homogenization result. We also state and prove a corrector
type result. We then apply the above result to the resolution of several concrete
problems such as the almost periodic one, the weak almost periodic one, and others.
We rely on the tools developed in the earlier sections of this paper to achieve this.

To be more precise we are interested in the asymptotic behavior as 0 < ε → 0
of the solutions uε of the initial-boundary value problem

∂uε

∂t − diva
(
x, t, xε ,

t
ε , uε, Duε

)
+ a0

(
x, t, xε ,

t
ε , uε, Duε

)
= f in Q

uε = 0 on ∂Ω × (0, T )
uε(x, 0) = 0 in Ω,

(4.1)

where Q = Ω × (0, T ) and f ∈ Lp
′

(0, T ;W−1,p′(Ω)), Ω being an open bounded
set in RN with Lipschitz boundary, reals T > 0 and p ≥ 2 with p′ = p/(p −
1), D and div denoting respectively the gradient and divergence operators in Ω,
and where the functions (x, t, y, τ , µ, λ) 7→ a(x, t, y, τ , µ, λ) and (x, t, y, τ , µ, λ) 7→
a0(x, t, y, τ , µ, λ) from Q×RN ×R×R×RN to RN and R, respectively, satisfy the
following assumptions:

For each fixed (x, t) ∈ Q and (µ, λ) ∈ R× RN , the functions a(x, t, ·
, ·, µ, λ) and a0(x, t, ·, ·, µ, λ) are measurable

(4.2)

a(x, t, y, τ , µ, 0) = 0 almost everywhere (a.e.) in (y, τ ) ∈ RN × R
and, for all (x, t) ∈ Q and all µ ∈ R

(4.3)
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There are three constants c0, c1, c2 > 0 and a continuity modulus ω
(i.e., a nondecreasing continuous function on [0,+∞) such that
ω(0) = 0, ω(r) > 0 if r > 0, and ω(r) = 1 if r > 1) such that a.e. in
(y, τ ) ∈ RN × R,

(i)
(
a(x, t, y, τ , µ, λ) − a(x, t, y, τ , µ, λ′)

)
·
(
λ− λ′

)
≥ c1

∣∣λ− λ′
∣∣p

(ii) a0(x, t, y, τ , µ, λ)µ ≥ 0

(iii) |a0(x, t, y, τ , µ, λ)| + |a(x, t, y, τ , µ, λ)| ≤ c2(1 + |µ|p−1 + |λ|p−1)
(iv)

∣∣a0(x, t, y, τ , µ, λ) − a0(x
′, t′, y, τ , µ′, λ′)

∣∣+
+
∣∣a(x, t, y, τ , µ, λ) − a(x′, t′, y, τ , µ′, λ′)

∣∣
≤ ω(|x− x′| + |t− t′| + |µ− µ′|)(1 + |µ|p−1

+ |λ|p−1
+ |µ′|p−1

+
∣∣λ′
∣∣p−1

) + c0
(
1 + |µ| + |λ| + |µ′| +

∣∣λ′
∣∣)p−2 ∣∣λ− λ′

∣∣
for all (x, t), (x′, t′) ∈ Q and all (µ, λ), (µ′, λ′) ∈ R× RN , where the dot
denotes the usual Euclidean inner product in RN and |·| the associated
norm.

(4.4)

Remark 4.1. The positivity constraint (ii) in (4.4) is stated in order to establish
the a priori estimates. It plays no role in the process of the existence of solutions
to (4.1).

Owing to the presence of the term a0 (x, t, x/ε, t/ε, uε, Duε), the entire elliptic
part of the leading equation in (4.1) is not monotone in general, but pseudo mono-
tone. It is also to be noted that the elliptic part of the leading equation in (4.1) is
degenerate so that the problem under consideration is a parabolic non monotone
degenerate one. Thus, provided the diffusion term in (4.1) is rigorously defined
(this will be accomplished in Section 2), we will see that equation (4.1) admits (at
least) a solution uε. Thus, in order to have a sequence, we need that the coefficients
a and a0 fulfill some conditions (that we do not specify here) so that, to each ε is
associated a unique solution uε to (4.1). We will therefore assume that problem
(4.1) has a unique solution associated to each fixed ε > 0, in the above sense, and
our goal will be the investigation of the limiting behavior as ε→ 0, of uε.

Using G-convergence method, this class of problems has been studied by Pankov
and co-authors in several works. We refer e.g., to [11, 22, 23, 24]. More precisely,
in [43], the periodic homogenization of (4.1) is carried out by Pankov. In [11], time
averaging in random case is studied by Pankov et al. The general random case of
(4.1) is studied in [23], and finally in [24], problem (4.1) is carried out in the almost
periodic setting. It is worth noting that in [35], Nandakumaran and Rajesh have
studied the particular case where a0 ≡ 0.

In all the works cited above, the coefficients a0 and a of the elliptic part are
independent of the macroscopic variables (x, t) as opposed to what is considered
here. This is a nonnegligible aspect as the applications are concerned.

In this section, we investigate the asymptotic behavior of uε (the solutions of
(4.1)) when ε → 0, under an assumption on ai(x, t, y, τ , µ, λ) (with respect to
(y, τ)), for fixed x, t, µ, λ and 0 ≤ i ≤ N (where ai, for 1 ≤ i ≤ N , denotes the i
th component of the function a), covering a set of concrete behaviors such as the
almost periodicity, the weak almost periodicity, and others. This is the so-called
deterministic homogenization theory which encompasses the periodic homogeniza-
tion theory as a particular case. We present here a new approach based on the
generalized Besicovitch type spaces (see Section 2), which widely opens the scope
of application of our main homogenization result, Theorem 4.9, as we will see it
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therein. In particular we will work out the almost periodic homogenization prob-
lem without further assumption on the functions ai. In previous works dealing with
deterministic homogenization theory the hypothesis (4.34) in Remark 4.6 has been
fundamental. See e.g. [40, 41, 42, 46]. In the present approach this hypothesis is
removed.

This section is organized as follows. Subsection 4.2 deals with some trace results.
In Subsection 4.3, we state and prove the main homogenization result, Theorem
4.9. Finally in Subsection 4.4, we solve some concrete homogenization problems for
(4.1).

4.2. Preliminaries.

4.2.1. Traces. In this subsection we need to give a meaning to certain functions
which will be useful in the forthcoming sections. We begin with one preliminary
result.

Lemma 4.1. Let (v0,v) ∈ C(Q)×C(Q)N ≡ C(Q)N+1. Let 0 ≤ i ≤ N . The function
((x, t), (x′, t′), (y, τ )) 7→ ai(x, t, y, τ , v0(x

′, t′),v(x′, t′)), of Q×Q×RNy ×Rτ into R,

lies in C(Q×Q;L∞(RN+1
y,τ )) so that one can define the trace function (x, t, y, τ) 7→

ai(x, t, y, τ , v0(x, t),v(x, t)), from Q×RN+1
y,τ to R, as element of C(Q;L∞(RN+1

y,τ )).

Proof. For any fixed (x, t) and (x′, t′), the function ai(x, t, ·, ·, v0(x′, t′),v(x′, t′)) is
measurable (see assumption (4.2)). We conclude by [part (iii) of] (4.4) that this
function belongs to L∞(RN+1

y,τ ). Now, let (x0, t0) and (x′0, t
′
0) be freely fixed in Q;

then

‖ai(x, t, ·, ·, v0(x′, t′),v(x′, t′)) − ai(x0, t0, ·, ·, v0(x′0, t
′
0),v(x′0, t

′
0))‖∞

≤ ω (|x− x0| + |t− t0| + |v0(x′, t′) − v0(x
′
0, t

′
0)|)

(
1 + 2 ‖v0‖

p−1
∞ + 2 ‖v‖p−1

∞

)

+c0 (1 + 2 ‖v0‖∞ + 2 ‖v‖∞)
p−2 |v(x′, t′) − v(x′0, t

′
0)| .

Thus, as (x, t) → (x0, t0) and (x′, t′) → (x′0, t
′
0), the right-hand side, and hence the

left-hand side of the above inequality go to zero. We conclude that the function
((x, t), (x′, t′)) 7→ ai(x, t, ·, ·, v0(x′, t′),v(x′, t′)), of Q × Q into L∞(RN+1

y,τ ), lies in

C(Q × Q;L∞(RN+1
y,τ )), and so one defines naturally the trace function (x, t) 7→

ai(x, t, ·, ·, v0(x, t),v(x, t)) by

ai(x, t, ·, ·, v0(x, t),v(x, t)) = ai(x, t, ·, ·, v0(x
′, t′),v(x′, t′))|(x′,t′)=(x,t) ,

which sends continuously Q into L∞(RN+1
y,τ ).

Let ε > 0, and let (v0,v) ∈ C(Q)N+1. Thanks to Lemma 4.1 and [39, Proposition
1.5], one can define the trace function (x, t) 7→ ai(x, t, x/ε, t/ε, v0(x, t),v(x, t)) on
Q, as an element of L∞(Q), denoted by aεi (−, v0,v). We have the following result
whose proof is exactly the same as that of [45, Proposition 3.1] and is therefore
omitted.

Proposition 4.2. Let 2 ≤ p < ∞ and p′ = p/(p − 1). The transformation
(v0,v) 7→ aεi (−, v0,v), of C(Q)N+1 into L∞(Q), extends by continuity to a con-

tinuous mapping still denoted by (v0,v) 7→ aεi (−, v0,v), of Lp(Q)N+1 into Lp
′

(Q)
verifying

aε(−, v0, 0) = 0 a.e. in Q (4.5)

(aε(−, v0,v) − aε(−, v0,w)) · (v − w) ≥ c1 |v − w|p a.e. in Q (4.6)
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aε0(−, v0,v)v0 ≥ 0 a.e. in Q (4.7)

‖aεi (−, v0,v)‖Lp′(Q) ≤ c′2

(
1 + ‖v0‖

p−1
Lp(Q) + ‖v‖p−1

Lp(Q)N

)
(4.8)

‖aεi (−, v0,v) − aεi (−, v0,w)‖Lp′(Q)

≤ c0 ‖1 + |v0| + |v| + |w|‖p−2
Lp(Q) ‖v − w‖Lp(Q)N

(4.9)

|aεi (−, v0,v) − aεi (−, w0,v)|

≤ ω (|v0 − w0|)
(
1 + |v0|

p−1
+ |w0|

p−1
+ |v|p−1

)
a.e. in Q

(4.10)

for all v0, w0 ∈ Lp(Q) and all v,w ∈ Lp(Q)N .

Remark 4.2. Due to Proposition 4.2, the diffusion term in (4.1) is now well defined
and rigorously justified. Hence, problem (4.1) is from now on well-posed, and admits

(at least) a solution uε ∈ Lp(0, T ;W 1,p
0 (Ω)) for each fixed ε > 0 (see, e.g., [32, Chap.

2] or [1]). Moreover, uε lies in

V p = {v ∈ Lp(0, T ;W 1,p
0 (Ω)) : v′ = ∂v/∂t ∈ Lp

′

(0, T ;W−1,p′(Ω))}.

We recall that, endowed with the norm

‖v‖V p = ‖v‖Lp(0,T ;W 1,p
0 (Ω)) + ‖v′‖Lp′(0,T ;W−1,p′ (Ω)) (v ∈ V p)

V p is a Banach space which is continuously embedded in C([0, T ];L2(Ω)) (this is a
classical result), in such a way that the existence of uε(0) is justified. Therefore uε
belongs to the space V p0 = {v ∈ V p : v(0) = 0}, a Banach space under the V p-norm.

Let (ψ0,Ψ) ∈ C(Q;B(RN+1)N+1). Let (x, t), (x′, t′) ∈ Q and (z, θ) ∈ RN × R
be freely fixed, and finally, let 0 ≤ i ≤ N . We know by (4.2) that the function
ai(x, t, ·, ·, ψ0(x

′, t′, z, θ),Ψ(x′, t′, z, θ)) is measurable and thanks to [part (iii) of]
(4.4), this function lies in L∞(RN+1

y,τ ). Moreover, due to inequality (which implies

the continuity with respect to (z, θ) for fixed (x, t) and (x′, t′) in Q)

‖ai(x, t, ·, ·, ψ0(x
′, t′, z, θ),Ψ(x′, t′, z, θ)) − ai(x, t, ·, ·, ψ0(x

′, t′, z0, θ0),Ψ(x′, t′, z0, θ0))‖

≤ ω(|ψ0(x
′, t′, z, θ) − ψ0(x

′, t′, z0, θ0)|)
(
1 + 2 ‖ψ0‖

p−1
∞ + 2 ‖Ψ‖p−1

∞

)
+

+c0 (1 + 2 ‖ψ0‖∞ + 2 ‖Ψ‖∞)p−2 |Ψ(x′, t′, z, θ) − Ψ(x′, t′, z0, θ0)| ,

we have that the function (z, θ) 7→ ai(x, t, ·, ·, ψ0(x
′, t′, z, θ),Ψ(x′, t′, z, θ)) sends

continuously RN+1
z,θ into L∞(RN+1

y,τ ), and so, belongs to B(RN+1
z,θ ;L∞(RN+1

y,τ )) (the

space of bounded uniformly continuous functions of RN+1
z,θ into L∞(RN+1

y,τ )). Thus,

by using [42] one can define the trace function (y, τ) 7→ ai(x, t, y, τ , ψ0(x
′, t′, y, τ),

Ψ(x′, t′, y, τ )) of RN+1
y,τ into R, as element of L∞(RN+1

y,τ ).
With this in mind, we have the following result whose proof is similar to that of

Lemma 4.1, and is therefore omitted.

Proposition 4.3. For each (ψ0,Ψ) in C(Q;B(RN+1
y,τ )N+1) and each 0 ≤ i ≤ N the

function ((x, t), (x′, t′), (y, τ )) 7→ ai(x, t, y, τ , ψ0(x
′, t′, y, τ),Ψ(x′, t′, y, τ)), of Q ×

Q × RN+1
y,τ into R, lies in C(Q × Q;L∞(RN+1

y,τ )), so that one can define the trace

(x, t, y, τ) 7→ ai(x, t, y, τ , ψ0(x, t, y, τ),Ψ(x, t, y, τ)), of Q×RN+1
y,τ into R, as element

of C(Q;L∞(RN+1
y,τ )).
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Remark 4.3. Let (ψ0,Ψ) in B(RN+1
y,τ )N+1. For fixed (x, t) ∈ Q, the function

ai(x, t, ·, ·, ψ0,Ψ) given by (y, τ) 7→ ai(x, t, y, τ , ψ0(y, τ),Ψ(y, τ )), of RN+1
y,τ into R,

is defined in the sense of the preceding proposition and belongs to L∞(RN+1
y,τ ). This

function will be of particular interest in the forthcoming sections.

Corollary 4.4. Let ε > 0. The data being those of Proposition 4.3, one can define
in the sense of [39, Proposition 1.5], the function (x, t) 7→ ai(x, t, x/ε, t/ε, ψ0(x, t,
x/ε, t/ε),Ψ(x, t, x/ε, t/ε)), from Q to R, as element of L∞(Q), denoted by aεi (−, ψ

ε
0,

Ψε).

Corollary 4.4 is a direct consequence of Proposition 4.3.

4.3. The abstract homogenization problem for (4.1).

4.3.1. Setting of the abstract problem and preliminary. The notations are
those of the preceding sections. Let A = Ay ⊙ Aτ be an algebra w.m.v. and let
1 < p < ∞. It is easy to see that Property (3.1) (in Definition 3.1) still holds for

f ∈ C(Q;Bp
′,∞
A ) instead of f ∈ Lp

′

(Q;A) mutatis mutandis, where Bp
′,∞
A = Bp

′

A ∩

L∞(RN+1
y,τ ) and p′ = p/(p−1). Furthermore, if we provide the space Bp

′,∞
A with the

L∞(RN+1
y,τ )-norm, it can be shown that, for u ∈ Bp

′,∞
A , we have G(u) ∈ L∞(∆(A))

and ‖G(u)‖L∞(∆(A)) ≤ ‖u‖L∞(RN+1
y,τ ), G being the canonical mapping of Bp

′

A into

Lp
′

(∆(A)).
This being so, the main purpose of this section is to investigate the asymptotic

analysis, as ε→ 0, of uε (the solution of (4.1)) under the hypothesis

ai(x, t, ·, ·, µ, λ) ∈ Bp
′

A for any (x, t) ∈ Q and all (µ, λ) ∈ RN+1, 0 ≤ i ≤ N (4.11)

where p′ = p/(p− 1) with 2 ≤ p <∞.
The following result is the cornerstone of the homogenization process. It allows

us to go from a concrete hypothesis to the abstract one which is fundamental in
the proof of the main homogenization result in this section.

Proposition 4.5. Assume (4.11) holds true. Then, for every (ψ0,Ψ) ∈ A ×
(A)N = (A)N+1 and every (x, t) ∈ Q, the function (y, τ) 7→ ai(x, t, y, τ , ψ0(y, τ ),

Ψ(y, τ)) denoted below by ai(x, t, ·, ·, ψ0,Ψ), lies in Bp
′

A .

Proof. Let K ⊂ R × RN be a compact set such that (ψ0(y, τ),Ψ(y, τ )) ∈ K for
all (y, τ) ∈ RN × R. By viewing ai as a function (x, t, µ, λ) 7→ ai(x, t, ·, ·, µ, λ) of

Q × R × RN into Bp
′

A , we have that ai belongs to C(Q × R × RN ;Bp
′

A ) (combine
(4.11) with [part (iv) of] (4.4)). Still denoting by ai the restriction of this function

to Q×K, it immediately follows that ai ∈ C(Q×K;Bp
′

A ). Hence using the density

of C(Q × K) ⊗ Bp
′

A in C(Q × K;Bp
′

A ), one may consider a sequence (qn)n≥1 in

C(Q×K) ⊗Bp
′

A such that

sup
(x,t)∈Q

sup
(µ,λ)∈K

‖qn(x, t, ·, ·, µ, λ) − ai(x, t, ·, ·, µ, λ)‖p′ → 0

as n→ ∞.

As
‖qn(x, t, ·, ·, ψ0,Ψ) − ai(x, t, ·, ·, ψ0,Ψ)‖p′ ≤

sup
(x,t)∈Q

sup
(µ,λ)∈K

‖qn(x, t, ·, ·, µ, λ) − ai(x, t, ·, ·, µ, λ)‖p′
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we have qn(x, t, ·, ·, ψ0,Ψ) → ai(x, t, ·, ·, ψ0,Ψ) in Bp
′

A as n → ∞. Thus, the propo-

sition is shown if we can verify that each qn(x, t, ·, ·, ψ0,Ψ) lies in Bp
′

A . However
this will follow in an obvious way once we have checked that for any function
q : Q× RNy × Rτ × Rµ × RNλ → R of the form

q(x, t, y, τ , µ, λ) = χ(x, t, µ, λ)Φ(y, τ ) (y, λ ∈ RN , µ, τ ∈ R, (x, t) ∈ Q)

with χ ∈ C(Q×K) and Φ ∈ Bp
′

A ,

we have q(x, t, ·, ·, ψ0,Ψ) ∈ Bp
′

A . But given q as above, we know by the Stone-
Weierstrass theorem that there is a sequence (fn)n≥1 of polynomials in (x, t, µ, λ) ∈
Q × K such that fn → χ in C(Q × K) as n → ∞, hence fn(x, t, ψ0,Ψ) →
χ(x, t, ψ0,Ψ) in B(RNy ×Rτ ) as n→ ∞. Therefore, it follows that χ(x, t, ψ0,Ψ) lies
in A, since the same is true for each fn(x, t, ψ0,Ψ) (recall that A is an algebra).
We conclude that

q(x, t, ·, ·, ψ0,Ψ) = χ(x, t, ψ0,Ψ)Φ ∈ Bp
′

A

as the product of an element of A by an element of Bp
′

A . This concludes the proof.

Remark 4.4. Let ε > 0 be freely fixed, and let (ψ0,Ψ) ∈ C(Q; (A)N+1). It is an
easy exercise to define the function (x, t) 7→ aεi (x, t, x/ε, t/ε, ψ0(x, t, x/ε, t/ε),Ψ(x, t, x/ε, t/ε)),
from Q to R, as element of L∞(Q), denoted by aεi (−, ψ

ε
0,Ψ

ε). Moreover, thanks to
the preceding proposition, if we assume that (4.11) holds, then one can also easily
define the function (x, t, y, τ) 7→ ai(x, t, y, τ , ψ0(x, t, y, τ),Ψ(x, t, y, τ)) as element of

C(Q;Bp
′,∞
A ), denoted by ai(−, ψ0,Ψ) or explicitly by ai(x, t, y, τ , ψ0,Ψ).

The following result will be of great interest in this section. It will allows us to
rigorously set the homogenized problem.

Proposition 4.6. Let 2 ≤ p < ∞ and let 0 ≤ i ≤ N . Suppose (4.11) holds. For
any (ψ0,Ψ) ∈ C(Q; (A)N+1) we have

aεi (−, ψ
ε
0,Ψ

ε) → ai(−, ψ0,Ψ) in Lp
′

(Q)-weak A as ε→ 0. (4.12)

Let a(−, ψ0,Ψ) = (ai(−, ψ0,Ψ))1≤i≤N . The mapping (ψ0,Ψ) 7→ (a0(−, ψ0,Ψ),

a(−, ψ0,Ψ)) of C(Q; (A)N+1) into Lp
′

(Q;Bp
′

A )N+1 extends by continuity to a unique

mapping still denoted by (a0, a), of Lp(Q; (BpA)N+1) into Lp
′

(Q;Bp
′

A )N+1 such that

(a(−, u,v) − a(−, u,w)) · (v − w) ≥ c1 |v − w|p a.e. in Q× RNy × Rτ

‖ai(−, u,v)‖
Lp′(Q;Bp′

A
)
≤ c′′2

(
1 + ‖u‖p−1

Lp(Q;Bp

A
) + ‖v‖p−1

Lp(Q;(Bp

A
)N )

)

‖ai(−, u,v) − ai(−, u,w)‖
Lp′(Q;Bp′

A
)

≤ c0 ‖1 + |u| + |v| + |w|‖p−2
Lp(Q;Bp

A) ‖v − w‖Lp(Q;(Bp
A)N )

(4.13)

|ai(x, t, y, τ , u,w) − ai(x
′, t′, y, τ , v,w)| ≤

≤ ω(|x− x′| + |t− t′| + |u− v|)
(
1 + |u|p−1

+ |v|p−1
+ |w|p−1

)

a.e. in Q× RNy × Rτ

for all u, v ∈ Lp(Q;BpA), v,w ∈ Lp(Q; (BpA)N ) and all (x, t), (x′, t′) ∈ Q, where the
constant c′′2 depends only on c2 and on Q.
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Proof. Thanks to Remark 4.4, we see that the function ai(−, ψ0,Ψ) lies in C(Q;Bp
′,∞
A ).

Since Property (3.1) (in Definition 3.1) still holds for f ∈ C(Q;Bp
′,∞
A ) the conver-

gence result (4.12) follows at once. On the other hand, by the definition of the func-
tion ai(−, ψ0,Ψ) (for (ψ0,Ψ) ∈ C(Q; (A)N+1)) it is immediate that this function
verifies properties of the same type as in Proposition 4.2 (see for instance properties
(4.5)-(4.10) therein). Therefore arguing as in the proof of [45, Proposition 3.1] we
get the remainder of Proposition 4.6.

The preceding proposition has several corollaries as will be seen below. To see

this, for (ψ0,Ψ) ∈ Lp(Q; (BpA)N+1) we set âi(−, ψ̂0, Ψ̂) = G(ai(−, ψ0,Ψ)) (0 ≤ i ≤

N), which defines a mapping from Lp(Q; (BpA)N+1) to Lp
′

(Q × ∆(A))N+1, where

ψ̂0 = G ◦ψ0 (a similar definition for Ψ̂), G being the canonical mapping of Bp
′

A into

Lp
′

(∆(A)).

Corollary 4.7. Let (uε)ε∈E be a sequence in Lp(Q) such that uε → u0 in Lp(Q)
(strong) as E ∋ ε → 0, where u0 ∈ Lp(Q). Let Ψ ∈ C(Q; (A)N ), and finally let
0 ≤ i ≤ N . Then, as E ∋ ε→ 0,

aεi (−, uε,Ψ
ε) → ai(−, u0,Ψ) in Lp

′

(Q)-weak A.

Proof. Let f ∈ Lp(Q;A), and let (ψj)j be a sequence in C∞
0 (Q) such that ψj → u0

in Lp(Q) as j → ∞. We have
∫
Q a

ε
i (−, uε,Ψ

ε)fεdxdt−
∫∫
Q×∆(A) âi(−, u0, Ψ̂)f̂dxdtdβ

=
∫
Q [aεi (−, uε,Ψ

ε) − aεi (−, u0,Ψ
ε)] fεdxdt+

+
∫
Q

[
aεi (−, u0,Ψ

ε) − aεi (−, ψj ,Ψ
ε)
]
fεdxdt+

+
∫
Q a

ε
i (−, ψj ,Ψ

ε)fεdxdt−
∫∫
Q×∆(A) âi(−, u0, Ψ̂)f̂dxdtdβ

= Aε +Bε,j + Cε,j

where:

Aε =
∫
Q [aεi (−, uε,Ψ

ε) − aεi (−, u0,Ψ
ε)] fεdxdt,

Bε,j =
∫
Q

[
aεi (−, u0,Ψ

ε) − aεi (−, ψj ,Ψ
ε)
]
fεdxdt,

Cε,j =
∫
Q a

ε
i (−, ψj ,Ψ

ε)fεdxdt −
∫∫
Q×∆(A) âi(−, u0, Ψ̂)f̂dxdtdβ

We proceed in three steps.
Step 1). We first evaluate limE∋ε→0 Aε.

We have

|Aε| ≤

∫

Q

ω (|uε − u0|)
(
1 + |uε|

p−1
+ |u0|

p−1
+ |Ψε|p−1

)
|fε| dxdt.

Let Fε =
(
1 + |uε|

p−1 + |u0|
p−1 + |Ψε|p−1

)
|fε|. We have, on one hand, Fε ∈

L1(Q) and (Fε)ε∈E weakly converges in L1(Q) as E ∋ ε → 0 (this is easily seen).
On the other hand, since vε ≡ uε − u0 → 0 in Lp(Q) as E ∋ ε → 0, we know by
[10, Thm IV-9] that there exist a subsequence E′ from E and a function g ∈ Lp(Q)
such that

vε → 0 (hence |vε| → 0) a.e. in Q as E′ ∋ ε→ 0
|vε| ≤ g a.e. in Q for all ε ∈ E′.

ω being continuous and in particular at 0 with ω(0) = 0, and moreover being
increasing, we deduce that ω(|vε|) is measurable for all ε (each vε is measurable
and hence |vε| too) and
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(i) ω(|vε|) → 0 a.e. in Q as ε→ 0

(ii) ω(|vε|)p
′

≤ ω(g)p
′

a.e. in Q for all ε.

ω being a continuity modulus, the function ω(g) ≡ ω ◦ g is measurable and

essentially bounded on Q, i.e., ω(g) ∈ L∞(Q). Thus, the sequence ω(|vε|)p
′

is equi-
bounded (see (ii) above) and converges almost pointwise in Q towards 0. Therefore,
due to Egorov’s theorem, one obtains

∫

Q

ω(|vε|)
p′Fεdxdt → 0 as ε→ 0.

But the above limit being independent of the subsequence vε, still holds for the
whole sequence vε. We deduce from this that Aε → 0 as E ∋ ε→ 0.
Step 2). As Cε,j is concerned.

The function (x, t) 7→ ai(x, t, ·, ·, ψj(x, t),Ψ(x, t, ·, ·, )) belongs to C(Q;Bp
′,∞
A ).

Thus, using the convergence result (4.12) in Proposition 4.6, we are led at once at

Cε,j →

∫∫

Q×∆(A)

(
âi(−, ψj , Ψ̂) − âi(−, u0, Ψ̂)

)
f̂dxdtdβ ≡ Ĉj as E ∋ ε→ 0.

But
∣∣∣Ĉj
∣∣∣ ≤

∫∫

Q×∆(A)

ω
(∣∣ψj − u0

∣∣)
(

1 +
∣∣ψj
∣∣p−1

+ |u0|
p−1 +

∣∣∣Ψ̂
∣∣∣
p−1
) ∣∣∣f̂

∣∣∣ dxdtdβ.

Therefore, proceeding as we have done it in Step 1) above, we obtain Ĉj → 0 as
j → ∞.
Step 3). For the term Bε,j , the same analysis conducted in Steps 1) and 2) yields

lim
E∋ε→0

lim
j→∞

Bε,j = 0.

Finally, since

limE∋ε→0

(∫
Q a

ε
i (−, uε,Ψ

ε)fεdxdt −
∫∫
Q×∆(A) âi(−, u0, Ψ̂)f̂dxdtdβ

)

= limE∋ε→0Aε + limE∋ε→0 limj→∞Bε,j + limE∋ε→0 limj→∞ Cε,j = 0,

the result follows.

Corollary 4.8. Let 0 ≤ i ≤ N . Let ψ0 ∈ D(Q) and ψ1 ∈ D(Q) ⊗A∞. For ε > 0,
let

Φε = ψ0 + εψε1, (4.14)

i.e., Φε(x, t) = ψ0(x, t)+εψ1(x, t, x/ε, t/ε) for (x, t) ∈ Q. Let (uε)ε∈E be a sequence
in Lp(Q) such that uε → u0 in Lp(Q) as E ∋ ε → 0 where u0 ∈ Lp(Q). Then, as
E ∋ ε→ 0, one has

(i) aεi (−, uε, DΦε) → ai(−, u0, Dψ0 +Dyψ1) in Lp
′

(Q)-weak A.

Moreover, if (vε)ε∈E is a sequence in Lp(Q) such that vε → v0 in Lp(Q)-weak A as
E ∋ ε→ 0 where v0 ∈ Lp(Q;BpA), then, as E ∋ ε→ 0,

(ii)

∫

Q

aεi (−, uε, DΦε)vεdxdt →

∫∫

Q×∆(A)

âi(−, u0, Dψ0 + ∂ψ̂1)v̂0dxdtdβ.
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Proof. This is a direct consequence of the preceding corollary and of Proposition
4.6. Therefore we just give a rough sketch of the proof.

Let us begin by showing (i). Since DΦε = Dψ0 + (Dyψ1)
ε + ε(Dψ1)

ε, it is
immediate by [property (4.9) in] Proposition 4.2 (where we have taken there v0 =
uε, v = DΦε and w = Dψ0 + (Dyψ1)

ε) that, as E ∋ ε→ 0,

aεi (−, uε, DΦε) − aεi (−, uε, Dψ0 + (Dyψ1)
ε) → 0 in Lp

′

(Q). (4.15)

Therefore using the decomposition (for f ∈ Lp(Q;A))
∫
Q a

ε
i (−, uε, DΦε)f

εdxdt −
∫∫
Q×∆(A) âi(−, u0, Dψ0 + ∂ψ̂1)f̂dxdtdβ

=
∫
Q

[aεi (−, uε, DΦε) − aεi (−, uε, Dψ0 + (Dyψ1)
ε)]fεdxdt

+
∫
Q a

ε
i (−, uε, Dψ0 + (Dyψ1)

ε)fεdxdt

−
∫∫
Q×∆(A) âi(−, u0, Dψ0 + ∂ψ̂1)f̂dxdtdβ,

part (i) follows at once by (4.15) and by Corollary 4.7.
As for (ii), by approaching the function u0 by smooth functions in C∞

0 (Q) as in
the proof of Corollary 4.7 one can easily show that, as E ∋ ε→ 0,

∫
Q
vεa

ε
i (−, uε, Dψ0 + (Dyψ1)

ε)dxdt

→
∫∫
Q×∆(A) v̂0âi(−, u0, Dψ0 + ∂ψ̂1)dxdtdβ.

(4.16)

Once more using the convergence result (4.15) along with (4.16) we arrive (thanks
to a decomposition similar to that in the proof of Corollary 4.7) at part (ii) above.
This shows the corollary.

4.3.2. Homogenization results. The notation and hypotheses are those of the
preceding subsections. Let Ay and Aτ be two algebras w.m.v. on RNy and on
Rτ , respectively. We assume from now on that Ay is further ergodic and we set

A = Ay ⊙ Aτ . For 1 ≤ p < ∞, we put H = BpAτ
(Rτ ;B

1,p
#Ay

), a Banach space with

an obvious norm. The canonical mapping of B1,p
Ay
/R into its separated completion,

B1,p
#Ay

, is denoted by J1.

Let F1,p
0 = V p0 × Lp(Q;H). We equip F1,p

0 with the norm

‖v‖
F
1,p
0

= ‖v0‖V p + ‖v1‖Lp(Q;H) (v = (v0, v1) ∈ F
1,p
0 ).

In this norm, F1,p
0 is a Banach space which admits F∞

0 = D(Q)×(D(Q)⊗[̺τ (A
∞
τ )⊗

(J1 ◦ ̺y)(A
∞
y /R)]) as a dense subspace; see the end of Section 4.2) where ̺τ (resp.

̺y) denotes the canonical mapping of BpAτ
(resp. BpAy

) onto BpAτ
(resp. BpAy

).

We are now able to state and prove the main result of this section.

Theorem 4.9. Let 2 ≤ p < ∞. Assume (4.11) holds with A = Ay ⊙ Aτ being as
above. For each real ε > 0, let uε be a solution of (4.1). There exist a subsequence
of {ε}, still denoted by {ε}, such that, as ε→ 0,

uε → u0 in Lp(0, T ;W 1,p
0 (Ω))-weak (4.17)

∂uε
∂t

→
∂u0

∂t
in Lp

′

(0, T ;W−1,p′(Ω))-weak (4.18)

∂uε
∂xi

→
∂u0

∂xi
+
∂u1

∂yi
in Lp(Q)-weak A (1 ≤ i ≤ N) (4.19)
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where u = (u0, u1) ∈ F
1,p
0 solves the variational equation

∫ T
0
〈u′0(t), v0(t)〉 dt+

∫∫
Q×∆(A)

â(−, u0,Du) · Dvdxdtdβ+

+
∫∫
Q×∆(A) â0(−, u0,Du)v0dxdtdβ =

∫ T
0 〈f(t), v0(t)〉 dt

for all v = (v0, v1) ∈ F
1,p
0 ,

(4.20)

with Dw = Dw0 + ∂ŵ1 for w = (w0, w1) ∈ F1,p
0 where: ∂ŵ1 = (∂iŵ1)1≤i≤N ,

∂iŵ1 = G1

(
∂w1

∂yi

)
. Moreover u1 is unique and any weak A-limit point in V p of

(uε)ε>0 is a solution to problem (4.20).

Proof. We first show that the sequence (uε)ε>0 is bounded in V p0 . Let v ∈ V p0 ; then
∫ T
0 〈u′ε(t), v(t)〉 dt+

∫
Q a

ε(x, t, uε(x, t), Duε(x, t)) ·Dv(x, t)dxdt+

+
∫
Q a

ε
0(x, t, uε(x, t), Duε(x, t))v(x, t)dxdt =

∫ T
0 〈f(t), v(t)〉 dt

(4.21)

where aε(x, t, uε(x, t), Duε(x, t)) = a(x, t, x/ε, t/ε, uε(x, t), Duε(x, t)) and aε0(x, t,
uε(x, t), Duε(x, t)) = a0(x, t, x/ε, t/ε, uε(x, t), Duε(x, t)) for (x, t) ∈ Q. Taking in

particular v = uε in (4.21) and using the fact that
∫ T
0 〈u′ε(t), uε(t)〉 dt =

1
2 ‖uε(T )‖2

L2(Ω) ≥ 0 and
∫
Q a

ε
0(x, t, uε(x, t), Duε(x, t))uε(x, t)dxdt ≥ 0 (this is a

consequence of (4.7)), we obtain, thanks to property (4.6),

sup
ε>0

‖uε‖Lp(0,T ;W 1,p
0 (Ω)) <∞. (4.22)

It therefore comes from (4.22) that

sup
ε>0

‖aε0(−, uε, Duε)‖Lp′(Q) + sup
ε>0

‖aε(−, uε, Duε)‖Lp′(Q) <∞. (4.23)

It follows that supε>0

∥∥ ∂uε

∂t

∥∥
Lp′(0,T ;W−1,p′ (Ω))

<∞, and hence (uε)ε>0 is bounded

in V p, and so in V p0 . Thus, given an arbitrary fundamental sequence E, there exist

a subsequence E′ from E and a couple u = (u0, u1) ∈ F
1,p
0 such that (4.17)-(4.19)

hold when E′ ∋ ε → 0. The next point is to show that u verifies the variational
equation (4.20). For that, let Φ = (ψ0, (J1 ◦ ̺) ◦ ψ1) ∈ F∞

0 with ψ0 ∈ D(Q),
ψ1 ∈ D(Q) ⊗ [A∞

τ ⊗ (A∞
y /R)]. Define Φε as in Corollary 4.8. Then, Φε ∈ D(Q)

and, due to property (4.6) one has

0 ≤
∫ T
0
〈f(t) − u′ε(t), uε(t) − Φε(·, t)〉 dt−

∫
Q
aε(−, uε, DΦε) ·D(uε − Φε)dxdt

−
∫
Q a

ε
0(−, uε, Duε)(uε − Φε)dxdt,

or using the equality
∫ T
0 〈u′ε(t), uε(t)〉 dt = 1

2 ‖uε(T )‖2
L2(Ω),

1
2 ‖uε(T )‖2

L2(Ω) ≤
∫ T
0 〈f(t), uε(t) − Φε(·, t)〉 dt+

∫ T
0 〈u′ε(t),Φε(·, t)〉 dt−

−
∫
Q a

ε(-, uε, DΦε) ·D(uε − Φε)dxdt −
∫
Q a

ε
0(-, uε, Duε)(uε − Φε)dxdt.

(4.24)

On one hand, as ε→ 0, one has

∂Φε
∂xj

→
∂ψ0

∂xj
+
∂ψ1

∂yj
in Lp(Q)-weak A (1 ≤ j ≤ N).

Thus, combining (4.19) with part (ii) of Corollary 4.8 we get
∫

Q

aε(−, uε, DΦε) ·D(uε − Φε)dxdt →

∫∫

Q×∆(A)

â(−, u0,DΦ) · D(u − Φ)dxdtdβ.
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Besides, observing that
∫ T

0

〈u′ε(t),Φε(·, t)〉 dt = −

∫

Q

uε
∂Φε
∂t

dxdt

and in view of the compactness of the embedding V p →֒ L2(Q) (from which results
the convergence result: uε → u0 in L2(Q)), we see immediately that

∫ T

0

〈u′ε(t),Φε(·, t)〉 dt→

∫ T

0

〈u′0(t), ψ0(·, t)〉 dt as E′ ∋ ε→ 0.

On the other hand, the transformation v → ‖v(T )‖2
L2(Ω) being continuous on V p0

and since uε → u0 in V p0 -weak as E′ ∋ ε→ 0, one has

‖u0(T )‖2
L2(Ω) ≤ lim inf

E′∋ε→0
‖uε(T )‖2

L2(Ω) .

The sequence (aε0(−, uε, Duε))ε>0 is bounded in Lp
′

(Q) (see (4.23)), thus, there

exist a subsequence from E′, still denoted by E′ and a function χ ∈ Lp
′

(Q;Bp
′

A )
such that, as E′ ∋ ε→ 0,

aε0(−, uε, Duε) → χ in Lp
′

(Q)-weak A. (4.25)

Now, using the compactness of the embedding V p →֒ Lp(Q) (this is a classical
result), we have, as E′ ∋ ε→ 0, uε−Φε → u0−ψ0 in Lp(Q); hence, as E′ ∋ ε→ 0,

∫

Q

aε0(−, uε, Duε)(uε − Φε)dxdt →

∫∫

Q×∆(A)

χ̂(u0 − ψ0)dxdtdβ.

Therefore, taking the lim infE′∋ε→0 of both sides of (4.24) and using equality

1

2
‖u0(T )‖2

L2(Ω) =

∫ T

0

〈u′0(t), u0(t)〉 dt,

we are led at once at

0 ≤
∫ T
0
〈f(t) − u′0(t), u0(t) − ψ0(·, t)〉 dt−

∫∫
Q×∆(A)

â(−, u0,DΦ) ·D(u − Φ)dxdtdβ

−
∫∫
Q×∆(A) χ̂(u0 − ψ0)dxdtdβ.

(4.26)

Since F∞
0 is dense in F1,p

0 , (4.26) still holds for any Φ ∈ F1,p
0 . Taking in (4.26) the

particular functions Φ = u − λv with λ > 0 and v = (v0, v1) ∈ F
1,p
0 , then dividing

both sides of the resultant inequality by λ, and letting λ→ 0, and finally changing
v into −v, leads to
∫ T
0
〈u′0(t), v0(t)〉 dt+

∫∫
Q×∆(A)

â(−, u0,Du) · Dvdxdtdβ+

+
∫∫
Q×∆(A)

χ̂v0dxdtdβ =
∫ T
0
〈f(t), v0(t)〉 dt for all v = (v0, v1) ∈ F

1,p
0 .

(4.27)

The last point to check is to show that χ = a0(−, u0,Dyu) where Dyu = Du0 +

Dyu1. To this end let 0 < η < 1 be arbitrarily fixed. Let B#(u1, η) (resp. B0(u0, η))

denote the closed ball of Lp(Q;H) (resp. Lp(0, T ;W 1,p
0 (Ω))) centered at u1 (resp.

u0) and of radius η. Since Lp(Q;H) and Lp(0, T ;W 1,p
0 (Ω)) are reflexive, these balls

are weakly compact. Set

d = sup
v1∈B#(u1,η)

sup
v0∈B0(u0,η)

∥∥1 + |u0| +
∣∣Du0 +Dyv1

∣∣+
∣∣Dv0 +Dyv1

∣∣∥∥p−2

Lp(Q;Bp

A
)
<∞
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and k = c0d + 1; then k > 1. By using the density of D(Q) in Lp(0, T ;W 1,p
0 (Ω))

and that of D(Q) ⊗ [A∞
τ ⊗ (J1 ◦ ̺)(A∞

y /R)] in Lp(Q;H), we deduce the existence
of ψ0 ∈ D(Q) and of ψ1 ∈ D(Q) ⊗ [A∞

τ ⊗ (A∞
y /R)] such that

‖u0 − ψ0‖Lp(0,T ;W 1,p
0 (Ω)) <

η

4k
and

∥∥u1 − (J1 ◦ ̺y)(ψ1)
∥∥
Lp(Q;H)

<
η

4k
. (4.28)

Clearly
ψ0 ∈ B0 (u0, η) and (J1 ◦ ̺y)(ψ1) ∈ B# (u1, η) .

Set Φ = (ψ0, (J1 ◦ ̺y) ◦ ψ1)) and define Φε as in (4.14). First we have
∥∥a0(−, u0,Dyu) − χ

∥∥
Lp′(Q;Bp′

A
)
≤

≤
∥∥a0(−, u0,Dyu) − a0(−, u0, Du0 +Dyψ1)

∥∥
Lp′(Q;Bp′

A
)
+

+
∥∥a0(−, u0, Du0 +Dyψ1) − a0(−, u0,DyΦ)

∥∥
Lp′(Q;Bp′

A )
+

+
∥∥a0(−, u0,DyΦ) − χ

∥∥
Lp′(Q;Bp′

A )

where, for v = (v0, v1) ∈ F1,p
0 we have put Dyv = Dv0 + Dyv1, and Dyψ1 =

Dy(J1 ◦ ̺)(ψ1). But, on one hand
∥∥a0(−, u0,Dyu) − a0(−, u0, Du0 +Dyψ1)

∥∥
Lp′(Q;Bp′

A
)

≤ c0
∥∥1 + |u0| +

∣∣Dyu
∣∣+ |Du0 +Dyψ1|

∥∥p−2

Lp(Q;Bp
A)

∥∥Dy(u1 − (J1 ◦ ̺y)(ψ1))
∥∥
Lp(Q;Bp

A
)N

< η
4

since
∥∥Dy(u1 − (J1 ◦ ̺y)(ψ1))

∥∥
Lp(Q;Bp

A
)N =

∥∥u1 − (J1 ◦ ̺y)(ψ1)
∥∥
Lp(Q;H)

;

and ∥∥a0(−, u0, Du0 +Dyψ1) − a0(−, u0,DyΦ)
∥∥
Lp′(Q;Bp′

A )

≤ c0
∥∥1 + |u0| + |Du0 +Dyψ1| +

∣∣DyΦ
∣∣∥∥p−2

Lp(Q;Bp

A
)
‖D(u0 − ψ0)‖Lp(Q;Bp

A
)N

< η
4

since
‖D(u0 − ψ0)‖Lp(Q;Bp

A
)N = ‖u0 − ψ0‖Lp(0,T ;W 1,p

0 (Ω)) .

On the other hand, combining part (ii) of Corollary 4.8 (notice that uε → u0 in
Lp(Q) as E′ ∋ ε→ 0) with convergence result (4.25) we get
∥∥a0(−, u0,DyΦ) − χ

∥∥
Lp′(Q;Bp′

A )
≤ lim inf
E′∋ε→0

‖aε0(−, uε, DΦε) − aε0(−, uε, Duε)‖Lp′(Q) .

But
‖aε0(−, uε, DΦε) − aε0(−, uε, Duε)‖Lp′(Q)

≤ c0 ‖1 + |uε| + |Duε| + |DΦε|‖
p−2
Lp(Q) ‖Duε −DΦε‖Lp(Q)N ,

and using the fact that |DΦε| ≤ |Duε −DΦε| + |Duε|, which leads to

1 + |uε| + |Duε| + |DΦε| ≤ 1 + |uε| + 2 |Duε| + |Duε −DΦε| , we get
∫

Q

(1 + |uε| + |Duε| + |DΦε|)
p
dxdt ≤

∫

Q

(1 + |uε| + 2 |Duε| + |Duε −DΦε|)
p
dxdt,

whence

‖1 + |uε| + |Duε| + |DΦε|‖Lp(Q) ≤ ‖1 + |uε| + 2 |Duε|‖Lp(Q) +

+ ‖Duε −DΦε‖Lp(Q)N

≤ c+ ‖Duε −DΦε‖Lp(Q)N
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where c > 0 is a constant independent of ε, the last inequality above being obtained
thanks to (4.22) and to the Poincaré inequality. Thus,

∥∥a0(−, u0,DyΦ) − χ
∥∥
Lp′(Q;Bp′

A )
≤

≤ lim inf
E′∋ε→0

(
c+ ‖Duε −DΦε‖Lp(Q)N

)p−2

‖Duε −DΦε‖Lp(Q)N .

Besides, in view of (4.6) we have

c1 ‖Duε −DΦε‖
p
Lp(Q)N ≤∫

Q
(aε(−, uε, Duε) − aε(−, uε, DΦε)) · (Duε −DΦε)dxdt.

Proceeding as we have done it to obtain (4.27), we are led to (as E′ ∋ ε→ 0)

Bε ≡
∫
Q

(aε(−, uε, Duε) − aε(−, uε, DΦε)) · (Duε −DΦε)dxdt

→
∫∫
Q×∆(A) (â(−, u0,Du) − â(−, u0,DΦ)) ·D(u − Φ)dxdtdβ ≡ B.

Thus there exists ε0 > 0 such that E′ ∋ ε ≤ ε0 yields Bε ≤ B + η
4 . But according

to Hölder’s inequality and to Proposition 4.6 we get that

B ≤ c0 ‖1 + |u0| + |Du| + |DΦ|‖p−2
Lp(Q×∆(A)) ‖D(u − Φ)‖2

Lp(Q×∆(A))N .

But

‖1 + |u0| + |Du| + |DΦ|‖Lp(Q×∆(A)) = ‖1 + |u0| + |Du| + |DΦ|‖Lp(Q;Lp(∆(A)))

=
∥∥1 + |u0| +

∣∣Dyu
∣∣+
∣∣DyΦ

∣∣∥∥
Lp(Q;Bp

A)

< k

and

‖D(u − Φ)‖Lp(Q×∆(A))N =
∥∥Dy(u− Φ)

∥∥
Lp(Q;Bp

A
)N

≤ ‖u0 − ψ0‖Lp(0,T ;W 1,p
0 (Ω)) + ‖u1 − (J1 ◦ ̺)(ψ1)‖Lp(Q;H)

<
η

2k
(see (4.28)).

Thus B < k(η/2k)2 = η2/4k. Since k > 1 and η < 1 we get B < η/4 and so,
Bε ≤ η/2 for E′ ∋ ε ≤ ε0, hence

c1 ‖Duε −DΦε‖
p
Lp(Q)N ≤

η

2
for E′ ∋ ε ≤ ε0.

Therefore

lim inf
E′∋ε→0

(
c+ ‖Duε −DΦε‖Lp(Q)N

)p−2

‖Duε −DΦε‖Lp(Q)N ≤

≤
(

η
2c1

) 1
p

[
c+

(
η

2c1

) 1
p

]p−2

.

Finally, we get that

∥∥a0(−, u0,Dyu) − χ
∥∥
Lp′(Q;Bp′

A )
≤
η

2
+

(
η

2c1

) 1
p

[
c+

(
η

2c1

) 1
p

]p−2

.

The above inequality holds true for any positive real η < 1. Hence on letting η → 0
we arrive at once at χ = a0(−, u0,Dyu).
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As the uniqueness of u1 is concerned, let (x, t) ∈ Q and let (r, ξ) ∈ R × RN be
freely fixed, and let π(x, t, r, ξ) be defined by the so-called cell problem

π(x, t, r, ξ) ∈ H :∫
∆(A) â(−, r, ξ + ∂π̂(x, t, r, ξ)) · ∂ŵdβ = 0 for all w ∈ H. (4.29)

According to Proposition 4.6, we get by [32, Chap. 2] that problem (4.29) has at
least a solution. However this solution is unique. In fact, if π1 ≡ π1(x, t, r, ξ) and
π2 ≡ π2(x, t, r, ξ) are two solutions of (4.29), then

∫

∆(A)

(â(−, r, ξ + ∂π̂1) − â(−, r, ξ + ∂π̂2)) · (∂π̂1 − ∂π̂2) dβ = 0,

hence ∂π̂1 = ∂π̂2 (1 ≤ i ≤ N), i.e. ∂iπ̂1 = ∂iπ̂2, or G1

(
∂π1

∂yi

)
= G1

(
∂π2

∂yi

)
by

(2.8). It therefore comes that ∂π1

∂yi
= ∂π2

∂yi
, 1 ≤ i ≤ N which amounts to saying

that π1 = π2 since they belong to H (recall that H = BpAτ
(Rτ ;B

1,p
#Ay

)). Now,

taking in particular r = u0(x, t) and ξ = Du0(x, t) with (x, t) arbitrarily fixed
in Q, and then choosing in (4.20) the particular test functions v = (0, v1) such
that v1(x, t) = ϕ(x, t)w ((x, t) ∈ Q) with ϕ ∈ D(Q) and w ∈ H, and finally com-
paring the resultant equation with (4.29), it follows (by the uniqueness argument)
that u1 = π(·, ·, u0, Du0), where the right-hand side of this equality stands for the
function (x, t) 7→ π(x, t, u0(x, t), Du0(x, t)) of Q into H. The uniqueness of u1 is
therefore established, and the proof is complete.

The variational problem (4.20) is called global homogenized problem for (4.1) un-
der the assumption (4.11). Our goal here is to derive the macroscopic homogenized
problem for (4.1). Let

q(x, t, r, ξ) =
∫
∆(A)

â(−, r, ξ + ∂π̂(x, t, r, ξ))dβ and

q0(x, t, r, ξ) =
∫
∆(A) â0(−, r, ξ + ∂π̂(x, t, r, ξ))dβ

for fixed (x, t) ∈ Q and (r, ξ) ∈ R×RN . Substituting u1 = π(·, ·, u0, Du0) in (4.20)
and choosing there the particular test functions v = (ϕ, 0) with ϕ ∈ D(Q), we are
led to the macroscopic homogenized problem for (4.1):

∂u0

∂t − divq(·, ·, u0, Du0) + q0(·, ·, u0, Du0) = f in Q
u0 = 0 on ∂Ω × (0, T )
u0(x, 0) = 0 in Ω.

Thanks to (4.20), the above problem has (at least) a solution.
The next result deals with a corrector type result. Before we can state it, we

need to fix some basis: from now on, we suppose that E′ denotes the subsequence
for which (4.17)-(4.19) hold.

Proposition 4.10. Let the hypotheses and notation be as in Theorem 4.9. There
exists a continuous increasing function ν : [0,∞) → [0,∞) with ν(0) = 0 such that

for all Φ = (ψ0, (J1◦̺y)(ψ1)) with ψ0 ∈ Lp(0, T ;W 1,p
0 (Ω)) and ψ1 ∈ Lp(0, T ;W 1,p

0 (Ω))⊗

[Aτ ⊗ (A1
y/R)], if we define Φε as in (4.14), then

lim sup
E′∋ε→0

‖Duε −DΦε‖Lp(Q)N ≤ ν
(∥∥Dyu− DyΦ

∥∥
Lp(Q;Bp

A
)N

)
. (4.30)
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Proof. Let F 1
0 be the vector space of all Φ as in the statement of Proposition

4.10. Endowed with its natural topology, F 1
0 has F∞

0 as a dense subspace (this
is straightforward). Thus, we begin by show (4.30) for Φ in F∞

0 . But, in view of
(4.6), for Φ ∈ F∞

0 ,

c1 ‖Duε −DΦε‖Lp(Q)N ≤∫
Q

(aε(−, uε, Duε) − aε(−, uε, DΦε) ·D(uε − Φε)dxdt ≡ Bε.

A quick survey of the proof of Theorem 4.9 reveals that, as E′ ∋ ε→ 0,

Bε →

∫∫

Q×∆(A)

(â(−, u0,Du) − â(−, u0,DΦ)) · D(u− Φ)dxdtdβ ≡ B,

where u = (u0, u1) is as in Theorem 4.9. Thus, lim sup
E′∋ε→0

‖Duε −DΦε‖Lp(Q)N ≤

(
B
c1

) 1
p

. But using Hölder’s inequality and [(4.13) in] Proposition 4.6, we get

B ≤ c0 ‖1 + |u0| + |Du| + |DΦ|‖p−2
Lp(Q×∆(A)) ‖D(u − Φ)‖2

Lp(Q×∆(A))N ,

and by the obvious inequality |DΦ| ≤ |Du− DΦ| + |Du|,

B ≤ c0

(
‖1 + |u0| + 2 |Du0|‖Lp(Q×∆(A)) + ‖D(u − Φ)‖Lp(Q×∆(A))N

)p−2

×

×‖D(u − Φ)‖2
Lp(Q×∆(A))N .

Now, set α = ‖1 + |u0| + 2 |Du0|‖Lp(Q×∆(A)) and

ν(r) =
c0

c
1
p

1

r
2
p (α+ r)1−

2
p for r ≥ 0.

Then the function ν is independent of Φ and satisfies hypotheses stated in Propo-
sition 4.10 (this is straightforward by observing that ‖D(u − Φ)‖Lp(Q×∆(A))N =∥∥Dyu− DyΦ

∥∥
Lp(Q;Bp

A)N ). Whence (4.30) is shown for Φ in F∞
0 .

Now, let Φ ∈ F 1
0 . Let (Ψj)j be a sequence in F∞

0 such that Ψj → Φ in F 1
0 as

j → ∞. Set

Ψj = (ϕ0j , (J1 ◦ ̺y)(ϕ1j)) and Φ = (ψ0, (J1 ◦ ̺y)(ψ1)),

and define
Ψj,ε = ϕ0j + εϕε1j and Φε = ψ0 + εψε1 as in (4.14).

We have

lim sup
E′∋ε→0

‖Duε −DΦε‖Lp(Q)N ≤ lim sup
E′∋ε→0

‖Duε −DΨj,ε‖Lp(Q)N +

lim sup
E′∋ε→0

‖DΨj,ε −DΦε‖Lp(Q)N

≤ ν
(∥∥Dyu − DyΨj

∥∥
Lp(Q;Bp

A)N

)
+ lim sup
E′∋ε→0

‖DΨj,ε −DΦε‖Lp(Q)N .

Now, since Ψj → Φ in F 1
0 , we get DΨj → DΦ in Lp(Q × ∆(A))N as j → ∞. On

the other hand, it can be easily shown that lim
j→∞

lim
E′∋ε→0

‖DΨj,ε −DΦε‖Lp(Q)N = 0.

Hence, taking the limit (as j → ∞) of both sides of the last inequality above, we
are led to (4.30).

Concerning corrector results for non-linear parabolic results we refer to [44] by
Svanstedt for the periodic setting without the lower order terms. As a consequence
of the preceding result, we can now state the following corrector-type result.
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Corollary 4.11. Let the hypotheses and notation be as in Theorem 4.9. Assume
further that

u1 ∈ Lp(0, T ;W 1,p
0 (Ω)) ⊗ [Aτ ⊗ (J1 ◦ ̺y)(A

1
y/R)].

Then, as E′ ∋ ε→ 0,

uε − u0 − εuε1 → 0 in Lp(0, T ;W 1,p(Ω)).

Proof. It is clear that, on one hand, εuε1 → 0 in Lp(Q) as E′ ∋ ε → 0; and on
the other hand, due to (4.17)-(4.18) and to the compactness of the embedding
V p →֒ Lp(Q), we have uε − u0 in Lp(Q). Thus uε − u0 − εuε1 → 0 in Lp(Q) as
E′ ∋ ε→ 0. It remains to show thatD(uε−u0−εuε1) → 0 in Lp(Q)N as E′ ∋ ε→ 0.
But, if we set Φε = u0 + εuε1, then applying (4.30), we get

lim sup
E′∋ε→0

‖Duε −DΦε‖Lp(Q)N = 0

since ν
(∥∥Dyu − DyΦ

∥∥
Lp(Q;Bp

A
)N

)
= ν(0) = 0, and so lim

E′∋ε→0
‖Duε −DΦε‖Lp(Q)N =

0. The result follows thereby.

Remark 4.5. Assuming a0 to be the null function, and replacing hypotheses (4.3)
and [part (i) of] (4.4) by

(a(x, t, y, τ , µ, λ) − a(x, t, y, τ , µ, λ′)) · (λ− λ′) > 0 for λ 6= λ′,
a(x, t, y, τ , µ, λ) · λ ≥ c1 |λ|

p
,

we also reach the conclusion of Theorem 4.9.

4.4. Some concrete applications of Theorem 4.9.

4.4.1. Problem I (Periodic homogenization). Here we mean to study the problem
of homogenizing (4.1) under the periodicity hypothesis on the functions (y, τ ) 7→
ai(x, t, y, τ , µ, λ) (for each fixed (x, t, µ, λ) ∈ Q× R× RN and 0 ≤ i ≤ N), i.e.

For each k ∈ ZN and any l ∈ Z, we have
ai(x, t, y + k, τ + l, µ, λ) = ai(x, t, y, τ , µ, λ)
a.e. in (y, τ) ∈ RN × R.

(4.31)

(4.31) is very often expressed by saying that the function (y, τ) 7→ ai(x, t, y, τ , µ, λ)
is Y -periodic in y ∈ RN and T -periodic in τ ∈ R where

Y = (0, 1)N and T = (0, 1).

Surprisingly, this problem has never been studied before. Our aim here is to
provide a better understanding and accurate results in this setting by means of
deterministic homogenization theory.

Let Lp
′

per(Y ) denote the space of Y -periodic functions in Lp
′

loc(R
N
y ). It is classically

known that Lp
′

per(Y ) is the closure of Cper(Y ) in Lp
′

loc(R
N
y ) with respect to the norm

‖·‖p′ (which is here defined by ‖u‖p′ =
(
M(|u|p

′

)
)1/p′

=
(∫

Y |u(y)|p
′

dy
)1/p′

). One

also has Lp
′

per(Y ) = Bp
′

Cper(Y ) = Bp
′

Cper(Y ) (this is easily seen). By hypothesis (4.31)

we deduce that

ai(x, t, ·, ·, µ, λ) ∈ Lp
′

per(Y × T ) for all (x, t) ∈ Q, (µ, λ) ∈ R× RN , 0 ≤ i ≤ N.

This suggests us that the appropriate algebra for this study is the periodic algebra
A = Cper(Y × T ) = Cper(Y ) ⊙ Cper(T ), the algebra of Y × T -periodic continuous
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functions on RNy ×Rτ . Since A satisfies hypotheses of Theorem 3.6, the conclusion
of Theorem 4.9 follows under hypothesis (4.31).

4.4.2. Problem II. Let F be a Banach subalgebra of B(Rm). Let B∞(Rd;F ) denote
the space of all continuous functions ψ ∈ C(Rd;F ) such that ψ(ζ) has a limit in F
as |ζ| → ∞. In particular, it is known that B∞(Rd;R) ≡ B∞(Rd).

With this in mind, our goal here is to homogenize problem (4.1) under the
hypothesis

ai(x, t, ·, ·, µ, λ) ∈ B∞(Rτ ;Lp
′

per(Y )) for any (µ, λ) ∈ R× RN

and for all (x, t) ∈ Q (0 ≤ i ≤ N)
(4.32)

where Y = (0, 1)N .
With this in mind it is an easy task to see that the appropriated algebra here is

the product algebra A = Cper(Y )⊙B∞(Rτ ), which satisfies hypothesis of Theorem
3.6. The conclusion of Theorem 4.9 follows under the hypothesis (4.32).

4.4.3. Problem III (Almost periodic homogenization). Our objective here is to ho-
mogenize problem (4.1) under the assumption

ai(x, t, ·, ·, µ, λ) ∈ Bp
′

AP (RN+1
y,τ ) for any (µ, λ) ∈ RN+1

and any (x, t) ∈ Q (0 ≤ i ≤ N),
(4.33)

where Bp
′

AP (RN+1
y,τ ) denotes the space of functions in Lp

′

loc(R
N+1
y,τ ) that are almost

periodic in the Besicovitch sense [6, 7].
Appeal to [40, Corollary 4.1] yields the existence of three countable subgroups

Ry and Rτ of RN and R respectively, such that

ai(x, t, ·, ·, µ, λ) ∈ Bp
′

AP,Ry×Rτ
(RN+1

y,τ ) for all (x, t) ∈ Q, (µ, λ) ∈ RN+1

(0 ≤ i ≤ N)

where Bp
′

AP,Ry×Rτ
(RN+1

y,τ ) is the generalized Besicovitch space associated to the al-

gebra w.m.v. A = APRy×Rτ
(RN+1

y,τ ). This suggests us to take A = APRy
(RNy ) ⊙

APRτ
(Rτ ), an H-algebra satisfying hypotheses of Theorem 3.6. Whence the ho-

mogenization of (4.1) under hypothesis (4.33).

Remark 4.6. In previous work dealing with deterministic homogenization theory
(see for instance [41]) the almost periodic homogenization problem were stated by
combining hypothesis (4.33) above with the following one

For each (ψ0,Ψ) ∈ AP (RNy × Rτ )N+1 and each (x, t) ∈ Q we have
supk∈ZN+1

∫
k+Y×T (| ai(x, t, y − η, τ − δ, ψ0(y, τ),Ψ(y, τ ))−

−ai(x, t, y, τ , ψ0(y, τ ),Ψ(y, τ)) |p
′

dydτ ) → 0
as |η| + |δ| → 0.

(4.34)

We observe that with the present approach hypothesis (4.34) above on the uni-
form equicontinuity of the ai is removed. This is an improvement as far as the
applications in the almost periodic setting are concerned.

4.4.4. Problem IV (Weakly almost periodic homogenization I). In order to rigor-
ously and judiciously set the homogenization problem for (4.1) in that case, how-
ever, we need some preliminaries.
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Preliminaries. We begin with the

Proposition 4.12. [15] Let N and m denote two positive integers. Then we have

WAP (RN ) ⊙WAP (Rm) = {f ∈WAP (RN × Rm) : {fy : y ∈ RN}

is relatively compact in WAP (Rm)}

where fy ∈WAP (Rm) is defined by fy(z) = f(y, z), z ∈ Rm.

One of the most significant consequence of the preceding result is summarized
in the following corollary.

Corollary 4.13. One has WAP (RN ) ⊙WAP (Rm)  WAP (RN × Rm).

Proof. It will be sufficient to exhibit a function f ∈ WAP (RN × Rm) such that
the set Ff = {fy : y ∈ RN} is not relatively compact in WAP (Rm). To this end,
in order to construct such an f , we follow closely the proof of [15, Theorem 4.6].

Set Y = [−1/2, 1/2]N and Z = [−1/2, 1/2]m. Pick a1 ∈ ZN , and for n ≥ 2, choose
inductively an ∈ ZN such that

an /∈

{
7∑

i=1

yi : yi ∈ Y ∪ {±a1, . . . ,±an−1}

}
.

Construct also a sequence (bn)n≥1 ⊂ Zm such that

bn /∈

{
7∑

i=1

zi : zi ∈ Z ∪ {±b1, . . . ,±bn−1}

}
.

Then we have

(ak + Y ) ∩ (an + Y ) = ∅ and (bk + Z) ∩ (bn + Z) = ∅ if n 6= k.

Now, choose g ∈ C∞
0 (RN ) and h ∈ C∞

0 (Rm) such that g(0) = h(0) = 1, 0 ≤ g ≤ 1,
0 ≤ h ≤ 1, and suppg ⊂ Y , supph ⊂ Z (where supp stands for the support). Set

f(y, z) =

∞∑

n=1

g(y − an)h(z − bn), (y, z) ∈ RN × Rm.

Then by [15, theorem 4.6] we have that f ∈ WAP (RN × Rm). But for z ∈ Rm we
have

fak
(z) = f(ak, z) =

∞∑

n=1

g(ak − an)h(z − bn)

= h(z − bk) since g(0) = 1 and (ak + Y ) ∩ (an + Y ) = ∅ if n 6= k.

= (τ bk
h)(z),

hence fak
= τbk

h. Since supp(τ bk
h) ⊂ bk+Z and (bk + Z)∩(bn + Z) = ∅ if n 6= k,

we see that {fak
: k ≥ 1} = {τbk

h : k ≥ 1} is not relatively compact in B(Rm).
Therefore f /∈WAP (RN ) ⊙WAP (Rm). Whence the proof.
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Statement of the problem. Let BpWAP (BpWAP (RN ) if there is a danger of
confusion) denote the completion of the algebra WAP (RN ) with respect to the
seminorm ‖·‖p (see Section 2.2 for the definition of ‖·‖p). It is known that if

BpAP (resp. Bp0) denotes the space of Besicovitch almost periodic functions (resp.
the space of u ∈ BpWAP such that M(|u|) = 0, which is obtained as the com-
pletion with respect to ‖·‖p of the algebra W0(RN )) then BpAP + Bp0 ⊂ BpWAP

since AP (RN ) ⊂ WAP (RN ) and W0(RN ) ⊂ WAP (RN ). It can be shown that
BpWAP = BpAP ⊕ Bp0 (direct sum); see [6, Chap. VIII, Theorem V]. Therefore we
have the following characterization of elements in BpWAP :

• u ∈ BpWAP if and only if u ∈ Lploc(R
N ) and the set of translates {τau : a ∈

RN} is weakly relatively compact with respect to the Besicovitch topology

defined by the seminorm ‖|u|‖p =
(
lim supr→+∞

1
|Br|

∫
Br

|u(y)|p dy
)1/p

.

Such an u’s is called generalized weakly almost periodic function.
With this in mind, our goal here is to homogenize problem (4.1) under the

assumption

ai(x, t, ·, ·, µ, λ) ∈ Bp
′

WAP (Rτ ;B
p′

WAP (RNy )) for any (µ, λ) ∈ R× RN

and for all (x, t) ∈ Q (0 ≤ i ≤ N).
(4.35)

Before we can solve the above problem, however we need to clarify the choice of
assumption (4.35).

It is known that AP (RNy ×Rτ ) = AP (RNy ) ⊙AP (Rτ ); see Berglund and Milnes
[5, Theorem 2.3] for a simple proof. Thus the almost periodic homogenization
problem can as was earlier seen in Subsection 4.4.3, be set in terms of the general,

say in terms of Bp
′

AP (RN+1
y,τ ). However, in the weakly almost periodic setting, this

does not hold, that is, one cannot set the above-mentioned problem in terms of

Bp
′

WAP (RN+1
y,τ ). Indeed by Corollary 4.13 above we have WAP (RNy )⊙WAP (Rτ ) 6=

WAP (RNy ×Rτ ). That is why assumption (4.35) is the best one suitable to set the
weakly almost periodic homogenization problem in our situation.

Now returning to the statement of the problem we see immediately that the
suitable algebra for our study is the product algebra A = WAP (RNy )⊙WAP (Rτ ),
an algebra satisfying conditions of Theorem 3.6 in Section 3; see Subsection 3.4.
Therefore the homogenization problem for (4.1) is achieved under hypothesis (4.35).

4.4.5. Problem V (Weakly almost periodic setting II). The problem to study states
here as follows: solve the homogenization problem for (4.1) under the assumption

ai(x, t, ·, ·, µ, λ) ∈ Bp
′

AP (Rτ ;B
p′

WAP (RNy )) for any (µ, λ) ∈ R× RN

and for all (x, t) ∈ Q (0 ≤ i ≤ N).
(4.36)

One also reaches the conclusion of Theorem 4.9 under hypothesis (4.36) with A =
WAP (RNy )⊙AP (Rτ ), an algebra w.m.v. satisfying conditions of Theorem 3.6; see
Section 3.2.

Remark 4.7. Hypothesis (4.36) contains the particular case (4.33) sinceAP (RN+1
y,τ )

= AP (RNy ;AP (Rτ )) = AP (RNy ) ⊙AP (Rτ ) and AP (Rτ ) ⊂ Bp
′

WAP (Rτ ).
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4.4.6. Problem VI (Weakly almost periodic setting III: Homogenization in the Fourier-
Stieltjes algebra). We begin by defining the Fourier-Stieltjes algebra on RN .

Definition 4.1. The Fourier-Stieltjes algebra on RN is defined as the closure in
B(RN) of the space

FS∗(R
N ) =

{
f : RN → R, f(x) =

∫

RN

exp(ix · y)dν(y) for some ν ∈ M∗(R
N )

}

where M∗(RN ) denotes the space of complex valued measures ν with finite total
variation: |ν| (RN ) <∞. We denote it by FS(RN).

Since by [20] any function in FS∗(RN ) is a weakly almost periodic continuous
function, we have that FS(RN ) ⊂ WAP (RN ). Moreover thanks to [14, Theorem
4.5] FS(RN ) is a proper subalgebra of WAP (RN ), such that the question raised by
Frid and Silva [26] to know whether there exist ergodic algebras that are not subal-
gebras of FS(RN) find its answer here: The ergodic algebra WAP (RN ) fulfills the
above required conditions since it contains FS(RN) as proper ergodic subalgebra.

As FS(RN ) is an ergodic algebra which is translation invariant (this is easily
seen: indeed FS∗(RN ) is translation invariant) we see that hypotheses of Theorem
3.6 are satisfied with any algebra A = FS(RN )⊙Aτ , Aτ being any algebra w.m.v.
on Rτ .

With all this in mind, our concern here is to solve the homogenization problem
for (4.1) under the assumption

ai(x, t, ·, ·, µ, λ) ∈ Bp
′

Aτ
(Rτ ;B

p′

FS(RNy )) for any (µ, λ) ∈ R× RN

and for all (x, t) ∈ Q (0 ≤ i ≤ N).
(4.37)

where: Bp
′

FS(RNy ) denotes the completion of the algebra FS(RNy ) with respect to the
seminorm ‖·‖p′ , and Aτ is any arbitrary algebra w.m.v. on Rτ . Then arguing as in
the preceding Subsections we reach the conclusion of Theorem 4.9 under hypothesis
(4.37) with A = FS(RN) ⊙Aτ .

4.4.7. Concluding remarks. In this paper we have proved a new compactness theo-
rem (Theorem 3.6) which enables us to solve new homogenization problems associ-
ated to a parabolic degenerate-type operator. We also state its stationary analogue
(Theorem 3.7) which permits us to study homogenization problems for elliptic op-
erators. We have applied Theorem 3.6 to solve a number of new problems (to the
best of our knowledge this is the first time that such problems are considered);
see particularly Problems IV-VI. These problems in particular involve the algebra
W0(Rm) which is non-separable.
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