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Abstract

Road sections with high degree of roughness are of special interest, since these have a significant impact on vehicle’s fatigue life. The study is focused on statistical description and analysis of road surface irregularities essential for heavy vehicle fatigue assessment. The Laplace moving average process is proposed to model the surface. It is compared with the model proposed in [6] that models a road surface as a homogenous Gaussian process with MIRA spectrum with added randomly placed and shaped irregularities. A hybrid model that combines the two models is also given. The models are fitted to 8 measured road surfaces. The accuracy of the models is discussed.
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1 Introduction

This paper presents comparison between different means to model the roughness of road surface. The methods are compared on eight measured roads of total length about 230 km. The measured roads are of varying quality, ranging from rough gravel and asphalt roads from the north of Sweden to smooth asphalt roads from the south of Sweden. The signals have different lengths and are scaled to have variance one and zero mean. Models are intended to be used in fatigue damage prediction of vehicle components and hence the most important property of the model is its capacity to describe variability of stresses in a vehicle. This is evaluated by employing a “fatigue filter” to the measured/simulated road surfaces; i.e. by estimating a response of a simple model for a truck and comparing the rainflow damage, see [14], of the responses.

Fatigue damage is assessed by studying a quarter-vehicle model traveling at constant velocity on road profiles, see Figure 1. This very simple model cannot be expected to predict loads on a physical vehicle exactly, but it will high-light the most important road characteristics as far as fatigue damage accumulation is concerned. The parameters in the model are set to mimic heavy vehicle dynamics. The response is the total force acting on the sprung mass is denoted \( Y(t) \).

Neglecting the possible “jumps”, i.e. that a vehicle can loose constant with the road surface, the response can be estimated by means of linear filtering of the encountered road surface. The filter has the following transfer function

\[
H(\omega) = \frac{m_s \omega^2 (k_t + i \omega c_t)}{k_t - \frac{(k_s + m_s \omega^2 + k_s + i \omega c_s) - m_s \omega^2 + i \omega c_t}{1 + \frac{m_s \omega^2}{k_s - m_s \omega^2 + i \omega c_s}}}. \tag{1}
\]

Assuming that the road is stationary with power spectral density \( S_Z(f) \), where \( f \) is the wave number having units \( m^{-1} \), then the response \( Y \), for a vehicle at speed \( v \) [m/s], has power spectral density given by

\[
S_Y(\omega) = \frac{1}{v} |H(\omega)|^2 S_Z(\omega/(2\pi v)) \cdot
\]
The vertical road variability consists of slowly changing landscape and the road surface irregularity (roughness). Often one assumes that energy of $S_Z(f)$ for frequencies $f < 0.01 \, \text{m}^{-1}$ (wavelengths above 100 meters) represents landscape variability which does not affect the vehicle dynamics and hence can be removed from the spectrum $S_Z(f)$. Similarly high frequencies $f > 10 \, \text{m}^{-1}$ (wavelengths below 10 cm) are filtered out by tire and also are removed from the spectrum.

Commonly, stochastic models are used to describe the randomness of measured road profiles. Vehicle models traveling on road profiles modeled as stationary Gaussian processes have been extensively studied (see for example [15] and [12] for some recent studies). However, measured profiles are not accurately described by a stationary Gaussian model. The reason is that the actual roads contain short sections with above-average irregularity. As shown in [6] such irregularities cause most of the vehicle fatigue damage.

In this paper three models will be compared. The first one is a non-homogenous Gaussian process, proposed in [6], the second is a homogenous Laplace Moving Average (LMA) process and the third one is a combination of the Gaussian and LMA processes which we will call the hybrid model. For visual comparison, a sample from each model is presented in Figure 2 and compared with the actual road record. The models are presented in the following three sections. In the last section they will be applied to describe variability observed in 8 measured road surfaces of total length of about 230 km. Accuracy of the models is discussed in that section as well.

2 Non-homogenous Gaussian model

In the model that was first presented in [6], one assumes in the road records two types of waves: short ones with wavelengths between 5 and 0.1 meters and long ones with wavelengths between 100 and 5 meters. The main variability in the road is described by homogenous independent Gaussian processes: $Z^{(1)}_0(t)$ for long waves and $Z^{(2)}_0(t)$ for short waves. Their corresponding spectra for long waves $S^{(1)}_0(f) = 10^{\alpha_0} (f/f_0)^{-\omega_1}$, $f \in [0.01, 0.20]$, and for short waves $S^{(2)}_0(f) = 10^{\alpha_0} (f/f_0)^{-\omega_2}$, $f \in [0.20, 10]$, where $f$ is the wave number having units m$^{-1}$. These spectra when put together give the so called MIRA spectrum, see [9], viz.

$$S_0(f) = \begin{cases} 
10^{\alpha_0} \left( \frac{f}{f_0} \right)^{-\omega_1}, & f \in [0.01, 0.20], \\
10^{\alpha_0} \left( \frac{f}{f_0} \right)^{-\omega_2}, & f \in [0.20, 10], \\
0, & \text{otherwise},
\end{cases}$$

where $f_0 = 0.2$. Here, as suggested in [8], $10^{\alpha_0}$ is the basic roughness coefficient. The exponent $\omega_1$ describe energy distribution between components of wavelengths between 100 and 5 meters, while $\omega_2$, wavelengths between 5 and 0.1 meters describes state of road deterioration.

As mentioned above measured road tracks contain short sections with above-average irregularity which cause most of the vehicle fatigue damage. It was found that these irregularities occur both for
Figure 2: An actual record taken from 2km road section (Top) and the model generated samples from fits to this record: Non-homogenous Gaussian (second top), Laplace moving average (third top), and the hybrid model (bottom).

long and short waves. In [8] it is noted that “As a road’s state of repair deteriorates, a decrease in the exponent $w_2$ is to be anticipated”, i.e. short wave irregularities are created or change their shapes. In the non-homogenous Gaussian model the irregularities are accounted by adding to Gaussian processes $Z_0^{(1)}(x)$ and $Z_0^{(2)}(x)$ long and short wave irregularities $Z_i^{(1)}(x)$, $Z_i^{(2)}(x)$, $i > 0$, of random shape, length and location. The road with superimposed irregularities is denoted by $Z(x)$ and given by

$$Z(x) = \sum_{i=0}^{N_1} Z_i^{(1)}(x) + \sum_{i=0}^{N_2} Z_i^{(2)}(x),$$

where $N_1, N_2$ are (random) number depending on the length of the road while the processes $Z_i^{(1)}(x)$, $Z_i^{(2)}(x)$, $i = 0, 1, \ldots$, are mutually independent.

To avoid discontinuities at the start and end of the rough sections, the added irregularities starts and ends with zero slope and zero level, see [5] for more details. Furthermore, the location and length of the sections with added roughness are random. More precisely, the distance between the end of an irregularity and the start of the next is exponentially distributed. The irregularity length is also exponentially distributed. The long waves and short waves irregularities are added independently. The model requires knowledge of 9 parameters. For illustration, a 500 m long road is simulated and plotted in Figure 3. Some details of the simulation algorithm and form of $Z_i^{(k)}$s are given in the appendix.
Figure 3: A synthetic (computer simulated) road profile $Z(x)$, defined by (3), lowest plot, the same as in Figure 2-second top. The first plot is the Gaussian process $Z_0(x)$, the second presents a sum of five long wave irregularities while the third a sum of short wave irregularities.

3 Laplace moving average model

Roughly speaking a moving average process is a convolution of a kernel function $f(x)$, say with, a infinitesimal “white noise” process having variance $d\,x$. Through the rest of the paper we assume that the kernel $f$ is normalized so that its square integrates to one. For example, the Gaussian moving average (GMA) with mean zero and variance one can be written as

$$Z(x) = \int f(x-u)\,dB(u) \approx \sum f(x-x_i)Z_i \sqrt{dx},$$

(4)

where $B(x)$ is Brownian motion, $Z_i$ are independent standard Gaussian variables, while $d\,x$ is the discretization step, i.e. $\Delta B(x_i) = B(x_i+d\,x) - B(x_i) = \sqrt{d\,x}Z_i$, where $Z_i$’s are standard normal variables. If $dB(u)$ or $Z_i$ are no longer required to be normally distributed, one obtains moving average processes with non-Gaussian distributions. In this work, we are interested in the case when $Z_i \sqrt{dx}$ is replaced by $Z_i \sqrt{\frac{d\,x}{\nu}}\Gamma_i$ where $\Gamma_i$ is a gamma distributed with shape parameter $d\,x/\nu$ and scale one, so that $\sqrt{\nu \Gamma_i} = d\,x$. In this model the increments are Laplace distributed and thus leading to a Laplace moving average (LMA) given by

$$Z(x) = \int f(x-u)\,d\Lambda(u),$$

(5)

where $\Lambda(x)$ is the Laplace motion, cf. [1].
The process $Z(x)$ is symmetric around zero and the excess of kurtosis is $\kappa = 3\nu \int f^4(x) \, dx$. The parameter $\nu$ in Laplace motion $\Lambda(x)$ can be effectively estimated using the method of moments that is discussed in detail in [11]. Namely, if $\hat{\kappa}$ is the sample excess kurtosis, then if $\hat{\kappa} > 0$:

$$\hat{\nu} = \frac{\hat{\kappa}}{3 \int f^4(x) \, dx},$$

and zero otherwise. Note that $\kappa = \nu = 0$ corresponds to the limiting case of Gaussian moving average process, since as $\nu$ tends to zero $Z(x)$ becomes a GMA process.

A LMA (5) normalized so that it has mean zero and variance one is defined by its fourth moment and the kernel function $f$. Estimation of the kernel is not an easy task in general but for symmetric kernels it reduces to estimation of the covariance function or spectrum of the process. Namely, if the kernel is symmetric $f(-x) = f(x)$, i.e. the road profile characteristics do not depend on the direction one is driving on a road, then the spectrum $S_Z(\omega)$ of $Z(x)$ defines uniquely the kernel $f$ since

$$S_Z(\omega) = \frac{1}{2\pi} |\mathcal{F} f(\omega)|^2,$$

where $\mathcal{F}$ stands the Fourier transform, and for symmetric kernels their Fourier transform is given by

$$\mathcal{F} f(\omega) = \sqrt{2\pi} S_Z(\omega).$$

The simplest and most straightforward way of simulating a LMA is to first simulate the increments of the Laplace motion over an equally spaced grid and then to convolve them with the kernel $f(\cdot)$ as described next.

**Increment based convolution algorithm for simulation of LMA**

1. Pick $m$, and $dx$ so that $f(\cdot)$ is well approximated by its values on $-m \, dx < \ldots < -dx < 0 < dx < \ldots < m \, dx$.

2. Pick $n \gg 2m + 1$ in order to simulate the $n - 2m$ values of the LMA process $Z$ at frequency $dx^{-1}$.

3. Simulate $n$ identically and independently distributed (i.i.d.) $\Gamma(dx/\nu, 1)$ random variables and store them in a vector $G = [G_i]$.

4. Simulate $n$ i.i.d. zero mean standard normal random variables and store them in a vector $X$.

5. Compute $Y = f * (\sqrt{\nu} G \cdot X)$, where $\sqrt{\nu} G \cdot X = [\sqrt{\nu} G_i \cdot X_i]$, where $*$ denotes the operation of convolution and the simulated $n - 2m$ values of $\int f(x - u) \, d\Lambda(u)$ are obtained from $Y$ by discarding its first and last $m$ values.

### 4 The hybrid model

In practice Gaussian modeling is often used to model “undamaged” road surface to which one is adding potholes and other type irregularities. Since such an approach is physically appealing, we propose to alter the LMA model so that it will resemble this general scheme.

More precisely, the normalized (mean zero, variance one) road profile $Z(x)$ is written in the form

$$Z(x) = pZ_0(x) + \sum_{i=1}^{N} Z_i(x), p \in [0, 1],$$

where $Z_0(x)$ is the zero mean variance one Gaussian process having spectrum $S_Z$, while $Z_i(x)$’s are taken from a jump process representation of LMA described in the Appendix, Eq. (12).
Figure 4: Top: Gaussian component $pZ_0(x)$, $p = 0.75$, of the hybrid model; Middle: “irregular” component $\sum_{i=1}^{N} Z_i(x)$; Bottom: the hybrid model which is the sum of the two – this is the same as in Figure 2 bottom.

The kernel function $f$ used in $Z_i(x)$, $i \geq 1$ is computed using (7), while $S_Z$ used in $Z_0(x)$ is chosen to be MIRA spectrum (2), defined by three parameters $w_1, w_2$ and $a_0$. One can interpret $w_1$ as the long wave irregularity of the road while $w_2$ reflects the state of deterioration of the road surface. The parameter $a_0$ is chosen in such a way that the zero order spectral moment of $S_Z$ is one, i.e. $2\pi \int_{0}^{\infty} S_Z(f) df = 1$.

The parameter $p$ in (8) can be used to define $N$. Namely, from the Appendix, Eq. (13) we have

$$\mathbb{V} \left[ \sum_{i=1}^{N} Z_i(x) \right] \approx 1 - e^{-N\nu/L}.$$ 

Hence

$$N \approx -2\frac{L}{\nu} \ln p.$$

The “added” irregularities has the shape of the kernel function $f$ which contains both long- and short-wave component. The locations of irregularities are uniformly distributed over the interval $[0, L]$. The amplitude is random. Note that 4 parameters are needed to define the hybrid model (not counting the mean and standard deviation that have to be used for normalization), while the non-homogenous Gaussian model, presented in Section 2, requires 9 parameters. In Figure 4, a simulation of the hybrid method with $p = 0.75$ is shown. The algorithm that has been used for this purpose is presented next.
Convolution algorithm for simulation of $\sum_{i=1}^{N} Z_i(x)$ in (8).

1. Pick $dx$ so that $f(\cdot)$ is well approximated by its values on
   $$-mdx < \ldots < -dx < 0 < dx < \ldots < m
dx.$$  

2. Pick $n \gg 2m+1$ in order to simulate the $n-2m$ values of the LMA process $Z$ at the points at frequency $dx^{-1}$.

3. Pick $N \ll n$ and simulate $N$ identically and independently distributed variables $W_i$, $G_i$. Compute $\gamma_i = \sum_{j=1}^{i} G_j$ and store variables in two vectors vector $\gamma = [\gamma_i]$, $W = [W_i]$.

4. Simulate $N$ independent standard normal random variables $X_i$ and store them in a vector $X$.

5. Compute a vector $R = \sqrt{\nu} X \cdot (e^{-\nu \gamma/L W})^{1/2}$, where $R_i = \sqrt{\nu} X_i \cdot (e^{-\nu \gamma_i/L W_i})^{1/2}$.

6. Choose at random $N$ indexes $1 \leq k_i \leq n$ and define a vector $Q$ of length $n$, such that $Q_{k_i} = R_i$ and zero otherwise.

7. Compute $Y = f \ast Q$, where $\ast$ denotes convolution and the simulated $n-2m$ values of $\sum_{i=1}^{N} Z_i(x)$ are obtained from $Y$ by discarding its first and last $m$ values.

## 5 Comparisons of the models

In this section we shall employ the three models to estimate the pseudo-damage of the response $Y$. The estimation procedure is based on eight measured road surfaces with the total length is about 230 km. Once the models are fitted to the data the damages they induce are evaluated. These damages relative to the damage inflicted by the actual road record will be used to compare the accuracy of the proposed models.

As discussed in the work [3] one needs more than 100 km of homogenous record to have the statistical uncertainty of the estimated damage to be negligible. The measurements are about 29 km long in average and hence statistical errors in the damage estimation are not negligible. However long records are often non homogenous which introduces bias (modeling error). Therefore the choice of the record length is the trade off between the size of the statistical uncertainties in the estimated parameters and the possible modeling errors. The life length of components is of order $10^5$ km. It is strongly correlated to the sum of the pseudo damages accumulated during the usage of a vehicle hence it is desirable that the estimation of the damages is unbiased. This is because the coefficient of variation of the accumulated damage decreases as the inverse square root of the driven distance and often can be neglected relatively to the other sources of uncertainties, e.g. the driver behavior, material properties, geometry of components. Consequently the accumulated damage can be approximated by the expected damage which is proper as long as the latter is not heavily biased, see e.g. [3] for more detailed discussion.

Our approach to bias reduction is through considering shorter fragments of roads for which it maybe reasonable to assume homogeneity (constant values of parameters) of the models. Then the models are fitted for each fragment separately. Two different record lengths will be used. First we just consider the original eight measured records. Obviously shorter records are always possible to define by simply dividing measurements into shorter blocks. We create the second set of blocks by dividing the eight records into 5 km long road segments. In this case there will be 44 shorter records in total and the three models are fitted to each of them.

### 5.1 Estimation of relative damage

For a measured or simulated road surface $Z$ the response $Y(t)$ is computed by means of filtering the signals $Z(v t)$, $v$ is the vehicle speed, using the filter with transfer function $H(\omega)$ given in (1). In
Figure 5: Twenty simulated relative damages (9) for 230 km long road profile, the vehicle speed is 15 m/s; stars $D_{k}^{hybr}$, crosses $D_{k}^{LMA}$ and dots $D_{k}^{G}$. Left: $k = 3$; Right: $k = 5$. Top: The three models were fitted to the eight measured road blocks; Bottom: The three models were fitted to 44 (each 5 km long) measured road fragments.

the example $v = 15$, and 10 m/s. The response of quarter vehicle $Y(t)$ is a solution of an 4th order ordinary differential equation. Since the initial conditions of the system at $t = 0$ are unknown the Hanning window has been used to make the start and the end of the ride smooth. This is necessary or otherwise the first oscillation of the response may cause all damage – the car is hitting a wall. Responses for measured and simulated roads are then computed using the FFT algorithm. Rainflow ranges $h_{i}^{rfc}$ in the signal have been found has been found and the pseudo damage computed according to

$$D_{k}(Z) = \sum (h_{i}^{rfc})^{k},$$

see [13] for details of this approach. Two values of $k$, 3 and 5, has been used. The damage $D_{k}$ for higher exponent value $k = 5$ depends mostly on proportion and size of large cycles, while damage for $k = 3$, corresponding to crack growth process, depends on sizes of both large and moderately large cycles.

The pseudo-damage is computed for the observed road surface $Z^{obs}$, and simulated; $Z^{nG}$ for non-Gaussian model, $Z^{LMA}$ for symmetrical LMA road and $Z^{hybr}$ for the hybrid model. The three relative
damages are defined by

\[ D^G_k = \frac{D(Z^nG)}{D(Z^{obs})}, \quad D^{LMA}_k = \frac{D(Z^{LMA})}{D(Z^{obs})}, \quad D^{hybr}_k = \frac{D(Z^{hybr})}{D(Z^{obs})}. \]  

(9)

A model is rejected if the relative damage values are significantly different from the value one.

5.2 Results

In this example about 230 km long measured road surface is used to compare the three proposed models. First we are using the eight consecutive measurements of different lengths. Since some of the roads are quite rough the speed \( v \) of 15 m/s could be considered as a rather high one. For the eight responses \( Y \) the damages were computed and summed to give the total damage accumulated for the 230 km long drive. Twenty independent simulations of the total damages have been computed and the relative damages (9) evaluated for two values of fatigue exponent \( k = 3 \) and \( k = 5 \). The results are presented in Figure 5, where stars denote \( D^{hybr}_k \), crosses \( D^{LMA}_k \) and dots \( D^{G}_k \). One can see that the the data does not lead to rejection of the models. The LMA and hybrid model seems to give equivalent results. The most important statistical characteristics of the relative damages are given in Table 5.2 (Left), where means and coefficients of variation are given. We note that the non-homogenous Gaussian model is closest to the observed damages. The model requires 9 parameters and some of them are not easy to estimate and require long measuring records. On the other hand, longer records are more non-homogenous in the parameters. Thus it may be harder to fit it with a single LMA or hybrid model.

Consequently, shorter records of 5 km, leading to 44 models have also been used. The resulting relative damage is presented in Figure 5 (Bottom). Now one can see that non-homogenous Gaussian model give significantly too small damages, see also Table 5.2 (Right), while both the LMA and hybrid model fits damages excellently.

Finally, since for some road surfaces the speed \( v = 15 \) m/s is rather high we give for completeness plots of the accumulated damages for a lower speed of 10 m/s. The plots in Figure 5 and Figure 6 are very similar. These indicate that the LMA and hybrid models perform similarly for a range of speed. Both are slightly conservative when only 8 longer records are used for estimation and work exceptionally well when 44 shorter records were used for model estimation.

6 Conclusions

Three models for vertical surface irregularity have been proposed. Comparing to actual road surface data all three models give satisfactory predictions of relative damages. The non-homogenous Gaussian model seems to work very well when enough data is available for estimation. The estimation employs quite complex algorithm described in [6]. The LMA and hybrid models are equivalent, although the LMA model uses empirical spectrum while the hybrid model uses the MIRA spectrum. Both models are somewhat conservative, which is advantageous but requires the accurate estimate of the spectrum

\[
\begin{array}{cccccc}
\text{method} & k=3 & & & k=5 & \\
D^{LMA}_k & 1.10 & 0.07 & & 1.63 & 0.25 \\
D^{G}_k & 0.91 & 0.10 & & 1.15 & 0.36 \\
D^{hybr}_k & 1.14 & 0.05 & & 1.66 & 0.21 \\
\end{array}
\]

\[
\begin{array}{cccccc}
\text{method} & k=3 & & & k=5 & \\
D^{LMA}_k & 0.95 & 0.05 & & 1.03 & 0.23 \\
D^{G}_k & 0.63 & 0.63 & & 0.7 & 0.27 \\
D^{hybr}_k & 0.99 & 0.05 & & 0.96 & 0.37 \\
\end{array}
\]

Table 1: Mean and coefficient of variation for the relative damages estimated using twenty simulated data presented in: Figure 5 (Top) – the left hand side table; Figure 5 (Bottom) – the right hand side table.
to evaluate the kernel function. Finally, the hybrid model seems to work very well when fitted to short (homogenous) records. It requires only estimates of five parameters (essentially four since the last one, \( p \) or \( N \), can be arbitrarily set to some low, large value, respectively, e.g. in examples \( p = 0.75 \) were used) which is convenient when one needs to describe the damage variability for longer road records. The local damage accumulated during 5 to 10 km computed by means of the hybrid model can then be averaged using long term distributions of parameters.
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Appendix:

Non-homogenous Gaussian model

In the measured road profile sections rougher than normal parts are identified. The parts are classified as long wave and short wave irregularities. The parameters used for description of the long- short-
wave irregularity will be \( i = 1, 2 \), respectively. From the two sequences (long-, short-irregularities) two spectrums are estimated

\[
S_1(f) = \begin{cases} 
(10^{a_1} - 10^{a_2}) \left( \frac{f}{m} \right)^{-\nu_1}, & f \in [0.01, 0.20], \\
0, & \text{otherwise}, 
\end{cases}
\]

\[
S_2(f) = \begin{cases} 
(10^{a_2} - 10^{a_3}) \left( \frac{f}{m} \right)^{-\nu_2}, & f \in [0.20, 10], \\
0, & \text{otherwise}, 
\end{cases}
\]

Next for the spectrums the corresponding covariance functions \( r_1(x) \), \( r_2(x) \), say, are computed. The expected lengths \( \theta_i, i = 1, 2 \), of rougher parts are estimated and the average distances between the end of an irregularity and the beginning of the next \( \mu_i \) are found. Here the average distance between the irregularities is \( \mu_i + \theta_i \). We turn next to simulation algorithm of the non-homogenous Gaussian road roughness model.

**Simulation of non-homogenous Gaussian profile of length \( L \)**

1. Simulate a homogenous Gaussian process \( Z_0(x), 0 \leq x \leq L \), with spectrum \( S_0 \).

2. Simulate \( n_1 \) independent exponentially distributed variables \( U_i, V_i \) having average values \( \mu_1, \theta_1 \), respectively, and evaluate \( X_i = \sum_{j=1}^{i} U_j + V_j \). The number \( n_1 \geq 0 \) is define by relation \( X_{n_1} - \mu_{n_1} < L \leq X_{n_1} + \mu_{n_1} + 1 \).

3. If \( n_1 > 0 \) then \( i \)th irregularity \( Z_i^{(1)}(x) \), \( 0 \leq x \leq L \), is set to be zero for \( x \) outside the interval \( [X_i - \mu_i, X_i] \). For \( x \) in the interval \( [X_i - \mu_i, X_i] \), the irregularity \( Z_i^{(1)}(x) \) is a zero mean Gaussian process. The covariance \( r(x, y) \) between \( Z_i^{(1)}(x) \) and \( Z_i^{(1)}(y) \) is defined by

\[
r(x, y) = r_1(y - x) - R(x)\Sigma^{-1}R(y)^T
\]

where \( R(z) = [r_1(z + V_i - X_i + dx), r_1(z + V_i - X_i), r_1(z - X_i), r_1(z - X_i - dx)] \) while

\[
\Sigma = \begin{bmatrix}
    r_1(0) & r_1(dx) & r_1(V_i + dx) & r_1(V_i + 2dx) \\
    r_1(dx) & r_1(0) & r_1(V_i) & r_1(V_i + dx) \\
    r_1(V_i + dx) & r_1(V_i) & r_1(0) & r_1(dx) \\
    r_1(V_i + 2dx) & r_1(V_i + dx) & r_1(dx) & r_1(0)
\end{bmatrix}
\]

4. The short wave irregularities \( Z_i^{(2)}(x) \) are simulated independently using the steps given above with \( \mu_1, \theta_1 \) and \( r_1 \) replaced by \( \mu_2, \theta_2 \) and \( r_2 \), respectively.

5. Evaluate \( Z(x) = Z_0(x) + \sum_{i=1}^{n_1} Z_i^{(1)}(x) + \sum_{i=1}^{n_2} Z_i^{(2)}(x) \) if \( n_1 = 0 \) or \( n_2 = 0 \) the sums are omitted.

**LMA as a jump process**

It is well known that the Laplace motion is a pure jump process, i.e. its increments are sums accumulating jump values only. Therefore, a LMA essentially represents the effects of shocks (impulses) due to these jumps filtered by the kernel function. Indeed the series expansion of a standard Laplace motion with parameter \( \nu \) is given by

\[
\Lambda(x) = \sum_{i=1}^{\infty} \sqrt{\nu} Z_i \left( e^{-\nu \gamma_i / L W_i} \right)^{1/2} 1_{(0,x]}(U_i), \quad 0 \leq x \leq L,
\]

where \( W_i \) are i.i.d. standard exponential variables independent of \( \{ \gamma_i \} \) and \( \{ U_i \} \), \( Z_i \)'s are independent standard Gaussian variables, \( \gamma_i \) is a location of the \( i \)-th point in a Poisson process, i.e. \( \gamma_i = \sum_{j=1}^{i} G_j \),

\[ 12 \]
where $G_j$ are independent standard exponential distributed random variables. Finally $U_i$ are independent uniformly on $[0, L]$ distributed random variables, cf. [7], [1].

Consequently, the LMA $Z(x)$ in (5) is given by the following series expansion

$$Z(x) \approx \int_0^L f(x - u) \, d\Lambda(u) = \sum_{i=1}^{\infty} \sqrt{\nu} X_i \left( e^{-\nu \gamma_i/L} W_i \right)^{1/2} f(x - U_i) = \sum_{i=1}^{\infty} Z_i(x). \tag{12}$$

Note that in average the terms $Z_i(t)$ are decreasing with $i$ and the variances form a geometric series

$$\text{Var} \left[ \sum_{i=1}^{\infty} Z_i(x) \right] = \sum_{i=1}^{\infty} \text{Var} \left[ Z_i \right] = \int_0^L f^2(x - u) \, du \approx 1,$$

where approximation is valid if $x$ is not in the proximity of either 0 or $L$. Moreover,

$$\text{Var} \left[ \sum_{i=N+1}^{\infty} Z_i(x) \right] = \int_0^L f^2(x - u) \, du \frac{\nu}{L} \sum_{i=N+1}^{\infty} \left( \frac{L}{L + \nu} \right)^i \approx \int_0^L f^2(x - u) \, du \left( 1 - \frac{\nu}{L + \nu} \right)^N \tag{13}$$

where the approximation is for $L$ and $N$ large and $x$ is not in the proximity of either 0 or $L$. 

\[ 13 \]