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Abstract

The problem of estimating the fatigue damage in randomly vibrating structures with uncertain parameters is considered. The loadings are assumed to be stationary and Gaussian. The corresponding accumulated fatigue damage is described through the rain-flow cycle counting algorithm. For stationary and ergodic loads, the accumulated rain-flow fatigue damage can be estimated if the system and the load spectrum are known. However, these estimates would be erroneous if the structure properties and/or the spectrum parameters of the loading are significantly uncertain. Corrections to account for the parameter uncertainties is usually obtained using the Gauss error propagation formula, and is accurate for small parameter variations. An alternative approach based on Wiener Chaos expansions is employed to estimate the rain-flow fatigue damage in linear/nonlinear structural systems with parameter uncertainties. The performance of the proposed approach is compared with the Gauss error propagation formula. The proposed method is illustrated through fatigue damage estimation of three simplified examples involving a moving vehicle on a rough road, Morison’s force due to random sea waves and the blade of a wind turbine.
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1 Introduction

Fatigue is the process of initiation and growth of cracks in a material, usually metal, due to variable fluctuating stresses. Fatigue damage gradually accumulates over time leading to changes in the material locally. When the damage exceeds certain threshold levels, the crack growth process becomes unstable leading to accelerated growth causing sudden structural failures. Since the onset of unstable crack growth can be triggered even for small loadings, it becomes very important in any safety analysis to estimate the fatigue damage in existing structures and make accurate predictions about the expected fatigue lifetime.

Estimates of the expected fatigue lifetime of any component in an existing structure are based on models to describe the fatigue process. The models used are often empirical, such as, the Wöhler curves in conjunction with Palmgren-Miner’s linear damage accumulation rule [1, 2], or the Paris-Erdogan crack growth equation [3]. These methods give predictors of fatigue life and the simplest approach to assess the safety is to compare how much the expected fatigue life is greater than the design life. The design safety margin depends on the conservatism in the expected fatigue life in comparison to the design life and depends on the design target safety level and the different sources of uncertainties affecting the value of the predictor. The uncertainties that need to be quantified are: variability in the material micro-structure, variability in manufacturing of the material, quality of production of components (variability in geometry), initial crack length, modeling errors of fatigue phenomenon, errors in modeling stresses at “hot spots” and uncertainty in prediction of future loads.

For estimating the rain-flow fatigue damage, the variability of the stress is described by means of rainflow matrices, or rainflow range distributions which measure the extent of stress fluctuations at a randomly chosen time during the design life. The distribution is then used to compute the average rate of fatigue damage growth $d$. It is often assumed that, under stationary conditions, the fatigue damage accumulation can be assumed to be deterministic if the parameters of the system and the loading are known, predicting the expected fatigue life is still an exercise in uncertainty quantification as the future load parameters (spectrum) are unknown. However the computation of the rainflow range distribution is a complicated task. For stationary Gaussian loads and linear structures, the rate of damage growth is constant and several approximations have been proposed to compute the expected rate of damage.
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growth if the power spectral function is known. Here, we shall use the simple bound proposed in [4] called today the narrow band approximation; see [5]. Though the method is mostly used for Gaussian processes, the bound is valid for any process having symmetrical and unimodal upcrossing intensity.

Other source of uncertainties include errors in structure models. Here, structures will be described by means of suitable systems of linear or non-linear differential equations. The parameters in the equations (mass, stiffness and damping) may not be exactly known and hence the stress properties (like damage growth rate) becomes uncertain. The primary focus of this paper is on studying the effect of uncertainties of the system parameters on the expected fatigue damage. Assuming certain simplifying conditions, the fatigue damage is expressed in terms of the damage growth rate. The fatigue damage growth rate is expressed as a complicated function of the uncertain system parameters, modeled as random variables. In this paper, we adopt the so called Wiener chaos expansions [6–9] to express the expected fatigue damage rate in terms of the uncertain random variables.

1.1 The Wiener Chaos expansion

The Wiener Chaos method, also popularly known as the method of polynomial chaos expansions, is a promising tool for solving a wide variety of problems involving stochastic partial differential equations. This method was originally developed by Wiener [6] and involves spectral representation of the uncertainty in terms of orthogonal polynomials of random variables. In its original form, the expansion employs Hermite polynomials as basis from the Askey scheme and Gaussian random variables. Subsequently, Cameron and Martin [8] developed a more explicit formulation for the Wiener-Hermite expansion based on an explicit discretization of the white noise process through its Fourier expansion.

The Wiener chaos approach has been used for solving elliptic partial differential equations with random coefficients [9]. The random coefficients are first expanded in terms of independent Gaussian random variables using Karhunen-Loeve expansions. The random solution was presented as a Hermite expansion of these random variables. This was also known as the stochastic finite element method. Since then, spectral polynomial chaos based approaches for non-Gaussian processes with other random basis functions have also been used in various problems of practical interest.

In this study, we use the methodology for studying the dependence of the fatigue damage in a vibrating system to a parameter modeled as uncertain. We consider the simpler random variable model where the relationship between
the damage and the uncertain parameter is expressed as function of a random variable. Thus, a random function \(X(Z)\) with \(\mathbb{E}[X(Z)^2] < \infty\), where \(Z\) is a standard normal random variable, can be written in terms of Wiener-Chaos expansions as

\[
X(Z) = \sum_{j=0}^{\infty} c_j H_j(Z),
\]

where, \(H_j\) are Hermite polynomials and \(c_j = \mathbb{E}[X(Z)H_j(Z)]\). The first few normalized Hermite polynomials are given by

\[
H_0(z) = 1, \quad H_1(z) = z, \quad H_2(z) = (z^2 - 1)/\sqrt{2},
\]

\[
H_3(z) = (z^3 - 3z)/\sqrt{6}, \quad H_4(z) = (z^4 - 6z^2 + 3)/\sqrt{24}, \ldots
\]

Higher order Hermite polynomials can be generated from the following recursive relationship,

\[
\sqrt{n+1} H_{n+1}(z) = z H_n(z) - \sqrt{n} H_{n-1}(z).
\]

It must be noted that the condition \(\mathbb{E}[X(Z)^2] < \infty\) implies that the truncated polynomials in Eq. (1) converges in \(L^2\) to \(X(Z)\). The rate of convergence is quite fast if the function \(X(Z)\) is smooth. The condition \(\mathbb{E}[X(Z)^2] < \infty\), however, does not require the function \(X(Z)\) to be continuous. The exponential convergence of the polynomial chaos expansion has been extended to several other types of commonly used probability distributions. One can use orthogonal polynomials from the generalized Askey scheme for some standard non-Gaussian input uncertainty distributions, such as, gamma and beta random variables [10].

\[1.2 \text{ Fatigue damage rate}\]

Though many methods have been discussed in the literature for approximating the damage rate for Gaussian loads, the number of methods applicable for non-Gaussian loads are much less. A review of these methods is outside the scope of this paper. However, we mention the method proposed in [11], where the Hermite polynomials have been used to obtain the distribution of the damage. Here, the author first approximated the probability distribution function (PDF) of the response using Hermite expansions. Subsequently, the expansion has been used to find the distribution of the load cycles and finally, the distribution of the damage rate. This is a different application of the Hermite expansion than used in this paper. Here, the Hermite polynomial expansion is not used to approximate the damage rate \(d\), but to describe the dependence of the damage rate \(d(\Theta)\) on some uncertain parameters represented through the vector \(\Theta\). We assume that \(\Theta\) is a function of independent
standard normal variables $Z = (Z_1, \ldots, Z_n)$. Since $\Theta = \Theta(Z)$, we have that damage rate $d$ is a function of $Z$. (The derived relation can be used for any deterministic value of parameters $\Theta = \theta$, however the mean square error is minimal if $Z$ is Gaussian). In the following, for simplicity of exposition only, we assume that $Z$ is one dimensional and represent the vector as the random variable $Z$.

A commonly used methodology to describe the function $d(Z)$ is to employ the Gauss error propagation formula, viz.

$$d(z) \approx d(0) + \frac{\partial d}{\partial z}(0) z + \frac{1}{2} \frac{\partial^2 d}{\partial z^2}(0) z^2 = d_G(z). \quad (4)$$

In the above equation, often the quadratic term is neglected due to uncertainties in estimation of the second order derivative. If $E[d(Z)^2] < \infty$, then an alternative approach could be followed using the Hermite polynomial expansion

$$d(z) = \sum_{j=0}^{\infty} c_j H_j(z) \approx \sum_{j=0}^{n} c_j H_j(z) = d_n(z). \quad (5)$$

Here, $H_j$ are normalized Hermite polynomials, and hence, $c_j = E[d(Z)H_j(Z)]$. It is desirable that the function $d(z)$ should be sufficiently smooth for fast convergence of the Hermite expansion of $d(z)$; this is however, not a necessary requirement. For one dimensional $Z$,

$$c_j = \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} d(z)H_j(z)e^{-z^2/2} \, dz \approx \frac{1}{\sqrt{2 \pi}} \sum_{i=1}^{n} h_i d(z_i)H_j(z_i)e^{-z_i^2/2}, \quad (6)$$

where, $(h_i, z_i)$ is some quadrature scheme. Here, we replaced the infinite integration region by the interval $[-4, 4]$ and employed Gauss quadrature with $n = 20$. Note that it is important to control whether

$$\sum_{i=1}^{n} h_i H_j(z_i)^2 \frac{1}{\sqrt{2 \pi}} e^{-z_i^2/2} \approx 1. \quad (7)$$

Comparing the two approximations in Eq. (4) and Eq. (5), one can say that the first one requires less evaluations of the function $d(z)$, but is more sensitive to errors in computed (estimated) values of the $d$-function. This can be an important issue if the damage rate has to be evaluated using ergodicity assumption from observed or simulated stress functions. Next, locally the function can have “wrong” curvature and hence high order Taylor formulas would be required to get sufficient accuracy in Eq. (4). Obviously high order derivatives are more difficult to estimate numerically.

In this paper the two approaches will be compared for three illustrative problems. The first example considers the fatigue damage in a vehicle traveling in a rough road. Here, the vehicle is modeled as a linear system excited by Gaussian forcing. In the second example, we consider the fatigue damage due to
sea wave loadings. The wave loads are modeled as Morrison's force. Here, the force is calculated as a nonlinear transformation of wave velocities modeled as Gaussian processes, and are therefore, non-Gaussian. Finally, we consider the fatigue damage in a blade of a wind turbine. The problem is modeled as a fluid structure interaction problem and is highly nonlinear. As a result, the Gauss error propagation formula is not a suitable approximation.

The paper is organized as follows: In the following, basic fatigue is reviewed together with the general definition of the rainflow cycle count method and some properties of rainflow cycles, and safety index methodology. Next, we illustrate the use of the proposed method for responses of linear structural systems excited by Gaussian loads. In the next section, we extend the application areas to include a problem involving linear behavior but non-Gaussian loads and a problem involving a highly nonlinear problem subjected to Gaussian excitation. The salient observations arising from this study is summarized in the concluding section. Three appendices are presented at the end.

2 Review of Fatigue

Fatigue testing of components has traditionally been carried out using constant amplitude stress cycles. In these experiments the stress is oscillating between a minimum and a maximum value until fatigue failure occurs. Usually sinusoidal cycles are considered in these tests; however, the shape of the cycles in most cases have been observed to have insignificant influence. Repeating the experiments for different amplitudes, but keeping the ratio between the minimum and the maximum load, denoted as $R$, constant, results in what is known as Wöhler curves. These curves are also referred to as the S-N curves, show a log-linear dependence between the number of cycles to failure, $N$, and the stress cycle range, $s$, and is expressed as

$$\log(N) = a - k \log(s) + \varepsilon,$$

where, the parameters $a > 0$ and $k \geq 1$ depend on the material properties and the stress ratio $R$. Material properties which have little or no influence in the static case, such as the smoothness of the metal surface, residual tensions and size and geometry of the structure, may greatly influence the fatigue life. The total error due to scatter in material properties, modelling errors etc. is represented by the term $\varepsilon \in N(0, \sigma^2)$. However, in real life applications, loads usually do not exhibit constant amplitude sinusoids but are instead random processes, such as, ocean waves and wind loads acting on the offshore located wind power turbines or vehicle loads due to a random road surface. Here, we assume that the material stress is
proportional to the displacements with a constant $c$ which depends on the structure properties. Often, approximate methods, such as the Finite Element Method, are needed for the computation of the constant $c$. Here, the structure response, usually the displacements, are described by a set of differential equations, where the external loads are the inputs. If the differential equations are linear, the responses are referred to as linear responses while if the differential equations are nonlinear the responses will be termed as nonlinear responses.

For random processes, the load cycles and cycle ranges need to be defined using an appropriate cycle counting procedure. Just as in the case of constant amplitude loadings, even for random loadings, the local maxima and minima are of importance in characterizing the fatigue damage and the shape of the cycles have relatively less influence on the fatigue life. Though several cycle counting algorithms have been discussed in the literature, the rainflow cycle counting method has been shown to be the most accurate. The method was originally introduced by Endo: The first paper in English can be found in [12]. Here, we shall use the alternative definition given in [13], which is more suitable for statistical analysis, see Appendix I.

Fatigue damage from variable amplitude (random) loads is commonly regarded as a cumulative process. Using the linear Palmgren-Miner damage accumulation rule together with Eq. (8), the total damage $D^{\text{tot}}(t)$ at time $t$, can be defined as

$$\sum e^{-a (c h_i)^k}.$$  \hspace{1cm} (9)

The parameters $a > 0$ and $k \geq 1$ are the same parameters as in Eq. (8) and have traditionally been estimated using constant amplitude test for some value of the stress ratio $R$. Since the ratio $R$ for the cycles of a random process varies, the estimation of parameters $a$ and $k$ is difficult. Different correction factors have been proposed in the literature. Fatigue failure is normally predicted when $D^{\text{tot}}(T)$ equals one, although in practice, fatigue failure may occur for $D^{\text{tot}}(T)$ between, say, 0.3 and 3. Hence, a direct application of Eq. (9) may give less accurate predictions. Other factors to consider are as listed in [14]. A possible solution to incorporate these factors in the model is to estimate the parameters $a$, $k$ of the S-N curve using tests with variable amplitude loads similar to the real load processes. However, discussions on this issue is beyond the scope of this paper.

### 2.1 Probability for fatigue failure

In some situations one wishes to more accurately measure the risk for failure and would like to check whether the probability for failure of a component before time $T$, say one year, is below $10^{-3}$ or some other small value. To measure small risks one needs to consider different sources of uncertainties,
e.g., uncertainties in geometry, material, statistical errors in estimation of the S-N curve as well as modeling errors.

When computing failure probabilities or safety indices, it is more convenient to use the so-called nominal damage \( D(T) = e^a c^{-k} D_{\text{tot}}(T) \). Further, the stress proportional constant, \( c \), is an uncertain parameter as a result of variability in geometry, manufacturing variability between components and model error. Hence the risk of fatigue failure thus depends on the following parameters or random variables: \( a, k \) (material strength), \( c \) (stress proportionality - geometrical uncertainties), \( D(T) \) accumulated nominal damage, \( e \) material variability (residuals between S-N data and fitted S-N curve).

A simple measure of reliability against fatigue failure is the so-called Cornell’s safety index, which measures the ‘distance’ from the mean location to failure, expressed in number of standard deviations and is defined by [16]

\[
I_C = \frac{E[A] - \ln(E[D(T)])}{\sqrt{\sigma_A^2 + R[D(T)]^2}}.
\]

Here, \( A \) is a function of the material parameters and \( R[D(T)] \) is the coefficient of variation of \( D(T) \). Alternative definitions of the safety index have been proposed in the literature, see [17] for a review. However, for the sake of simplicity, in this paper we limit our focus to the Cornell’s safety index only. We also assume that \( k \) is known (\( k = 3 \) in all the examples). Knowing the index risk for fatigue failure can be approximated by \( P_f \approx \Phi(-I_C) \), where \( \Phi(\cdot) \) is the standard normal PDF.

For stationary loadings, the nominal damage \( D(t) \) grows linearly with the damage rate \( d \), i.e., the expected damage in time interval of length \( t \) is equal to \( d \cdot t \). Further, for ergodic loads (or when the coefficient of variation of the damage decreases to zero as \( t \) tends to infinity), one may assume that the damage \( D(t) \approx d \cdot t \), if the length of stationarity period \( t \) is long enough. Hence often \( R[D(T)] \) is much smaller than \( \sigma_A \) and can be neglected. However, apart from the uncertainties in the loading, there could be other sources of uncertainties, such as, uncertainties in the system parameters which significantly affect the fatigue damage and \( R[D(T)] \) may no longer be negligible which should be calculated for safety assessments.

### 2.1.1 Locally stationary loads

If the environmental loads changes slowly and the mean stresses are approximately constant, then one can for simplicity, split the service time \( T \), into \( N \) stationary periods of lengths \( \Delta t_i \). Assuming that \( \Delta t_i \) are sufficiently long, the total nominal damage \( D(T) \approx \sum d_i \Delta t_i \). Here, \( d_i \) are the damage rates which depend on the properties of the external loads and, sometimes, on the degree
of the deterioration of the structure. Even if the structural deterioration is
neglected, still the damages $d_i$ are deterministic but maybe unknown, because
of uncertainties in the future loads.

A standard approach to resolve this problem is to parameterize loads. However,
if the environment varies in a stationary way (for example, missions and owners
do not change), then one can use the so called long-term distributions of the
parameters to compute the expected damage

$$E[D(T)] = T E_{\text{long-term}}[d_i].$$

(11)

The damage rates $d_i$ still have to be estimated for the different external load-
ing conditions. The most reliable way to estimate $d$ is to measure stresses.
However, this is not always possible, e.g., at the design stage, and hence the
computations of $d$ is based on mathematical models of stress variabilities.
Hence, there is apparent risk for modeling errors.

Consequently, beside the parameters describing uncertain environment, one
may consider additionally, parameters in the governing differential equations
describing the system, as uncertain too. We shall not differentiate between
the two type of parameters and gather them in a vector $\Theta$. As mentioned in
the introduction we shall consider a simplified situation of one dimensional $\Theta$
and that $\Theta$ is a function of a normal variable $m + \sigma Z$, where $Z$ is standard
Gaussian. Consequently the uncertainty in the value of the damage rate during
a stationarity period is modelled by $d(m + \sigma Z)$. Note that the values of $m, \sigma, Z$
may change for different stationarity periods, i.e.

$$D(T) = \sum d(m_i + \sigma_i Z_i) \Delta t_i = \sum d_i(Z_i) \Delta t_i,$$

(12)
say. Now, using Eq. (5) to express the damage rate $d_i$ for the $i$-th stationary
segment, one can express as

$$d_i(Z_i) = \sum_{j=0}^{\infty} c_{ij} H_j(Z_i).$$

(13)

It is obvious that Eq. (13) can be used in a truncated form.

Computations of $R[D(T)]^2$ can be quite complex and depend on a particular
application. For example if the mass of the system is uncertain because of
variability in manufacturing then $d_i = d_i(Z)$ and

$$D(T) = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \Delta t_i c_{ij} H_j(Z) = \sum_{j=1}^{\infty} H_j(Z) \left( \sum_{i=1}^{\infty} \Delta t_i c_{ij} \right) = \sum_{j=1}^{\infty} c_j H_j(Z),$$
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say. Hence, with \( c_0 = \sum_{i=1}^{\infty} \Delta t_i c_i \)

\[
R[D(T)]^2 = \sum_{j=1}^{N} (c_j/c_0)^2,
\]  

(14)

which is likely to be large. Here, the damage rate \( d_i \) for all the intervals are functions of the same variable \( Z \). On the other hand, if we use a parameter to model the mass variability because of fluctuations say, in the cargo weight, the parameter can be modeled by random variables \( Z_i \) corresponding to each interval. It can be reasonably assumed that the \( Z_i \) are independent, leading to

\[
R[D(T)]^2 = \frac{\sum_{i=1}^{N} \Delta t_i^2 \sigma^2(i)}{\left(\sum_{i=1}^{N} \Delta t_i m(i)\right)^2},
\]  

(15)

where \( \sigma^2(i) = \sum_{j=1}^{\infty} c_{ij}^2 \), and \( m(i) = c_{i0} \). In the latter case, the coefficient of variation \( R[D(T)]^2 \) is likely to be negligible for large \( N \).

In this paper we just illustrate possibilities of computing the covariance \( R[D(T)] \). The focus of the rest of this paper is devoted to computing the variability of the damage rates \( d \). We assume that the loading conditions are stationary and that the external loadings are suitably modeled as Gaussian random processes. We will use Wiener chaos based expansions to quantify the variability of the damage rates \( d \), first, for linear responses and subsequently, for nonlinear responses.

3 Linear responses

As is well known, for linear structures with stationary Gaussian loads, the responses (stresses) are also stationary and Gaussian. In such cases, the damage rate \( d \) can be bounded using the narrow band approximation proposed in [4]. More precisely, let \( \mu(u) \) be the expected number of times a stationary process passes level \( u \), in the upward direction, in an unit interval. For zero mean stationary stress with symmetrical crossing intensity \( \mu(u) \), i.e., \( \mu(u) = \mu(-u) \) Bendat [4] proposed to approximate the damage rate as

\[
d \approx \int_0^{\infty} 2k(2u)^{k-1} \mu(u) \, du.
\]  

(16)

In [5], it was demonstrated that actually the narrow band approximation in Eq. (16) is a bound, and can be mathematically written as

\[
d \leq \int_0^{\infty} 2k(2u)^{k-1} \mu(u) \, du = d^{mb}.
\]  

(17)

For a stationary and Gaussian stress \( Y(t) \), with spectral power density \( S_\sigma(\omega) \), the upcrossing intensity is given by the Rice formula [18], and as shown in [5],

\[
R[D(T)]^2 = \frac{\sum_{i=1}^{N} \Delta t_i^2 \sigma^2(i)}{\left(\sum_{i=1}^{N} \Delta t_i m(i)\right)^2},
\]  

(15)
can be written as
\[
\int_{0}^{\infty} 2k(2u)^{k-1}\mu(u)\,du = \frac{2^{(3/2)k} \Gamma(1 + k/2)}{2\pi} \sqrt{\lambda_2 \lambda_0^{(k-1)/2}} = d^{nb},
\] 
(18)

where
\[
\lambda_n = \int_{0}^{+\infty} \omega^n S_\sigma(\omega)\,d\omega.
\] 
(19)

Obviously, the uncertainty in \(d\) is related to the variability of the first two spectral moments in the stress spectrum.

It must be noted that Bendat’s approximation given by Eq. (16) is still applicable for slightly nonlinear responses of Gaussian excitations; see Example 2. However, when the response is a highly nonlinear function of the Gaussian forcing (Example 3), one may need to use Monte Carlo simulations in conjunction with empirical estimates of the damage rate \(d\). These issues will be discussed later in the paper.

3.1 Example 1: Road and vehicle stress spectra

![Schematic diagram of the quarter vehicle model and parameter values.](image)

**Symbol** | **Value** | **Unit**
--- | --- | ---
\(m_s\) | 3400 | kg
\(k_s\) | 270 000 | N/m
\(c_s\) | 6000 | Ns/m
\(m_u\) | 350 | kg
\(k_t\) | 950 000 | N/m
\(c_t\) | 300 | Ns/m

Fig. 1. Example 1: A schematic diagram of the quarter vehicle model and the parameter values.

We first consider the problem of estimating the fatigue damage in a vehicle traveling in a rough road condition. The fatigue damage is assessed by modeling the vehicle as a quarter-vehicle traveling at constant velocity on rough road profiles. This very simple model cannot be expected to predict loads on a physical vehicle exactly, but will highlight the most important characteristics as far as fatigue damage accumulation is concerned.

The quarter vehicle model is modeled to consist of two masses, one “unsprung” mass \(m_u\), representing the mass of the wheel etc. and one sprung mass \(m_s\),
representing the vehicle mass; see Fig. 1. The stiffness and the damping of the vehicle is represented by the spring of stiffness \( k_s \) and the damper \( c_s \). The tire stiffness and damping are respectively modeled through the spring of stiffness \( k_t \) and damper \( c_t \). The transfer function for the quarter vehicle model can be written as

\[
H(\omega) = \frac{m_s \omega^2 (k_t + i \omega c_t)}{k_t - \frac{(k_s + i \omega c_s) m_s \omega^2}{m_s \omega^2 - k_s - i \omega c_s} - m_s \omega^2 + i \omega c_t} \left( 1 + \frac{m_s \omega^2}{k_t - m_s \omega^2 + i \omega c_s} \right). \tag{20}
\]

We use the parameter values shown in Fig. 1. These parameters are set to mimic heavy vehicle dynamics and have been proposed in [19].

To model the road roughness, we use the commonly used Gaussian road surface model presented in [20], and given by the following equation

\[
S_{\text{MIRA}}(\xi) = \begin{cases} 
10^{a_0} (\frac{\xi}{\xi_0})^{-w_1}, & \xi \in [0.01, 0.2], \\
10^{a_0} (\frac{\xi}{\xi_0})^{-w_2}, & \xi \in [0.2, 10], \\
0, & \text{otherwise,} 
\end{cases} \tag{21}
\]

with typical values of \( a_0 = -5, \ w_1 = 3, \ w_2 = 2 \) and reference spatial frequency \( \xi_0 = 0.2 \text{ m}^{-1} \). The load spectrum for a vehicle at speed \( \theta \), can thus be expressed as

\[
S_{\text{vehicle}}(\omega) = \frac{1}{\theta} |H(\omega)|^2 S_{\text{MIRA}}(\omega/(2\pi \theta)), \tag{22}
\]

where, \( \xi = \omega/(2\pi \theta) \).

In order to assess vehicle fatigue damage, the total force, \( Y(t) \), for \( t \in [0, T] \), acting on the sprung mass is rainflow-counted. The damage rate \( d \) is approximated using the narrow band approximation \( d_{\text{nb}} \), discussed in Eqs. (18-19). We are interested in the influence of the velocity \( \theta \) on the damage rate. We assume that the car velocity \( \Theta \) to be a random variable, such that, it can be represented as \( \Theta = m + \sigma Z \), where \( Z \) is a standard Gaussian variable, \( m = 25 \) and \( \sigma = 5 \). This implies that the velocity varies between \([55, 125]\) km/hr with high probability \((\pm 2\sigma)\). Using Eqs. (5-6), the damage rate approximation by the Hermite model is given by

\[
d_{\text{nb}}^3(Z) = 0.0793 + 0.0395 H_1(Z) + 0.0098 H_2(Z) + 0.0010 H_3(Z). \tag{23}
\]

Here, the suffix 3 in \( d_{\text{nb}}^3 \) indicates a three term Hermite polynomial expansion. The corresponding two term approximation using the Gauss formula is

\[
d_{\text{nb}}^2(Z) = 0.0753 + 0.0396 \cdot Z + 0.0143 \cdot Z^2/2. \tag{24}
\]

As can be seen in Fig. 2, the estimates \( d_{\text{nb}}^3 \) and \( d_{\text{nb}}^2 \) are practically equivalent.
4 Nonlinear responses

In this section, we consider two different classes of nonlinear responses. The first problem belongs to the class of transformed Gaussian processes where the response is a memoryless function of the vector valued Gaussian processes. The second type is when the function has a memory and typically involves structural systems whose governing equations of motion are nonlinear.

4.1 Example 2: Non-Gaussian Morison’s force

The wave force acting on a tubular section of an offshore structure is often described by the so called Morison’s equation. Let $X(t)$ be the velocity of sea fluid around a circular pile representing a supporting pile of an offshore structure, and $F(t)$ be the force acting on the pile. By Morison’s equation, the force, $F(t)$, is equal to the following function of the process $X(t)$,

$$ F(t) = K_M X'(t) + K_D X(t) |X(t)|, \quad (25) $$

where $K_M, K_D$ are positive constants. Usually, $X(t)$ is modeled as a random process having the Pierson-Moskowitz spectrum (see Appendix II). In ocean engineering literature, it is often assumed that $X(t)$ is a stationary Gaussian process. For simplicity only, we consider normalized velocity, i.e., we assume that $E[X(t)] = 0$ and $V[X(t)] = V[X'(t)] = 1$, and that the nominal damage is computed for the force

$$ F(t) = X'(t) + K X(t) |X(t)|, \quad (26) $$
The upcrossing intensity for the structure response can be expressed in terms of the following integral

\[
\mu(u) = \beta \int_{-\infty}^{+\infty} e^{-\frac{1}{2}(y^2+(u-K|y|)^2)} \Psi \left( \frac{\alpha}{\sqrt{1-\alpha^2}} \left(y - 2K|y|u + 2K^2y^3\right) \right) dy,
\]

where, \( \Psi(y) = \phi(y) + y\Phi(y) \), where \( \phi(\cdot) \) and \( \Phi(\cdot) \) respectively being the standardized normal probability density function (pdf) and PDF. Here, \( \beta = \frac{1}{2\pi} \sqrt{\lambda_4} - 1 \), while \( \alpha \) is the irregularity factor \( \alpha = 1/\sqrt{\lambda_4} \). Finally, the damage intensity can be bounded by means of narrow band bound in Eq. (17), viz. \( d \leq d_{nb} = \int_{0}^{\infty} 2k(2u)^{k-1} \mu(u) du \), (here \( k = 3 \)).

Suppose \( K = m + \sigma Z \), where \( Z \) is standard normal variable. We wish to quantify how this uncertainty influences the damage rate \( d_{nb} \). Before we investigate this problem, we first check whether \( d_{nb} \) is a useful bound. In Fig. 3, 100 rainflow damage rates, represented by dots, for random parameter \( K \) estimated from 2.5 hour long Morison’s force have been shown. The variations in the estimated damage rates are obviously due to statistical errors because of the finite simulation length. The corresponding narrow band bounds \( d_{nb} \) are represented as crosses. One can see that the conservatism of the bound is moderate and that due to statistical errors, estimates of the rainflow damage rate can occasionally be larger than the bounds. Since the bound is a smoother function of \( K \) than the estimates of the rainflow damage rates, the bound will be used to get the Hermite polynomial expansion (Wiener chaos).

Fig. 3. Example 2: Fatigue damage due to Morison’s force; Dots: Hundred nominal rainflow damage rates estimated from 2.5 hour long simulated Morison’s forces with random parameter \( K \); Crosses: the corresponding narrow band bound of the damages.
The truncated Hermite polynomials expansion of the $d_{nb}^m(Z)$ is given by Eq. (5), where, $c_j = E[d_{nb}^m(Z)H_j(Z)]$. The coefficients are evaluated from the following integrals

$$c_j = \frac{\beta}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} 2k(2u)^{k-1}H_j(y)e^{-\frac{1}{2}(z^2+(u-(m+\sigma)y)|z|^2)} \times$$

$$\Psi \left( \frac{\alpha}{\sqrt{1-\alpha^2}} (z - 2(m + \sigma y)|z|u + 2(m + \sigma y)^2 z^3) \right) \phi(y) \, dz \, du \, dy. \quad (28)$$

which need to be computed numerically. Here, since the kernel is Gaussian, the outer integral is evaluated using the Gauss quadrature scheme.

For $K = m + \sigma Z$, where $Z$ is standard normal variable, with $m = 0.5$ and $\sigma = 0.1$, the three term truncated Hermite expansion is given by

$$d_{nb}^m(Z) = 16.727 + 5.235 \, H_1(Z) + 1.308 \, H_2(Z) + 0.082 \, H_3(Z). \quad (29)$$

In Fig. 4, the values of $d_{nb}^m$ at quadrature nodes are marked by crosses, while the truncated Hermite expansion $d_{nb}^m(Z)$ is shown by the solid line. As in the previous example, the agreement between these two estimates is good. The simpler two term Gauss error propagation formula, gives the following model

$$d_{nb}^m(Z) = 15.781 + 5.088 \, Z + 0.955 \, Z^2. \quad (30)$$

The $d_{nb}^m(Z)$ is shown as dashed dotted line in Fig. 4. We observe that the Gauss error approximation becomes less accurate as the variation of $Z$ increases from the mean value. While it is obvious that the Hermite polynomial based expansion is more accurate, the Gauss approximation is sufficiently useful provided that the variation of $Z$ around the mean value is small.

4.2 Example 3: Fatigue damage in a wind turbine blade

In this example, we investigate the fatigue damage in a wind turbine blade. For simplicity of the analysis of the wind turbine blade, we consider a strip of unit span along the blade having a symmetric airfoil profile. This implies that the problem is simplified to the 2-D case. We use a turbine blade flutter model in which the blade section oscillates in pitch. This is a classical stall flutter case in which an airfoil (blade profile) oscillates in the rotational direction in a highly separated flow-field in which the viscous effects are strong. One would typically need to solve the Navier-Stokes equation or use an experiment based semi-empirical model to calculate the aerodynamic loads time histories.

In the present study, we consider a 1000 KW wind turbine with rotors of 50 m diameter having a semispan of 0.8 m at 0.75 radial distance (design section)
Fig. 4. Example 2: Fatigue damage due to Morison’s force; crosses: The nominal narrowband damage rate $d_{nb}^{m}(Z)$ as a function of the random variable $Z$; solid line: the $d_{3}^{nb}(Z)$ Hermite polynomial expansion of the damage rate; dashed dotted: the Gauss error propagation approximation $d_{G}^{nb}$.

and rotational natural frequency of about 3.9 rad/sec. The rated speed is 25.4 RPM and the upper limiting operating speed is about 25 m/s while the survival speed of the rotor is designed to be 70 m/s (assumed to occur very rarely). A typical section of the turbine blade represents a symmetrical airfoil. We consider a NACA 0012 profile for the airfoil. A schematic plot of the airfoil and its coordinate system is shown in Fig. 5. The relative wind velocity $\bar{V}$ is the resultant of the local wind velocity $V_{g}$ and the blade rotational velocity $\Omega$.

Fig. 5. A schematic diagram of the flutter model with a NACA 0012 profile.

The airfoil oscillates in the rotational degree-of-freedom about its elastic axis point and has rotational stiffness. Except for this, the airfoil is otherwise as-
sumed to be rigid. The equation of motion for the single degree-of-freedom pitching oscillation is given by [24, 25]:

\[ I_\alpha \ddot{\alpha} + I_\alpha \omega_\alpha^2 \alpha = M(t) + F \sin(\omega t). \] (31)

Here, \( \alpha \) is the effective angle of attack defined as the angle that the resultant wind velocity \( \bar{V} \) makes with the blade longitudinal axis, \( I_\alpha \) is the sectional mass moment of inertia, \( \omega_\alpha \) is the natural frequency of the pitch elastic mode, \( M(t) \) is the time dependent aerodynamic moment, and \( F \sin(\omega t) \) is an externally applied moment. (Sometimes a concentrated structural nonlinearity is also included to model the large twisting of the blades [21]. This is often a standard way to model the effect of various control mechanisms that may be present on the blades [22, 23]. However, in the present model we consider the effects of aerodynamic nonlinearity only.)

A non dimensional form of the governing equation in Eq. (31) is often helpful in aeroelastic analysis to investigate the effect of system parameters. Thus, we introduce non dimensional time \( \tau = t \bar{V} / b \), where, \( b \) is the airfoil semi-chord and \( \bar{V} \) is the resultant head wind acting at a specific section (element) and is defined by

\[ \bar{V} = \sqrt{V_{\text{rot}}^2 + V_g^2}. \] (32)

Here, \( V_g \) is the average speed of the head gusts, \( V_{\text{rot}} \) is the rotational velocity and is given by \( V_{\text{rot}} = \Omega \times r \), where, \( r \) is the radial length of the blade section from the hub, and \( \Omega \) is the angular velocity of the blade rotations.

Following [24, 25], the non dimensionalized form of Eq. (31) is given by

\[ \alpha'' + \alpha/(U^2) = 2 C_m/(\pi \mu r_\alpha^2) + \bar{F} \sin(k \tau), \] (33)

where, the prime (') denotes the derivative with respect to non dimensional time \( \tau = t \bar{V} / b \). Next, the non dimensionalized wind velocity is given by

\[ U(\tau) = \frac{1}{k \omega_\alpha} \sqrt{V_{\text{rot}}^2 + (V_g + V(t))^2}, \quad t = \tau b / \bar{V}, \] (34)

and \( V(t) \) describes random fluctuations of gusts around the mean \( V_g \). It is often modeled as a stationary, zero mean, Gaussian process. In this example, we will assume that \( V(t) \) has Davenport spectrum, see Appendix II. In Eq. (33), \( C_m \) is the pitching moment coefficient, \( \bar{F} \) is the non dimensional moment amplitude, \( k = \omega b / \bar{V} \) is the reduced frequency of forcing, \( \mu \) is mass ratio given by \( \mu = m / (\pi \rho b^2) \) and \( r_\alpha \) is the radius of gyration \( r_\alpha = I_\alpha / (mb^2) \). The non dimensional parameter values considered in the numerical example are \( r_\alpha = 0.5, \mu = 100, \bar{F} = 0.001 \) and \( k = 0.286 \). An Onera dynamic stall model has been used to calculate the aerodynamic loads (\( C_m \)); see [26]. Here, the aerodynamic loads depend on the instantaneous pitch and the pitch rate of the turbine blade. It is quite obvious that this is a problem in fluid-structure
interaction and is a highly nonlinear system. Some details of the aerodynamic calculations are provided in Appendix III.

The oscillations in pitching of the turbine blade contribute to fatigue damage in the blade section. We assume that the instantaneous stress developed in a turbine blade is proportional to the instantaneous pitch $\alpha(t)$. Since the crossing intensity of $\alpha(t)$ is not known, the nominal damage rate $d$ will be estimated from a long simulation of the pitch response $\alpha(t)$, obtained by numerically integrating the governing nonlinear differential equations. It must be remarked here that because of the nonlinearity in the system, for certain initial conditions, the system exhibits self sustained oscillations even in the absence of any forcing.

4.2.1 Dependence of the damage rate on the mean gust speed $V_g$

We first investigate the dependence of the damage rate $d$ on the average gust speed $V_g$. We begin with the simplified situation where the effect of temporal fluctuations of the gusts is neglected, i.e., $V(t) = 0$ in Eq. (34). Consequently, the damage rate for the turbine blade depends only on the non dimensional velocity

$$U = \frac{\bar{V}}{b\omega_\alpha}. \quad (35)$$

We compute the damage rate as a function of $U$ and the results are shown in Fig. 6. From the figure, we see that the damage rate $d$ depends on $U$ in a very complex way. This seems to indicate that the behavior of the dynamical system for different values of $U$ are significantly different.

![Fig. 6. Example 3: Wind turbine blade. Damage rate $d$ as a function of non dimensional velocity $U$ (gusts are neglected).](image)
To explain this very surprising relationship between the damage rate and $U$, we carry out a bifurcation analysis for the turbine blade dynamical system. The bifurcation analysis involves studying the long term dynamical behavior of the nonlinear dynamical system with respect to a particular system parameter. In this study, we consider $U$ to be the bifurcation parameter and study the long term response as $U$ is varied deterministically from 0 to 30.

![Bifurcation Diagram](image)

**Fig. 7.** Example 3: Wind turbine blade. The bifurcation diagram of the response $\alpha(t)$ with $U$ being the bifurcation parameter.

The bifurcation diagram in Fig. 7 is constructed by plotting the maxima of the long term response in a large number of consecutive cycles. In the absence of any random gusts, the system essentially exhibits cyclic response whose amplitude and frequency depend on the system parameters and $U$. From Fig. 7, we see that as $U$ increases, the amplitude of the response sinusoids also increases. For $U < 15$, the response exhibits a periodic behavior and the maxima of the consecutive cycles are coincident on the bifurcation diagram in Fig. 7. A possible reason for the peak at $U = 4$ is that at low values of $U$, the nonlinear effects in the system are negligible and the peak is due to resonance of the predominantly linear system. The increased fatigue damage rate is also observed in Fig. 6 where in the same range of $U$ we observe a similar peak.

However, as $U$ is increased beyond $\approx 15$, we observe that there are two branches in the bifurcation diagram indicating that the response contains two amplitudes in a cyclic period. This period doubling indicates a qualitative change in the dynamical behavior and the value of $U$ which marks the onset of this behavior is termed as the bifurcation point. The two branches in the bifurcation diagram are obtained from the two amplitudes within the
new period-2 cycle. Here, the maximum values of every alternate cycles are coincident. In the chaotic regime, the system response is no longer periodic; consequently, none of the maxima of the cycles are coincident in the bifurcation diagram. The chaotic regime can be seen in the range $U \approx [16, 18]$ in Fig. 7.

The complex relationship between damage rate $d$ and $U$ and the sudden qualitative changes in the damage rates, as shown in Fig. 6, mirrors the bifurcation points in Fig. 7. A more thorough study needs to be carried out to gain further insights into the reasons of the complex relationship between damage rate $d$ and $U$. It is to be noted here that the relationship between $d$ and $U$ contains multiple spikes and even exhibits sharp discontinuities. It is therefore quite obvious that a large number of terms would be required if Hermite polynomials are used for the expansion leading to slow convergence. Hence, this method is not an appropriate technique to model the complex dependence between $U$ and the damage rate.

For the turbine rotating with the rated speed of 25.4 RPM and average head wind $V_g$ below 25 m/s, the non dimensional speed $U$ is between 16.1 and 17.9. As is evident from Fig. 7, this interval coincides with the region of chaotic behavior of the system and relatively low damage rates, see Fig. 6. The second typical situation is when rotor is at rest i.e. $V_{rot} = 0$ m/s, i.e. $\bar{V} = V_g$. For rotor at rest and the mean gusts $V_g \leq 45$ m/s, the non dimensional speed $U$ is below 14.5 and the only region with high damage rates is when $9 < V_g < 11$ m/s. It seems that the blade parameters are well chosen in respect to minimizing the risk against fatigue damages.

4.3 Influence of random gust fluctuations on fatigue damage rate

We next study the influence of gusts fluctuations on the nominal damage rate in the turbine blades. We assume that the gusts fluctuations are zero mean Gaussian processes with Davenport spectrum. We once again consider the two cases (a) turbine is operating with the speed of 25.4 RPM, such that, $V_{rot} = 50$ m/s and (b) when rotor is at rest i.e., $V_{rot} = 0$ m/s. The corresponding damage rates $d$ as a function of $U$, for the two cases, are respectively shown in Figs. 8-9.

From Figs. 8-9, we observe that when the random temporal fluctuations in the gusts are included in the fatigue damage computations, the dependence of the damage rate $d$ on the mean gusts speed $V_g$ is smoothened to the extent that one can respectively use the Hermite polynomials of 7th order (rotor at rest; Fig. 8) and 5th order (rotor working at 25.4 RPM; Fig. 9) to describe the dependence. In order to fit the Hermite polynomial chaos expansions, we
assumed that $V_g$ is an uncertain parameter, modeled as

$$\ln V_g = m + \sigma Z, \quad Z \in \mathcal{N}(0,1), \quad (36)$$

and $m = 25$ and $\sigma = 0.4$. Note that here we are not modeling the temporal variations in gusts as a random process; instead we adopt the simpler random variable model and assume that all the uncertainties associated with the gusts can be adequately represented through the single random variable $Z$. Since $Z = (\ln(V_g) - m)/\sigma$, the fitted models for $d(V_g)$ are respectively 7th and 5th order Hermite polynomials in $\ln(V_g)$. (Note that using Hermite polynomials in the Weiner chaos expansions is not optimal). This way of choosing the functional relations gives higher accuracy model in the region of interest, e.g., the maximal operational speed of the rotor 25 m/s. Obviously other methods of fitting the relation could be used. However, due to the complex dependence structure, the Gauss error propagation formula gives very poor description of $d(Z)$ (or $d(V_g)$) and are not applicable.

Finally note that the influence of $V(\tau)$ on $U(\tau)$, see Eq. (34), is much higher for the rotor at rest. Neglecting the gust would lead to an underestimation of the damage rates, at least for some values of $U$. Otherwise, the damage rates are somewhat unaffected by gust. Overall, the influence of the gust has been in smoothening the damage rates and as a result the sharp peaks are absent from the damage rate behavior with gust. It is indeed interesting that the damage
rate should rise sharply at some $U$ values in the absence of gust and does not do so with gust. For example, if we consider the case of rotating blades when $V_g = 27$ m/s, we observe a sharp peak around the mean wind speed when gust is absent; see Fig. 9. To understand this curious phenomenon, we compare the time histories of the response at this $V_g$; see Fig. 10. The corresponding nondimensional $U$ is 18.21. From Fig. 10, we see that the response without gust manifests a period-4 behavior and is of somewhat higher amplitude than that with gust. It is clear that the response amplitude as well as the mean response is diminished in the presence of gust. The frequency of the peaks is largely unaffected. However, for the gust response which is essentially aperiodic, the use of the term frequency has been somewhat in a qualitative sense. The reason behind this should be clear from the gust time history given in Fig. 11. As can be seen here, the variation of the gust wind with respect to the non-dimensional time is rather slow. The gust therefore changes the response amplitude slowly and does not affect the frequency. This is evident from the response time history corresponding to without gust shown in Fig. 10. The fundamental forcing frequency is clearly much higher in this case which is unaffected by the slow-changing gust. This value of $V_g = 27$ m/s is a typical case where the damage rate is significantly higher owing to a large difference between the maximum and minimum values of the response. This was evident in the bifurcation plot in Fig. 7 and corresponds to the last peak in the damage rate profile in Fig. 6. For other values of $V_g$, where we do not encounter any such sharp rise in the damage rate in the absence of gust, the influence of gust
Fig. 10. Example 3: Response time histories; solid line is for response with gust; dashed line is without gust. It seems to be minimal in toning down the damage rate.

Fig. 11. Example 3: Gust time history.

5 Concluding Remarks

The study carried out in this paper investigates the use of Wiener chaos expansions for estimating the fatigue damage in vibrating structures with uncertain parameters. The loadings have been assumed to be Gaussian and stationary. The narrowband approximation discussed in the literature have been used to
estimate the fatigue damage corresponding to the mean parameters of the
system. Subsequently, the effect of the parameter uncertainties on the fatigue
damage has been estimated using Wiener chaos expansions. The salient fea-
tures emerging from this study are summarized as follows:

- For linear structures subjected to Gaussian excitations, the performance of
  the proposed method is as good as the commonly used Gauss error propa-
gation formulae.
- For non-Gaussian structural responses, the proposed method gives better
  accuracies in the fatigue damage rate estimates than the Gauss error prop-
  agation formula, especially when the deviations from the mean values are
  large.
- Though the computations involved in the proposed method are more than
  the simpler Gauss formula, the use of the latter requires calculating deriva-
  tives which introduce larger numerical uncertainties, especially when higher
  order terms are required.
- In the wind turbine problem, the uncertainties in the gust are observed
  to increase the fatigue damage rates significantly for lower average wind
  speeds, highlighting the importance of modeling the random variations in
  the gusts. The effect of uncertainties in structural parameters need to be
  investigated; however, this study has not been carried out in the present
  work.
- The Gauss error propagation formula is inappropriate for highly nonlin-
  ear problems (eg. the wind turbine problem) because of the complicated
  damage relationship with the uncertain parameter. additionally, the use of
  this approach demands restrictive conditions on the differentiability of the
  functional relationship. On the other hand, the proposed method based on
  Wiener chaos expansions do not place demands on the differentiability of
  the relationship and is hence applicable to a wider class of problems.
- The formulation and the examples presented in this work is based on only
  a single variable model for representing the parameter uncertainties. A sin-
  gle parameter uncertainty has been considered for simplicity and ease of
  exposition. The method can be applied with larger number of parameter
  uncertainties; this would however, increase the computational costs.
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A Appendix I: Definition of rainflow cycle

In the rainflow cycle counting algorithm, each local maximum of the load process is paired with one particular local minimum, determined as follows (see Fig. A):

- From the local maximum, one determines the lowest values in forward and backward directions between the time point of the local maximum and the nearest points at which the load exceeds the value of the local maximum.
- The larger of these two values is the rainflow minimum paired with that specific local maximum, i.e., the rainflow minimum is the least drop before reaching the value of the local maximum again on either side.
- The cycle range, $h$, is the difference between the local maximum and the paired rainflow minimum.

![Fig. A.1. A rainflow pair](image)

Note that for some local maxima, the corresponding rainflow minimum could lie outside the measured load sequence. In such situations, the incomplete rainflow cycle constitutes the so-called residual and has to be handled separately. In this approach, we assume that, in the residual, the maxima form cycles with the preceding minima.

B Appendix II: Load spectrums used in examples 2 and 3

The external wind and wave loads often have simple spectrums dependent only on few parameters, see e.g. (B.2-B.6) given in following subsection. The three spectrums actually depend only on one parameter $\theta$, say, and can be written in the following standardized form

$$S(\omega) = c(\theta)\tilde{S}(\omega/\theta).$$

(B.1)
B.1 Harris and Davenport spectrums

The Harris \cite{27} spectrum has the following form

\[ S(\omega) = \frac{7200C}{2\pi} \frac{\theta}{(2 + (286\omega/\theta)^2)^{5/6}}, \]  

(B.2)

where, \( C \) is the turbulence or surface drag coefficient (may be chosen equal to 0.002 for “rough” seas and 0.0015 for “moderate” seas (severity of sea is measured by means of the significant wave height \( H_s \), approximately four standard deviations of the sea level elevation at a fixed point). Further \( \theta \) is the hourly mean wind speed ([m/s]) at a reference level 10 m above water surface. For the wind speed on land, Davenport \cite{28} spectrum is often used and is of the form

\[ S(\omega) = \frac{916700C}{2\pi} \frac{\theta}{(1 + (191\omega/\theta)^2)^{4/3}}. \]  

(B.3)

For other wind spectra, see \cite{29}.

B.2 Pierson-Moskowitz spectrum

Based on the upper bound expression for the energy of wind-generated deep water gravity waves, derived by \cite{30}, and from the empirical measurements in the North Atlantic, the following spectrum for fully developed deep water sea waves has been suggested in \cite{31},

\[ S(\omega) = \frac{\alpha g^2}{\omega^5} \exp\left(-\beta \left(\frac{\omega_0}{\omega}\right)^4\right). \]  

(B.4)

Here, the constants \( \alpha = 0.0081, \beta = 0.74 \) and \( \omega_0 = g/V \), where \( V \) is the wind speed 19.5 m above still water sea level and \( g \) is the gravity constant. The first Pierson-Moskowitz spectrum imposes a deterministic relation between significant wave height (range) and mean wave period.

A generalized form of the P-M spectrum, allowing for independent \( H_s \) and \( T_z \) (the average zero crossing wave period), was given by \cite{32},

\[ S_{PM}(\omega) = \frac{H_s^2\theta}{4\pi} (\omega/\theta)^{-5} \exp\left(-\frac{1}{\pi} (\omega/\theta)^{-4}\right), \]  

(B.5)

where, \( \theta = 2\pi/T_z \) is the average angular frequency. For the North Atlantic, one sometimes uses an approximation \( T_z = 3.5\sqrt{H_s} \). These leads to the simplified
form of the spectrum

\[ S(\omega) = 13.224 \omega^{-5} \exp \left( -\frac{1}{\pi} (\omega/\theta)^{-4} \right). \]  

(B.6)

This is the spectrum that has been used in Section 4.1.

C Appendix III: Onera dynamic stall model

An Onera dynamic stall model [26] has been used to calculate the aerodynamic loads for the wind turbine blades. This is a semi-empirical model in which the dynamic stall loads are given in terms of a system of nonlinear differential equations. The coefficients of these equations are fitted from experimental observations; hence the name semi-empirical. We use the coefficients from [33] for a moderate to high Reynolds number case. The physical process of dynamic stall is a complex unsteady phenomenon. It involves airfoil leading and trailing edge vortex developments and their subsequent interactions and shedding into the wake. Vortex growth on the airfoil upper surface increases suction pressure and helps increase the aerodynamic loads beyond their steady counterparts. Vortex separation from the body rapidly decreases the loads. One can use the Onera model to recreate this highly interactive and nonlinear phenomenon without having to solve the complicated Navier-Stokes equations. The Onera dynamic stall equations are:

\[ C_z' = s_z \alpha' + k_{vz} \theta'' + C_{z1} + C_{z2} \]  
\[ C_{z1}' + \lambda_z C_{z1} = \lambda_z (a_{oz} \alpha + \sigma_z \theta') + \alpha_z (a_{oz} \alpha' + \sigma_z \theta'') \]  
\[ C_{z2}'' + 2d \omega C_{z2}' + w^2 \left( 1 + d^2 \right) C_{z2} = -w^2 \left( 1 + d^2 \right) \left[ \Delta C_z(\alpha) + e \Delta C'_z(\alpha) \right], \]  

(C.3)

where, the coefficients \( s_z, k_{vz}, \lambda_z, \alpha_z, a_{oz}, \sigma_z, d, w \) and \( e \) are empirically determined by parameter identification techniques using experimental data [33]. If there is only pitching oscillation mode, \( \alpha \) and \( \theta \) are the same.

The coefficients \( C_z \) are the aerodynamic coefficient \( C_1, C_d \) or \( C_m \) for \( z = \{l, d, m\} \). In this case, only the moment coefficient \( C_m \) is of interest. The aerodynamic moment consists of two contributions: (i) the inviscid circulatory part \( C_{m1} \) given by (C.2) and (ii) the viscous stall part \( C_{m2} \) given by Eq. (C.3), which becomes important above the static stall angle. The stall behavior is modeled in Eq. (C.3) by the \( \Delta C_m \) term. The \( \Delta C_m \) part is a nonlinear function which is identically zero below the static stall angle of 12° at which it exhibits a discontinuous step to a finite value.