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Abstract. The optimal control of a linear system of ordinary differential equations with quadratic goal functional and inequality constraints is considered. Lagrange’s method in the calculus of variations leads to necessary conditions for optimality in the form of a system of variational inequalities, which are discretized by a finite element method. An a posteriori error estimate based on an augmented Lagrangian is derived by means of the methodology of dual weighted residuals. An adaptive algorithm is implemented and tested on model problems.

1. Introduction

We consider the optimal control of systems whose state equation is a linear system of ordinary differential equations together with boundary conditions at the initial and final times. The goal functional is assumed to be quadratic and we allow inequality constraints on the state and control variables. We call such problems quadratic/linear with inequality constraints. After sufficient regularization we apply Lagrange’s method in the calculus of variations, which leads to necessary conditions for optimality in the form of a system of variational inequalities. Our goal is to develop and analyze an adaptive finite element method for the numerical solution of such problems.

The use of finite elements for spatial discretization of optimization and optimal control problems for partial differential equations goes back to [17] and was more recently developed together with a posteriori error analysis in [1,16] and many other works. The use of finite element methods for temporal discretization of optimal control problems is less common [6,7,8,12,10,11].

The dual weighted residuals approach [1] for a posteriori error analysis is very suitable for optimal control problems because it is formulated using the Lagrangian framework. In our previous work [10,11] we exploited this idea for quadratic/linear and nonlinear problems without inequality constraints. However, inequality constraints on state and control variables are important.
in practice. The present work therefore includes inequality constraints but it is limited to quadratic/linear problems.

A posteriori error estimation based on dual weighted residuals for variational inequalities for partial differential equations has been studied in [2] and [16]. The main difficulty is that an inequality is solved instead of an equation, so that the residual of the finite element solution is no longer orthogonal to the finite element space, that is, we have no Galerkin orthogonality. This leads only to a one-sided bound for the error. In order to overcome this, we follow the approach of [16], which is based on using an augmented Lagrange functional with additional Lagrange multipliers for the inequality constraints.

The outline of the article is as follows. Section 2 contains the mathematical setting of the optimal control problem. The Lagrange framework is presented and the optimality conditions are derived. The next section, Section 3, includes the discretization of the problem and the derivation of a projected algorithm for solving the resulting algebraic complementarity equations. In the following Section 4 the a posteriori error estimate is derived, the computation of the error estimator is discussed, and the adaptive algorithm is briefly described. In Section 5 presents numerical examples: a lane change maneuver from vehicle dynamics and a simple problem displaying Fuller's phenomenon. The last section contains a discussion of the results and presents some directions for future research.

2. An optimal control problem

2.1. Setting of the problem. We consider a quadratic/linear optimal control problem with inequality constraints on the controls $u(t) \in \mathbb{R}^m$ and states $x(t) \in \mathbb{R}^d$:

Minimize \[ J(x, u) = \frac{1}{2} \|x(0) - \bar{x}_0\|^2_{Q_0} + \frac{1}{2} \|x(T) - \bar{x}_T\|^2_{Q_T} + \int_0^T (\|x(t) - \bar{x}(t)\|^2_Q + \|u(t) - \bar{u}(t)\|^2_R) \, dt, \]

such that \[ \dot{x}(t) = A(t)x(t) + B(t)u(t), \quad t \in [0, T], \]
\[ I_0x(0) = x_0, \quad I_Tx(T) = x_T, \]
\[ \|u(t)\| \leq r_u, \quad \|x(t)\| \leq r_x, \quad t \in [0, T], \]

where $Q_0, Q_T, Q(t) \in \mathbb{R}^{d \times d}$ and $R(t) \in \mathbb{R}^{m \times m}$ are symmetric positive definite matrices, $A(t) \in \mathbb{R}^{d \times d}$ and $B(t) \in \mathbb{R}^{m \times d}$. The matrices $I_0, I_T \in \mathbb{R}^{d \times d}$ are binary diagonal matrices and $x_0, x_T, \bar{x}_0, \bar{x}_T, \bar{x}(t) \in \mathbb{R}^d, \bar{u}(t) \in \mathbb{R}^m, r_x, r_u \in \mathbb{R}$ are given parameters such that $\|x_0\| \leq r_x$ and $\|x_T\| \leq r_u$. Here $(\cdot, \cdot)$ and $\|\cdot\|$ denote the scalar product and norm in $\mathbb{R}^d$ or $\mathbb{R}^m$, and $\|x\|_S^2 = (x, Sx)$, for any positive definite symmetric matrix $S$. In cases where the matrices $Q_0, Q_T, Q(t)$, and $R(t)$ are not positive definite in the original problem, a regularization has to be done by adding positive terms to the goal functional. We assume that the given data depend continuously on $t$. 
Inequality constraints of the box form \( u_{\min} \leq u_i(t) \leq u_{\max}, \ i = 1, \ldots, m, \ t \in [0, T], \) (similarly for \( x \)) can also be treated by the methods that we consider here, see [10]. We choose to study constraints of the above circular type in order to allow some specific applications from vehicle dynamics, see Section 5 but also to deviate from the presentation in [10].

2.2. Lagrange framework. In order to set the optimal control problem in the Lagrange framework we introduce some function spaces. Let \( C^k \) denote \( k \) times continuously differentiable functions and \( H^1 \) denote functions with square integrable derivative. Further, \( C^{1}_{PW} \) denotes piecewise continuously differentiable functions \( [0, T] \rightarrow \mathbb{R}^d \); more precisely, functions that are \( C^1 \) except at a finite number of points in \( [0, T] \) and with left and right limits \( w(t^-) = \lim_{s \downarrow t} w(s), \ w(t^+) = \lim_{s \uparrow t} w(s) \) for all points \( t \in [0, T] \). We introduce the function spaces

\[
\mathcal{W} = \mathbb{R}^d \times C^{1}_{PW}([0, T], \mathbb{R}^d) \times \mathbb{R}^d,
\]

\[
\mathcal{W} = R(I_0^*) \times C^{1}_{PW}([0, T], \mathbb{R}^d) \times R(I_T^*)
\]

\[
= \{ w \in \mathcal{W} : I_0 w(0^-) = 0, \ I_T w(T^+) = 0 \},
\]

\[
\mathcal{U} = H^1([0, T], \mathbb{R}^m),
\]

\[
\mathcal{V} = H^1([0, T], \mathbb{R}^d).
\]

Here \( R(I_0^*) \) and \( R(I_T^*) \) denote the ranges of the matrices \( I_0^* = I - I_0 \) and \( I_T^* = I - I_T \). The two factors \( \mathbb{R}^d \) in \( \mathcal{W} \) are used to accommodate the boundary values \( w(0^-) \) and \( w(T^+) \). The space \( \mathcal{W} \) will contain the state variable \( x \), which is expected to be smooth. But here we anticipate that \( \mathcal{W} \) will also contain its finite element approximation \( x_h \), which is only piecewise smooth. Therefore, \( \mathcal{W} \) is defined to be a space of piecewise differentiable functions.

These spaces are linear spaces. For some \( \hat{x} \in \mathcal{W} \) such that \( I_0 \hat{x}(0^-) = x_0 \) and \( I_T \hat{x}(T^+) = x_T \), we also define the affine space

\[
\hat{\mathcal{W}} = \hat{x} + \hat{\mathcal{W}} = \{ w \in \mathcal{W} : w - \hat{x} \in \mathcal{W} \}.
\]

Thus, functions in \( \hat{\mathcal{W}} \) satisfy the prescribed boundary conditions. In order to incorporate the inequality constraints we define the convex sets

\[
\mathcal{K}_x = \{ w \in \hat{\mathcal{W}} : \| w(t^\pm) \| \leq r_x, \ t \in [0, T] \},
\]

\[
\mathcal{K}_u = \{ u \in \mathcal{U} : \| u(t) \| \leq r_u, \ t \in [0, T] \}.
\]

For ease of notation we write \( \mathcal{X} = \mathcal{W} \times \mathcal{U} \times \mathcal{V} \) and \( \mathcal{K} = \mathcal{K}_x \times \mathcal{K}_u \times \mathcal{V} \), and note that \( \mathcal{K} \) is a convex subset of \( \mathcal{X} \).

The functional

\[
\mathcal{J} : \mathcal{W} \times \mathcal{U} \rightarrow \mathbb{R},
\]
is given by
\[
\mathcal{J}(x, u) = \frac{1}{2} \| x(0^-) - \bar{x}_0 \|^2_{Q_0} + \frac{1}{2} \| x(T^+) - \bar{x}_T \|^2_{Q_T} \\
+ \frac{1}{2} \int_0^T \left( \| x(t) - \bar{x}(t) \|^2_{Q} + \| u(t) - \bar{u}(t) \|^2_{R} \right) dt,
\]
and we define the functional
\[
\mathcal{F}: \mathcal{W} \times \mathcal{U} \times \mathcal{V} \to \mathbb{R},
\]
by
\[
\mathcal{F}(w, u, v) = \sum_{n=1}^{N} \int_{t_{n-1}}^{t_n} \left( \dot{w}(t) - A(t)w(t) - B(t)u(t), v(t) \right) dt \\
+ \sum_{n=0}^{N} ([w]_{n}, v(t_n)) \\
= \int_0^T \left( (w(t), -\dot{v}(t) - A(t)^T v(t)) - (u(t), B(t)^T v(t)) \right) dt \\
+ (w(T^+), v(T)) - (w(0^-), v(0)).
\]
Here \([w]_{n} = w(t_{n}^+) - w(t_{n}^-)\) and the sum is taken over all points \(\{t_n\}_{n=0}^{N}\) of discontinuity of \(w\), and we set \(t_0 = 0, t_N = T\). The second form of \(\mathcal{F}\) is obtained by integration by parts using the fact that functions in \(\mathcal{V}\) are continuous.

We seek to minimize \(\mathcal{J}(x, u)\) over \(\mathcal{K}_x \times \mathcal{K}_u\) subject to \(\mathcal{F}(x, u, \varphi) = 0\) for all \(\varphi \in \mathcal{V}\). We define the Lagrange functional
\[
\mathcal{L}: \mathcal{X} = \mathcal{W} \times \mathcal{U} \times \mathcal{V} \to \mathbb{R},
\]
by
\[
\mathcal{L}(x, u, z) = \mathcal{J}(x, u) + \mathcal{F}(x, u, z),
\]
and assume that there is a minimizer \(\xi = (x, u, z) \in \mathcal{K}\) of the Lagrangian \(\mathcal{L}\).

Since \(\mathcal{K}\) is convex, we have for \(\eta \in \mathcal{K}\) and \(s \in [0, 1]\),
\[
0 \leq \mathcal{L}(\xi + s(\eta - \xi)) - \mathcal{L}(\xi) = s \mathcal{L}'(\xi, \eta - \xi) + o(s), \quad \text{as } s \to 0^+.
\]
Here and below the notation \(\mathcal{L}'(\xi, \varphi)\) denotes the derivative of \(\mathcal{L}\) at \(\xi\) acting linearly on a vector \(\varphi\). By dividing by \(s\) and letting \(s \to 0^+\) we obtain the necessary condition for a minimum \(\xi \in \mathcal{K}\): \(\mathcal{L}'(\xi, \eta - \xi) \geq 0 \quad \forall \eta \in \mathcal{K}\).

Expressed in terms of the partial derivatives and \(\eta = (\varphi_x, \varphi_u, \varphi_z) \in \mathcal{K}\) this means that we need to find \((x, u, z) \in \mathcal{K}\) such that
\[
\begin{align*}
\mathcal{L}_x'(x, u, z, \varphi_x - x) &\geq 0 \quad \forall \varphi_x \in \mathcal{K}_x, \\
\mathcal{L}_u'(x, u, z, \varphi_u - u) &\geq 0 \quad \forall \varphi_u \in \mathcal{K}_u, \\
\mathcal{L}_z'(x, u, z, \varphi_z) &\geq 0 \quad \forall \varphi_z \in \mathcal{V}.
\end{align*}
\]
These are variational inequalities; the last one reduces to an equation because \( \varphi_x \) ranges over a full vector space. Computing the derivatives, we obtain first

\[
\mathcal{L}'_x(x, u, z, \varphi_x) = \mathcal{J}'_x(x, u, \varphi_x) + \mathcal{F}'_x(x, u, z, \varphi_x),
\]

where

\[
\mathcal{J}'_x(x, u, \varphi_x) = \int_0^T (Q(x - \bar{x}), \varphi_x) \, dt
+ (Q_0(x(0^-) - \bar{x}_0), \varphi_x(0^-))
+ (Q_T(x(T^+) - \bar{x}_T), \varphi_x(T^+)),
\]

and where \( \mathcal{F}'_x(x, u, z, \varphi_x) = \mathcal{F}(\varphi_x, 0, z) \) is given by the second form of (2.11).

Computing \( \mathcal{L}'_u(x, u, z, \varphi_u) = \mathcal{J}'_u(x, u, z, \varphi_u) + \mathcal{F}(0, \varphi_u, z) \) using the second form of \( \mathcal{F} \) and \( \mathcal{L}'_x(x, u, z, \varphi_x) = \mathcal{F}(x, u, \varphi_x) \) with the first form of \( \mathcal{F} \) and assuming that \( x \) is smooth, we obtain the following equations and inequalities

\[
\begin{align*}
(2.5a) & \quad \int_0^T (-\ddot{z} - A^T z + Q(x - \bar{x}), \varphi_x - x) \, dt = 0, \\
& \quad + (Q_0(x(0^-) - \bar{x}_0) - z(0), \varphi_x(0^-) - x(0^-)) \\
& \quad + (Q_T(x(T^+) - \bar{x}_T) + z(T), \varphi_x(T^+) - x(T^+)) \geq 0 \quad \forall \varphi_x \in \mathcal{K}_x, \\
(2.5b) & \quad \int_0^T (R(u - \bar{u}) - B^T z, \varphi_u - u) \, dt \geq 0 \quad \forall \varphi_u \in \mathcal{K}_u, \\
(2.5c) & \quad \int_0^T (\dot{x} - Ax - Bu, \varphi_z) \, dt = 0 \quad \forall \varphi_z \in \mathcal{V}, \\
(2.5d) & \quad I_0 x(0^-) = x_0, \quad I_T x(T^-) = x_T.
\end{align*}
\]

We note that (2.5c) and (2.5d) are the equations of state and that (2.5a) is based on the corresponding adjoint.

3. The Discrete optimal control problem

3.1. The finite element method. In order to discretize the necessary conditions for optimality (2.4) we define a mesh \( 0 = t_0 < t_1 < t_2 < \ldots < t_N = T \), with steps \( h_n = t_n - t_{n-1} \) and intervals \( J_n = (t_{n-1}, t_n) \). With \( P^k \) denoting polynomials of degree \( k \), we introduce the function spaces

\[
\begin{align*}
\mathcal{W}_h & = \mathbb{R}^d \times \bigg\{ w \in \mathcal{W} : w|_{J_n} \in P^0(J_n, \mathbb{R}^d), \ n = 1, \ldots, N \bigg\} \times \mathbb{R}^d, \\
\mathcal{W}_h & = R(F_0^0) \times \bigg\{ w \in \mathcal{W} : w|_{J_n} \in P^0(J_n, \mathbb{R}^d), \ n = 1, \ldots, N \bigg\} \times R(F_T^0), \\
& = \bigg\{ w \in \mathcal{W}_h : I_0 w(0^-) = 0, \ I_T w(T^+) = 0 \bigg\}, \\
\mathcal{U}_h & = \bigg\{ u \in C^0([0, T], \mathbb{R}^m) : u|_{J_n} \in P^1(J_n, \mathbb{R}^m), \ n = 1, \ldots, N \bigg\}, \\
\mathcal{V}_h & = \bigg\{ v \in C^0([0, T], \mathbb{R}^d) : v|_{J_n} \in P^1(J_n, \mathbb{R}^d), \ n = 1, \ldots, N \bigg\}.
\end{align*}
\]
In the definition $\hat{\mathcal{W}} = \hat{x} + \mathcal{W}$ we may choose $\hat{x} \in \mathcal{W}_h$ and define

$$\hat{\mathcal{W}}_h = \hat{x} + \mathcal{W}_h.$$  

Then we have $\mathcal{W}_h \subset \mathcal{W}$, $\hat{\mathcal{W}}_h \subset \hat{\mathcal{W}}$, $\mathcal{U}_h \subset \mathcal{U}$, and $\mathcal{V}_h \subset \mathcal{V}$. Moreover, we define the convex sets

$$\mathcal{K}_{x,h} = \{ x_h \in \hat{\mathcal{W}}_h : \| x_h(t_n^+) \| \leq r_x, \ n = 0, \ldots, N \},$$

$$\mathcal{K}_{u,h} = \{ u_h \in \mathcal{U}_h : \| u_h(t_n) \| \leq r_u, \ n = 0, \ldots, N \},$$

and

$$\mathcal{K}_h = \mathcal{K}_{x,h} \times \mathcal{K}_{u,h} \times \mathcal{V}_h.$$  

It follows that $\mathcal{K}_{x,h} \subset \mathcal{K}_x$, $\mathcal{K}_{u,h} \subset \mathcal{K}_u$, and $\mathcal{K}_h \subset \mathcal{K}$. We formulate the finite element approximation of \eqref{2.4}:

Find $(x_h, u_h, z_h) \in \mathcal{K}_h$ such that

\begin{align}
\mathcal{L}_x(x_h, u_h, z_h, \varphi_{x,h} - x_h) & \geq 0 \quad \forall \varphi_{x,h} \in \mathcal{K}_{x,h}, \\
\mathcal{L}_u(x_h, u_h, z_h, \varphi_{u,h} - u_h) & \geq 0 \quad \forall \varphi_{u,h} \in \mathcal{K}_{u,h}, \\
\mathcal{L}_z(x_h, u_h, \varphi_{z,h}) & = 0 \quad \forall \varphi_{z,h} \in \mathcal{V}_h.
\end{align}

Note that $x_h \in \mathcal{K}_{x,h} \subset \hat{\mathcal{W}}_h$ means that the boundary conditions \eqref{2.5d} are also prescribed for $x_h$.

\subsection*{3.2. Implementation}

In the implementation of \eqref{3.1} we use the piecewise constant basis functions $\{ \phi_n \}_{n=0}^{N+1}$ which are defined by $\phi_n(t) = 0$ except for

$$\phi_0(t) = 1, \quad t < 0,$$

$$\phi_n(t) = 1, \quad t_{n-1} < t < t_n,$$

$$\phi_{N+1}(t) = 1, \quad t > t_N,$$

and the piecewise linear basis functions $\{ \varphi_n \}_{n=0}^N$ defined by $\varphi_n(t_h) = \delta_{nk}$.

We make the Ansatz

$$x_h(t) = \sum_{i=0}^{N+1} X_i \phi_i(t), \quad X_i \in \mathbb{R}^d,$$

$$u_h(t) = \sum_{i=0}^{N} U_i \varphi_i(t), \quad U_i \in \mathbb{R}^m,$$

$$z_h(t) = \sum_{i=0}^{N} Z_i \varphi_i(t), \quad Z_i \in \mathbb{R}^d.$$  

Note that

$$\dim(\mathcal{W}_h) = (N + 2)d,$$

$$\dim(\hat{\mathcal{W}}_h) = (N + 2)d - d_0 - d_T,$$

$$\dim(\mathcal{V}_h) = (N + 1)d,$$

$$\dim(\mathcal{U}_h) = (N + 1)m,$$

where $d_0 = \text{rank}(I_0)$, $d_T = \text{rank}(I_T)$.  

We now compute the matrix form of the variational inequalities \([3.1]\). In order to simplify the presentation we assume temporarily that the coefficients 
\(A(t) = A, B(t) = B, Q(t) = Q, R(t) = R\) are constant and that the mesh is uniform, \(h_n = h\). We eliminate the prescribed boundary values,

\[
X_0 = I_0 X_0 + \bar{r}_0 X_0 = x_0 + \bar{r}_0 X_0,
\]
\[
X_{N+1} = I_T X_{N+1} + \bar{r}_T X_{N+1} = x_T + \bar{r}_T X_{N+1}.
\]

The remaining unknowns are kept in the column vector

\[
X = [r_0^T X_0, X_1, \ldots, X_N, \bar{r}_T^T X_{N+1}]^T \in \mathbb{R}^{(N+2)d-d_0-d_T}.
\]

Similarly,

\[
U = [U_0, \ldots, U_N]^T \in \mathbb{R}^{(N+1)m},
\]
\[
Z = [Z_0, \ldots, Z_N]^T \in \mathbb{R}^{(N+1)d}.
\]

We first consider the case when there are no inequality constraints, that is, \(K_h = \hat{W}_h \times U_h \times V_h\). Then \(\varphi_{x,h} - x_h\) can be chosen freely in \(\hat{W}_h\) and \(\varphi_{u,h} - u_h\) in \(U_h\) and the variational inequalities reduce to equations. The first equation is, c.f. \([2.6a]\),

\[
\mathcal{L}'(x_h, u_h, z_h, \varphi_{x,h}) = \int_0^T (-\dot{z}_h + A^T z_h + Q(x_h - \bar{x}), \varphi_{x,h}) \, dt
\]
\[
+ (Q_0(x_h(0^-) - \bar{x}(0), \varphi_{x,h}(0^-))
\]
\[
+ (Q_T(x_h(T^-) - \bar{x}(T), \varphi_{x,h}(T^-)) \forall \varphi_{x,h} \in \hat{W}_h.
\]

By taking \(\varphi_{x,h} = \alpha_j \phi_j\) with arbitrary \(\alpha_0 \in R(f_0^c), \alpha_j \in \mathbb{R}^d, j = 1, \ldots, N-1, \alpha_0 \in R(G_T^c)\), this leads to

\[
-f_0^c Z_0 + f_0^c Q_0 f_0^c X_0 = f_0^c Q_0 \bar{x}_0 - f_0^c Q_0 x_0,
\]
\[
(I - \frac{h}{2} A^c) Z_0 + (-I - \frac{h}{2} A^c) Z_1 + hQ X_1 = Q \int_{J_1} \bar{x} \, dt,
\]
\[
\vdots
\]
\[
(I - \frac{h}{2} A^c) Z_{N-1} + (-I - \frac{h}{2} A^c) Z_N + hQ X_N = Q \int_{J_N} \bar{x} \, dt,
\]
\[
G_T^c Z_N + f_T^c Q_T G_T^c X_{N+1} = f_T^c Q_T \bar{x}_T - f_T^c Q_T x_T.
\]

In matrix form this is:

\[(3.2) \quad QX + A^c Z = F\]

with the nodewise block matrices

\[
Q = \begin{bmatrix}
    f_0^c Q_0 & 0 & \cdots & \cdots & 0 \\
    0 & hQ & \ddots & \vdots & \vdots \\
    \vdots & \ddots & \ddots & \ddots & \vdots \\
    \vdots & \ddots & hQ & 0 & \vdots \\
    0 & \cdots & \cdots & \cdots & f_T^c Q_T
\end{bmatrix}
\]
\[
A^r = \begin{bmatrix}
-F_0 & 0 & \ldots & \ldots & 0 \\
I - \frac{h}{2}A^r & I - \frac{h}{2}A^r & \ddots & \vdots & \\
0 & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & 0 \\
0 & \ldots & \ldots & 0 & F_T^r
\end{bmatrix},
\]

and where \( F \) contains the terms on the right hand side. The second equation is

\[
L'_u(x, u, z, \varphi_{u,h}) = \int_0^T (R(u - \bar{u}) - B^Tz, \varphi_{u,h}) dt = 0 \quad \forall \varphi_{u,h} \in U_h.
\]

By taking \( \varphi_{u,h} = \beta_j \varphi_j, j = 0, \ldots, N \), with arbitrary \( \beta_j \in \mathbb{R}^m \), we obtain

\[
(3.3) \quad RU + B^Tz = G
\]

with

\[
R = \frac{h}{6} \begin{bmatrix}
2R & R & 0 & \ldots & 0 \\
R & 4R & R & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & 0 \\
0 & \ldots & 0 & R & 2R
\end{bmatrix},
\]

\[
B^r = -\frac{h}{6} \begin{bmatrix}
2B^r & B^r & 0 & \ldots & 0 \\
B^r & 4B^r & B^r & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & 0 \\
0 & \ldots & 0 & B^r & 2B^r
\end{bmatrix},
\]

and

\[
G_j = R \int_0^T \bar{u} \varphi_j dt.
\]

The third equation is

\[
L'_z(x, u, z, \varphi_{z,h}) = \sum_{n=1}^N \int_{J_n} (\dot{x}_h - Ax_h - Bu_h, \varphi_{z,h}) dt + \sum_{n=0}^N ([x_{h,n}], \varphi_{z,h}(t_n)) = 0 \quad \forall \varphi_{z,h} \in V_h.
\]
With \( \varphi_{x,h} = \gamma_j \varphi_j \), \( j = 0, \ldots, N \), arbitrary \( \gamma_j \in \mathbb{R}^d \), and recalling that \( X_0 = x_0 + \int_0^T \dot{x}_0 \) and \( X_{N+1} = x_T + \int_T^{N+1} \dot{x}_N \), we get

\[
\begin{align*}
-\frac{h}{2}AX_1 + X_1 - \int_0^T \dot{x}_0 - \frac{h}{2}BU_0 - \frac{h}{2}BU_1 &= x_0, \\
-\frac{h}{2}AX_1 - \frac{h}{2}AX_2 + X_2 - X_1 - \frac{h}{2}BU_0 - \frac{h}{2}BU_1 - \frac{h}{2}BU_2 &= 0, \\
& \vdots \\
-\frac{h}{2}AX_N + \int_T^{N+1} \dot{x}_N - X_N - \frac{h}{6}BU_{N-1} - \frac{h}{3}BU_N &= -x_T.
\end{align*}
\]

This has the matrix form

\[
AX + BU = H.
\]

Therefore, the three equations can be written

\[
(Q \quad 0 \quad \mathcal{A}^T) \begin{bmatrix} X \\ U \\ Z \end{bmatrix} = \begin{bmatrix} F \\ G \\ H \end{bmatrix}
\]

(3.4)

Since \( Q \) and \( \mathcal{R} \) are symmetric positive definite, this system of equations has a saddle point structure.

We now consider the inequality constraints. In this case we choose

\[
\varphi_{x,h} = x_h + \alpha_j \varphi_j, \quad j = 0, \ldots, N + 1, \\
\varphi_{u,h} = u_h + \beta_j \varphi_j, \quad j = 0, \ldots, N,
\]

in (3.1), where \( \alpha_j \in \mathbb{R}^d \), \( \beta_j \in \mathbb{R}^m \) must be chosen so that \( \varphi_{x,h} \in \mathcal{K}_{x,h}, \)

\( \varphi_{u,h} \in \mathcal{K}_{u,h} \). We get

\[
((QX + \mathcal{A}^T Z - F)_{j}, \alpha_j) \geq 0, \quad j = 0, \ldots, N + 1, \\
((\mathcal{R}U + \mathcal{B}^T Z - G)_{j}, \beta_j) \geq 0, \quad j = 0, \ldots, N,
\]

for all admissible \( \alpha_j, \beta_j \). Here \( (QX + \mathcal{A}^T Z)_{j}, (\mathcal{R}U + \mathcal{B}^T Z - G)_{j} \in \mathbb{R}^m \) are nodewise residuals from equations (3.2) and (3.3), respectively. If \( U_j = U(t_j) \) is in contact, that is, \( \|U_j\| = r_u \), then \( \beta_j \) must point into the ball \( \|u\| \leq r_u \) from the contact point \( U_j \) on the boundary. Hence, \( (\mathcal{R}U + \mathcal{B}^T Z - G)_{j} \) must be anti-parallel to \( U_j \), that is,

\[
(\mathcal{R}U + \mathcal{B}^T Z - G)_{j} = -s_{u,j}U_j,
\]

for some number \( s_{u,j} \geq 0 \). If \( U_j \) is not in contact, \( \|U_j\| < r_u \), then \( \beta_j \) may point in any direction and

\[
(\mathcal{R}U + \mathcal{B}^T Z - G)_{j} = 0.
\]
We may argue similarly for the first inequality in (3.1). Thus, we obtain the complementarity relations

\[ (QX + A^T Z - F)(r_x - \|X\|) = 0, \]

\[ (RU + \mathcal{B}^T Z - G)(r_u - \|U\|) = 0, \]

\[ AX + BU - H = 0, \]

\[ \|X\| \leq r_x, \]

\[ \|U\| \leq r_u, \]

\[ QX + A^T Z - F = -s_x X, \]

\[ RU + \mathcal{B}^T Z - G = -s_u U, \]

\[ s_x \geq 0, \]

\[ s_u \geq 0. \]

These equations should be interpreted nodewise, for example, the first equation is

\[ \left( \sum_{i=0}^{N+1} Q_{ji} X_i + \sum_{i=0}^{N} A_{ij} Z_i - F_j \right)(r_x - \|X_j\|) = 0, \quad j = 0, \ldots, N + 1, \]

where \( Q_{ij}, A_{ij}, \) and \( F_j \) are the nodewise blocks of \( Q, A, \) and \( F. \) The matrices \( s_x \) and \( s_u \) are block diagonal matrices, that is,

\[ s_x = \text{diag}(s_{x,0}I, \ldots, s_{x,N+1}I), \]

\[ s_u = \text{diag}(s_{u,0}I, \ldots, s_{u,N}I), \]

where \( I \) denotes the unit matrix in \( \mathbb{R}^{d \times d} \) respectively \( \mathbb{R}^{m \times m}. \)

3.3. Projected solver. In order to solve the complementarity equations (3.5), a projected solver is proposed. This solver is described in Algorithm 1. In short, we start by setting \( s_x = 0, s_u = 0 \) and by solving the system in (3.3). The resulting states and controls may be too large, that is, violate (3.5d) or (3.5e). For each node, we project large states and controls to the boundary of the set of admissible functions, hence violating equations (3.5c), (3.5f), (3.5g). By adding appropriate block diagonal matrices \( s_x \) and \( s_u \) to the diagonal of the system matrix, the two latter equations are fulfilled. However, since we take no measure to satisfy (3.5c), we must iterate the procedure until convergence.

We claim that all complementarity conditions are fulfilled by the solution obtained by this algorithm. In (3.5a) and (3.5b), either the left or right factor is zero. Equations (3.5c), (3.5f), and (3.5g) are satisfied at convergence and the remaining equations are trivial consequences of the algorithm.

The implementation of the solver is done in Matlab [14] and the solution of the indefinite system of equations in Algorithm 1 is done by using the built-in Matlab operator \( \backslash. \)
Algorithm 1: The projected solver

\begin{align*}
\text{set } \tilde{X} = 0, \tilde{U} = 0 \\
\text{solve } \begin{bmatrix} Q & 0 & A^f \\ 0 & R & B^f \\ A & B & 0 \end{bmatrix} \begin{bmatrix} X \\ U \\ Z \end{bmatrix} = \begin{bmatrix} F \\ G \\ H \end{bmatrix}
\end{align*}

while \( \|(X \ U) - ([\tilde{X} \ \tilde{U}])\| > \text{tol} \) do

for \( i = 0, \ldots, N + 1 \) do

if \( \|X_i\| > r_x \) then

\( \tilde{X}_i = r_x \frac{X_i}{\|X_i\|} \)

end

end

for \( i = 0, \ldots, N \) do

if \( \|U_i\| > r_u \) then

\( \tilde{U}_i = r_u \frac{U_i}{\|U_i\|} \)

end

end

for \( i = 1, \ldots, N + 1 \) do

\( s_{x,i} = \frac{1}{r_x} \|(F - A^f Z - Q \tilde{X})_i\| \)

end

for \( i = 1, \ldots, N \) do

\( s_{u,i} = \frac{1}{r_u} \|(G - B^f Z - R \tilde{U})_i\| \)

end

\begin{align*}
\text{solve } \begin{bmatrix} Q + s_x & 0 & A^f \\ 0 & R + s_u & B^f \\ A & B & 0 \end{bmatrix} \begin{bmatrix} X \\ U \\ Z \end{bmatrix} = \begin{bmatrix} F \\ G \\ H \end{bmatrix}
\end{align*}

end

4. A posteriori error estimate

We present an \textit{a posteriori} analysis of the error in the goal functional \( J \) based on the dual weighted residuals methodology. Due to the lack of Galerkin orthogonality, a direct application of the methodology to the discrete variational inequality leads only to a one-sided bound in Subsection 4.1. We therefore use an augmented Lagrangian in Subsection 4.2.

4.1. An upper bound for the error in the objective functional. In a previous article [10] we adapted the dual weighted residuals methodology of [1] to an optimal control problem without inequality constraints. This
results in a representation formula for the error in the goal functional. In
the present situation we obtain only an upper bound for the error.

**Theorem 4.1.** Let \((x, u, z) \in K\) be a solution to the optimality conditions in
(2.3) and \((x_h, u_h, z_h) \in K_h\) be a solution to the finite element approximation
in (3.1). Then the error in the goal functional satisfies

\[
\mathcal{J}(x, u) - \mathcal{J}(x_h, u_h) \leq \frac{1}{2} \rho_x + \frac{1}{2} \rho_u + \frac{1}{2} \rho_x,
\]

with the residuals

\[
\rho_x = \mathcal{J}'_x(x_h, u_h, x - x_h) + \mathcal{J}'_x(x_h, u_h, z_h, x - x_h),
\]

\[
\rho_u = \mathcal{J}'_u(x_h, u_h, u - u_h) + \mathcal{J}'_u(x_h, u_h, z_h, u - u_h),
\]

\[
\rho_z = \mathcal{J}(x_h, u_h, z - \tilde{z}_h),
\]

where \(\tilde{z}_h \in V_h\) is arbitrary.

**Proof.** Introduce the notation \(e = (e_x, e_u, e_z) = (x - x_h, u - u_h, z - z_h)\). By
the definition of \(L\) in (2.2) and \(\mathcal{F}(x, u, z) = 0, \mathcal{F}(x_h, u_h, z_h) = 0\),
which follow from (2.4c) and (3.1c), we get

\[
\mathcal{J}(x, u) - \mathcal{J}(x_h, u_h)
= \mathcal{L}(x, u, z) - \mathcal{F}(x, u, z) - \mathcal{L}(x_h, u_h, z_h) + \mathcal{F}(x_h, u_h, z_h)
= \mathcal{L}(x, u, z) - \mathcal{L}(x_h, u_h, z_h)
= \int_0^1 \frac{d}{ds} \mathcal{L}(x_h + s e_x, u_h + s e_u, z_h + s e_z) \, ds
= \int_0^1 \mathcal{L}'(x_h + s e_x, u_h + s e_u, z_h + s e_z, e) \, ds
= \frac{1}{2} \mathcal{L}'(x_h, u_h, z_h, e) + \frac{1}{2} \mathcal{L}'(x, u, z, e).
\]

The last step is the trapezoidal rule for the integral. Since \(\mathcal{J}\) is bi-quadratic
and \(\mathcal{F}\) is tri-linear the integrand is a polynomial in \(s\) of degree 1 so that
the trapezoidal rule is exact. By (2.3) we have

\[
\mathcal{L}'(x, u, z, e) = -\mathcal{L}'(\xi, \xi_h - \xi) \leq 0,
\]

since \(\xi = (x, u, z) \in K\) and \(\xi_h = (x_h, u_h, z_h) \in K_h \subset K\). Therefore,

\[
\mathcal{J}(x, u) - \mathcal{J}(x_h, u_h)
\leq \frac{1}{2} \mathcal{L}'(x_h, u_h, z_h, e)
= \frac{1}{2} \rho_x(x_h, u_h, z_h, x - x_h) + \frac{1}{2} \rho_u(x_h, u_h, z_h, u - u_h)
+ \frac{1}{2} \rho_z(x_h, u_h, z_h, z - \tilde{z}_h),
\]

where we also used the Galerkin orthogonality (3.1c) to replace \(z_h\) by an
arbitrary \(\tilde{z}_h \in V_h\).

Note that we cannot use (3.1a) – (3.1b) as in [10] to replace also \(x_h\) and \(u_h\)
by arbitrary finite element functions, because this would give

\[
\mathcal{L}'(x_h, u_h, z_h, e) = \mathcal{L}'(\xi_h, \xi - \xi_h) = \mathcal{L}'(\xi_h, \xi - \xi_h) + \mathcal{L}'(\xi_h, \xi_h - \xi_h)
\geq \mathcal{L}'(\xi_h, \xi - \xi_h) \quad \forall \tilde{\xi}_h \in K_h,
\]
which cannot be combined with the above inequality.

A similar argument is presented in [2] for an elliptic variational inequality. However, they consider the error in an output quantity, which is a linear functional \( \mathcal{J}(u) \) of the solution \( u \) of an elliptic variational inequality. The above argument then applies to both \( \mathcal{J} \) and \( -\mathcal{J} \), yielding upper bounds for the errors in both \( \pm \mathcal{J} \), and hence a bound for the absolute value of the error in \( \mathcal{J} \). This does not work in our present situation.

### 4.2. An augmented Lagrangian

In order to derive a two-sided error estimate we introduce an augmented Lagrangian. A similar approach was used in [16] for elliptic optimal control problems.

We introduce two additional Lagrange multipliers, \( \sigma_x \in Z = \mathcal{C}([0, T], \mathbb{R}) \) and \( \sigma_u \in Z = \mathcal{C}([0, T], \mathbb{R}) \). The augmented Lagrangian, \( \tilde{\mathcal{L}}: \mathcal{X} \times Z \times Z \to \mathbb{R} \), is then defined as

\[
\tilde{\mathcal{L}}(x, u, z, \sigma_x, \sigma_u) = \mathcal{J}(x, u) + \mathcal{F}(x, u, z) + \sigma_x(t)\|x(t)\|^2 - r_x^2) \, dt + \frac{1}{2} \int_0^T \sigma_u(t)\|u(t)\|^2 - r_u^2) \, dt.
\]

Then we introduce the sets \( \omega_x \) and \( \omega_u \), where the constraints are active, and the spaces \( Z_x, Z_u \) of functions supported in these sets,

\[
\begin{align*}
\omega_x &= \{t \in [0, T] : \|x(t)\| = r_x\}, \\
\omega_u &= \{t \in [0, T] : \|u(t)\| = r_u\}, \\
Z_x &= \{\sigma \in Z : \sigma(t) = 0 \text{ on } [0, T] \setminus \omega_x\}, \\
Z_u &= \{\sigma \in Z : \sigma(t) = 0 \text{ on } [0, T] \setminus \omega_u\}.
\end{align*}
\]

In order to shorten the notation, we further define

\[
\mathcal{Y} = \mathcal{X} \times Z \times Z, \\
\mathcal{Y}_{ad} = \mathcal{K} \times Z_x \times Z_u.
\]

We take \( \xi = (x, u, z) \in \mathcal{X} \) and note that for \( \chi = (\xi, \sigma_x, \sigma_u) \in \mathcal{Y}_{ad} \) we have

\[
\mathcal{L}(\xi) = \tilde{\mathcal{L}}(\chi).
\]

The necessary conditions for optimality now become, for \( \chi \in \mathcal{Y}_{ad} \),

\[
\begin{align*}
&(4.3a) \quad \tilde{\mathcal{L}}_x'(\chi, \varphi_x) = 0 \quad \forall \varphi_x \in \hat{\mathcal{Y}}, \\
&(4.3b) \quad \tilde{\mathcal{L}}_u'(\chi, \varphi_u) = 0 \quad \forall \varphi_u \in \mathcal{U}, \\
&(4.3c) \quad \tilde{\mathcal{L}}'_x(\chi, \varphi_x) = 0 \quad \forall \varphi_x \in \mathcal{V}, \\
&(4.3d) \quad \tilde{\mathcal{L}}'_{\sigma_x}(\chi, \varphi_{\sigma_x}) = 0 \quad \forall \varphi_{\sigma_x} \in Z_x, \\
&(4.3e) \quad \tilde{\mathcal{L}}'_{\sigma_u}(\chi, \varphi_{\sigma_u}) = 0 \quad \forall \varphi_{\sigma_u} \in Z_u, \\
&(4.3f) \quad \sigma_x, \sigma_u \geq 0 \quad \text{on } [0, T].
\end{align*}
\]
Note that these are equations in weak form with test functions taken in linear spaces. The equations are

\[ (4.4a) \quad \int_0^T (-\dot{z} - A^T z + Q(x - \bar{x}) + \sigma_x x, \varphi_x) dt \\
+ (Q_0(x(0^-) - \bar{x}_0) - z(0), \varphi_x(0^-)) \\
+ (Q_T(x(T^+) - \bar{x}_T) + z(T), \varphi_x(T^+)) = 0 \quad \forall \varphi_x \in \hat{W}, \]

\[ (4.4b) \quad \int_0^T (R(u - \bar{u}) - B^T z + \sigma_u u, \varphi_u) dt = 0 \quad \forall \varphi_u \in U, \]

\[ (4.4c) \quad \int_0^T (\dot{x} - Ax + Bu, \varphi_x) dt = 0 \quad \forall \varphi_x \in \mathcal{V}, \]

\[ (4.4d) \quad I_0x(0^-) = x_0, \quad I_Tx(T^-) = x_T, \]

\[ (4.4e) \quad \int_0^T \varphi_{\sigma_x}(|x|^2 - \bar{r}_x^2) dt = 0 \quad \forall \varphi_{\sigma_x} \in Z_x, \]

\[ (4.4f) \quad \int_0^T \varphi_{\sigma_u}(|u|^2 - \bar{r}_u^2) dt = 0 \quad \forall \varphi_{\sigma_u} \in Z_u. \]

Note that the former variational inequalities (2.5a), (2.5b) have now become equations (4.4a), (4.4f) by the introduction of the terms \( \sigma_x \) and \( \sigma_u u \), which are supported in the contact sets \( \omega_x \) and \( \omega_u \), respectively.

In order to identify the multipliers \( \sigma_x \) and \( \sigma_u \) we note that, by (4.3a), (4.3b),

\[ \mathcal{L}_x^h(\chi, \varphi_x) = \mathcal{L}_x'(\xi, \varphi_x) + \int_0^T \sigma_x(x(t), \varphi_x(t)) dt = 0 \quad \forall \varphi_x \in \hat{W}, \]

\[ \mathcal{L}_u^h(\chi, \varphi_u) = \mathcal{L}_u'(\xi, \varphi_u) + \int_0^T \sigma_u(x(t), \varphi_u(t)) dt = 0 \quad \forall \varphi_u \in U. \]

Given a solution \( \xi \) of the variational inequality (2.4), these equations determine \( \sigma_x \) and \( \sigma_u \).

4.3. Discrete augmented optimality conditions. In order to derive a discrete version of (4.3), we introduce the discrete versions of the active sets and the discrete multiplier function spaces,

\[ \omega_{x,h} = \{ t \in [0, T] : \|x_h(t)\| = r_x \}, \]

\[ \omega_{u,h} = \{ t \in [0, T] : \|u_h(t)\| = r_u \}, \]

\[ Z_h = \{ \sigma \in \mathcal{C}([0, T], \mathbb{R}) : \sigma|_{J_n} \in P^1(J_n, \mathbb{R}), n = 1, \ldots, N \}, \]

\[ Z_{x,h} = \{ w \in Z_h : w(t) = 0 \text{ on } [0, T] \setminus \omega_{x,h} \}, \]

\[ Z_{u,h} = \{ u \in Z_h : u(t) = 0 \text{ on } [0, T] \setminus \omega_{u,h} \}. \]

Additionally, the sets

\[ \mathcal{Y}_h = \mathcal{X}_h \times Z_h \times Z_h, \]

\[ \mathcal{Y}_{ad,h} = \mathcal{K}_h \times Z_{x,h} \times Z_{u,h}. \]
are introduced and the discrete Lagrange multipliers $\sigma_{x,h} \in \mathcal{Z}_{x,h}$, and $\sigma_{u,h} \in \mathcal{Z}_{u,h}$, are defined by, c.f. [4.5],

\[
\int_0^T \sigma_{x,h}(x_h, \varphi_{x,h}) \, dt = -\mathcal{L}_x'(x_h, u_h, z_h, \varphi_{x,h}) \quad \forall \varphi_{x,h} \in \tilde{\mathcal{W}}_h, \\
(4.6) \int_0^T \sigma_{u,h}(u_h, \varphi_{u,h}) \, dt = -\mathcal{L}_u'(x_h, u_h, z_h, \varphi_{u,h}) \quad \forall \varphi_{u,h} \in \mathcal{U}_h.
\]

Once $\xi_h = (x_h, u_h, z_h) \in \mathcal{K}_h$ is found by solving the variational inequality [3.1], we can solve for $\sigma_{x,h}$ and $\sigma_{u,h}$. Then $\chi_h = (x_h, u_h, z_h, \sigma_{x,h}, \sigma_{u,h}) \in \mathcal{Y}_{ad,h}$ satisfies

\[
\tilde{\mathcal{L}}_x'(\chi_h, \varphi_{x,h}) = 0 \quad \forall \varphi_{x,h} \in \tilde{\mathcal{W}}_h, \\
\tilde{\mathcal{L}}_u'(\chi_h, \varphi_{u,h}) = 0 \quad \forall \varphi_{u,h} \in \mathcal{U}_h, \\
(4.7c) \tilde{\mathcal{L}}_z'(\chi_h, \varphi_{z,h}) = 0 \quad \forall \varphi_{z,h} \in \mathcal{V}_h, \\
\tilde{\mathcal{L}}_{\sigma_x}(\chi_h, \varphi_{\sigma_x}) = 0 \quad \forall \varphi_{\sigma_x} \in \mathcal{Z}_{x,h}, \\
(4.7e) \tilde{\mathcal{L}}_{\sigma_u}(\chi_h, \varphi_{\sigma_u}) = 0 \quad \forall \varphi_{\sigma_u} \in \mathcal{Z}_{u,h}.
\]

4.4. An error representation formula. In order to estimate the absolute value of the error, the one-sided error estimate in Theorem 4.1 is not enough. Therefore we present a representation formula for the error based on the augmented Lagrangian in (4.2). First, we introduce the new residuals by splitting $\tilde{\mathcal{L}}'(\chi_h, \varphi)$ into partial derivatives:

\[
\tilde{\rho}_x(\chi_h, \varphi_x) = \mathcal{J}_x'(x_h, u_h, \varphi_x) + \mathcal{F}_x'(x_h, u_h, z_h, \varphi_x) \\
+ \int_0^T \sigma_{x,h}(x_h, \varphi_{x}) \, dt \quad \forall \varphi_x \in \tilde{\mathcal{W}}, \\
\tilde{\rho}_u(\chi_h, \varphi_u) = \mathcal{J}_u'(x_h, u_h, \varphi_u) + \mathcal{F}_u'(x_h, u_h, z_h, \varphi_u) \\
+ \int_0^T \sigma_{u,h}(u_h, \varphi_{u}) \, dt \quad \forall \varphi_u \in \mathcal{U}, \\
\tilde{\rho}_z(\chi_h, \varphi_z) = \mathcal{F}(x_h, u_h, \varphi_z) \quad \forall \varphi_z \in \mathcal{V}, \\
\tilde{\rho}_{\sigma_x}(\chi_h, \varphi_{\sigma_x}) = \frac{1}{2} \int_0^T \varphi_{\sigma_x}(\|x_h\|^2 - r_x^2) \, dt \quad \forall \varphi_{\sigma_x} \in \mathcal{Z}, \\
\tilde{\rho}_{\sigma_u}(\chi_h, \varphi_{\sigma_u}) = \frac{1}{2} \int_0^T \varphi_{\sigma_u}(\|u_h\|^2 - r_u^2) \, dt \quad \forall \varphi_{\sigma_u} \in \mathcal{Z}.
\]

We will evaluate the last two residuals also at $\chi$, that is,

\[
\tilde{\rho}_{\sigma_x}(\chi, \varphi_{\sigma_x}) = \frac{1}{2} \int_0^T \varphi_{\sigma_x}(\|x\|^2 - r_x^2) \, dt \quad \forall \varphi_{\sigma_x} \in \mathcal{Z}, \\
\tilde{\rho}_{\sigma_u}(\chi, \varphi_{\sigma_u}) = \frac{1}{2} \int_0^T \varphi_{\sigma_u}(\|u\|^2 - r_u^2) \, dt \quad \forall \varphi_{\sigma_u} \in \mathcal{Z}.
\]
Note that $\tilde{\rho}_z(\chi_h, z - \tilde{z}_h)$ is the same as $\rho_z$ in Theorem 4.1. The other residuals contain additional contributions from the contact sets.

**Theorem 4.2.** Let $\chi \in \mathcal{Y}_{ad}$ be a solution to the necessary conditions of optimality in (4.3) and let $\chi_h \in \mathcal{Y}_{ad,h}$ be a solution to its finite element approximation (4.7). Then the error in the objective functional is given by

$$\mathcal{J}(x, u) - \mathcal{J}(x_h, u_h) = \frac{1}{2} \tilde{\rho}_x(\chi_h, z - \tilde{z}_h) + \frac{1}{2} \tilde{\rho}_u(\chi_h, u - \tilde{u}_h) + \frac{1}{2} \tilde{\rho}_z(\chi_h, x - \tilde{x}_h) + \frac{1}{2} \tilde{\rho}_{\sigma_x}(\chi, \sigma_x - \sigma_x,h) + \frac{1}{2} \tilde{\rho}_{\sigma_u}(\chi, \sigma_u - \sigma_u,h) + R,$$

where $(\tilde{x}_h, \tilde{u}_h, \tilde{z}_h) \in X_h, \tilde{\sigma}_x,h \in Z_x,h, \tilde{\sigma}_u,h \in Z_u,h, \tilde{\sigma}_x \in Z_x,$ and $\tilde{\sigma}_u \in Z_u$ are arbitrary and

$$R = -\frac{1}{4} \int_0^T \left( (\sigma_x - \sigma_x,h)\|x - x_h\|^2 + (\sigma_u - \sigma_u,h)\|u - u_h\|^2 \right) dt,$$

is a remainder.

**Proof.** Let $\chi = (x, u, z, \sigma_x, \sigma_u) \in \mathcal{Y}_{ad}, \chi_h = (x_h, u_h, z_h, \sigma_x,h, \sigma_u,h) \in \mathcal{Y}_{ad,h},$ and $\xi = (x, u, z) \in \mathcal{K}.$ We have

$$\mathcal{J}(x, u) = \mathcal{L}(\xi) = \tilde{\mathcal{L}}(\chi), \quad \mathcal{J}(x_h, u_h) = \mathcal{L}(\xi_h) = \tilde{\mathcal{L}}(\chi_h),$$

so that

$$\mathcal{J}(x, u) - \mathcal{J}(x_h, u_h) = \tilde{\mathcal{L}}(\chi) - \tilde{\mathcal{L}}(\chi_h) = \int_0^1 \tilde{\mathcal{L}}'(\chi_h + s(\chi - \chi_h), \chi - \chi_h) ds.$$

This integral is computed by the trapezoidal rule as in the proof of Theorem 4.1 and we obtain

$$\mathcal{J}(x, u) - \mathcal{J}(x_h, u_h) = \frac{1}{2} \tilde{\mathcal{L}}'(\chi, \chi - \chi_h) + \frac{1}{2} \tilde{\mathcal{L}}'(\chi_h, \chi - \chi_h) + R.$$

Since the integrand $f(s) = \tilde{\mathcal{L}}'(\chi_h + s(\chi - \chi_h), \chi - \chi_h)$ contains terms that are quadratic in $s$, there is now a remainder $R = \frac{1}{2} \int_0^1 f''(s)s(s-1) ds$ and a simple calculation leads to (4.8). The first term on the right side of (4.9) is

$$\tilde{\mathcal{L}}'(\chi, \chi - \chi_h) = \tilde{\mathcal{L}}'_x(\chi, x - x_h) + \tilde{\mathcal{L}}'_u(\chi, u - u_h) + \tilde{\mathcal{L}}'_z(\chi, z - z_h) + \tilde{\mathcal{L}}'_{\sigma_x}(\chi, \sigma_x - \sigma_x,h) + \tilde{\mathcal{L}}'_{\sigma_u}(\chi, \sigma_u - \sigma_u,h).$$

From the optimality conditions in (4.3) we see that the first three terms vanish, so that

$$\tilde{\mathcal{L}}'(\chi, \chi - \chi_h) = \tilde{\mathcal{L}}'_{\sigma_x}(\chi, \sigma_x - \sigma_x,h) + \tilde{\mathcal{L}}'_{\sigma_u}(\chi, \sigma_u - \sigma_u,h) = \tilde{\rho}_{\sigma_x}(\chi, \sigma_x - \sigma_x,h) + \tilde{\rho}_{\sigma_u}(\chi, \sigma_u - \sigma_u,h).$$

These terms are not zero, since $\sigma_x - \sigma_x,h$ belongs to $Z$ but not necessarily to $Z_x$ because $\omega_{x,h} \not\subset \omega_x.$ The same argument is valid for $\sigma_u - \sigma_u,h.$ Using
that \( \tilde{\rho}_{\sigma_x} \) and \( \tilde{\rho}_{\sigma_u} \) are linear in the second argument, we can replace \( \sigma_x \) and \( \sigma_u \) by arbitrary \( \tilde{\sigma}_x \in Z_x \) and \( \tilde{\sigma}_u \in Z_u \), so that
\[
\tilde{L}'(\chi, \chi - \chi_h) = \tilde{\rho}_{\sigma_x}(\chi, \tilde{\sigma}_x - \sigma_{x,h}) + \tilde{\rho}_{\sigma_u}(\chi, \tilde{\sigma}_u - \sigma_{u,h}).
\]
The second term in (4.9) is
\[
\tilde{L}'(\chi_h, \chi - \chi_h) = \tilde{\rho}_x(\chi_h, z - z_h) + \tilde{\rho}_u(\chi_h, u - u_h) + \tilde{\rho}_z(\chi_h, x - x_h)
\]
\[+ \tilde{\rho}_{\sigma_x}(\chi_h, \sigma_x - \sigma_{x,h}) + \tilde{\rho}_{\sigma_u}(\chi_h, \sigma_u - \sigma_{u,h}).\]
The discrete necessary conditions (4.7) mean that these residuals are orthogonal to the respective finite element function spaces, so that \( x_h, u_h, z_h, \sigma_{x,h}, \) and \( \sigma_{u,h} \) can be replaced by arbitrary \( \bar{x}_h \in \mathcal{W}_h, \bar{u}_h \in \mathcal{U}_h, \bar{z}_h \in \mathcal{V}_h, \)
\( \bar{\sigma}_{x,h} \in Z_{x,h} \), and \( \bar{\sigma}_{u,h} \in Z_{u,h} \), yielding
\[
\tilde{\rho}_x(\chi_h, z - z_h) = \tilde{\rho}_x(\chi_h, z - \bar{z}_h),
\]
\[
\tilde{\rho}_u(\chi_h, u - u_h) = \tilde{\rho}_u(\chi_h, u - \bar{u}_h),
\]
\[
\tilde{\rho}_z(\chi_h, x - x_h) = \tilde{\rho}_z(\chi_h, x - \bar{x}_h),
\]
\[
\tilde{\rho}_{\sigma_x}(\chi_h, \sigma_x - \sigma_{x,h}) = \tilde{\rho}_{\sigma_x}(\chi_h, \bar{\sigma}_{x,h}),
\]
\[
\tilde{\rho}_{\sigma_u}(\chi_h, \sigma_u - \sigma_{u,h}) = \tilde{\rho}_{\sigma_u}(\chi_h, \bar{\sigma}_{u,h}).
\]
This completes the proof. \( \square \)

4.5. **An error estimator.** In order to derive a computable a posteriori error estimate we expand each term in the error formula separately:
\[
\tilde{\rho}_x(x_h, u_h, z_h, x - \bar{x}_h) = J'_x(x_h, u_h, x - \bar{x}_h) + J'_x(x_h, u_h, z_h, x - \bar{x}_h)
\]
\[+ \int_0^T \sigma_{x,h}(x_h, x - \bar{x}_h) \, dt,
\]
\[
\tilde{\rho}_u(x_h, u_h, z_h, u - \bar{u}_h) = J'_u(x_h, u_h, u - \bar{u}_h) + J'_u(x_h, u_h, z_h, u - \bar{u}_h)
\]
\[+ \int_0^T \sigma_{u,h}(u_h, u - \bar{u}_h) \, dt,
\]
\[
\tilde{\rho}_z(x_h, u_h, z_h, z - \bar{z}_h) = J'(x_h, u_h, z - \bar{z}_h),
\]
\[
\tilde{\rho}_{\sigma_x}(x_h, u_h, z_h, \sigma_x - \sigma_{x,h}) = \frac{1}{2} \int_0^T (\sigma_x - \sigma_{x,h})(\|x_h\|^2 - r_x^2) \, dt,
\]
\[
\tilde{\rho}_{\sigma_u}(x_h, u_h, z_h, \sigma_u - \sigma_{u,h}) = \frac{1}{2} \int_0^T (\sigma_u - \sigma_{u,h})(\|u_h\|^2 - r_u^2) \, dt,
\]
\[
\tilde{\rho}_{\sigma_x}(x, u, z, \sigma_x - \sigma_{x,h}) = \frac{1}{2} \int_0^T (\sigma_x - \sigma_{x,h})(\|x\|^2 - r_x^2) \, dt,
\]
\[
\tilde{\rho}_{\sigma_u}(x, u, z, \sigma_u - \sigma_{u,h}) = \frac{1}{2} \int_0^T (\sigma_u - \sigma_{u,h})(\|u\|^2 - r_u^2) \, dt.
\]

Here we know only \( x_h, u_h, \) and \( z_h \) and the remaining functions must be approximated. In order to do so we compute approximate solutions \( x_{\text{fine}}, \)
$u_{\text{fine}},$ and $z_{\text{fine}}$ on a finer mesh. These are used to replace $x,$ $u,$ $z$ and $\tilde{x},$ $\tilde{u},$ $	ilde{z}$ wherever they occur. Likewise, we replace $\tilde{x}_h,$ $\tilde{u}_h,$ $\tilde{z}_h$ by $x_h,$ $u_h,$ $z_h.$

The Lagrange multipliers $\sigma_{x,h},$ $\sigma_{u,h},$ $\tilde{\sigma}_{x,h},$ $\tilde{\sigma}_{u,h}$ are computed by solving the equations in (4.6) with $x_h,$ $u_h,$ and $z_h$ as coefficients. The Lagrange multipliers $\sigma_x,$ $\sigma_u,$ $\tilde{\sigma}_x,$ and $\tilde{\sigma}_u$ are approximated by solving (4.6) with $x_{\text{fine}},$ $u_{\text{fine}},$ and $z_{\text{fine}}$ as coefficients. After these substitutions we write the various residuals as elementwise sums and apply norms to the terms in an appropriate way, see [10] for details. Finally, we ignore the remainder $R,$ which is cubic in the errors in $\sigma_{x,h},$ $\sigma_{u,h},$ $x_h,$ and $u_h,$ while the residuals are formally linear in these errors.

4.6. An adaptive algorithm. The error estimator in the previous section is used for implementing an adaptive finite element method. The algorithm is described in detail in [10]. A solution is computed on a coarse mesh, then the contribution to the error estimator from each interval is computed. The mesh is refined according to the principle that the elements with the largest contribution to the total error are refined. This procedure is iterated until the required error tolerance has been achieved.

5. Numerical examples

The algorithm described in this work has been tested on several problems. These tests are described in this section.

5.1. Fuller’s problem 1. The following problem is known as Fuller’s problem [38].

\begin{equation}
\begin{aligned}
\text{Minimize} & \quad \int_0^1 x_1(t)^2 \, dt \\
\text{subject to} & \\
\begin{bmatrix} \dot{x}_1(t) \\ \dot{x}_2(t) \end{bmatrix} & = 
\begin{bmatrix} x_2(t) \\ -u(t) \end{bmatrix}, \quad 0 < t < 1, \\
\begin{bmatrix} x_1(0) \\ x_2(0) \end{bmatrix} & = 
\begin{bmatrix} 0.01 \\ 0 \end{bmatrix}, \quad \begin{bmatrix} x_1(1) \\ x_2(1) \end{bmatrix} = 
\begin{bmatrix} 0.01 \\ 0 \end{bmatrix}, \\
|u(t)| & \leq 1, \quad 0 < t < 1.
\end{aligned}
\end{equation}

(5.1)

We regularize the problem by adding the following term to (5.1):

$$\omega \int_0^1 (x_2(t)^2 + u(t)^2) \, dt,$$

with $\omega = 10^{-10}.$ It is known, that the non-regularized problem displays Fuller’s phenomenon, that is, the control makes infinitely many switchings between $\pm 1,$ but that the regularized problem only has a finite, but large, number of switchings [13, 14]. In Figure 5.1 the control is plotted and we can see that it is symmetric around $t = 0.5.$ The adaptive solver has started to resolve the switchings. The value of the goal functional for the non-regularized problem computed with an exact formula is $J(x,u) = 1.5280.$
Figure 5.1. The control in Fuller’s problem 1.

Figure 5.2. The states in Fuller’s problem 1.

$10^{-5}$ \cite{ful}. The value of the goal functional for the numerical solution is

$J(x_h, u_h) = 1.4760 \cdot 10^{-5}$. This solution is computed with the tolerance $10^{-4}$. 

5.2. Fuller’s problem 2. Changing the boundary values in (5.2) to
\[
\begin{bmatrix}
  x_1(0) \\
  x_2(0)
\end{bmatrix} = \begin{bmatrix} 0.1 \\
  0 \end{bmatrix}, \quad \begin{bmatrix}
  x_1(1) \\
  x_2(1)
\end{bmatrix} = \begin{bmatrix} 0.1 \\
  0 \end{bmatrix},
\]
gives a problem where Fuller’s phenomenon does not occur \[\textcircled{9}\]. The result can be found in Figure \[\textcircled{5.3}\].

5.3. Lane change maneuver. In this subsection we present a stabilization maneuver taken from vehicle dynamics. A vehicle is described by a particle on which a steering force, \(F_Y\), and a braking force, \(F_X\), are acting as controls. The vehicle has an initial velocity in both the \(X\)- and \(Y\)-directions and it has an initial position \(Y = 8\) m. The aim is to find the optimal way to steer and brake in order to reach another lane at \(Y = 0\) m, where the vehicle is moving only in the \(X\)-direction, that is \(V_Y = 0\). We minimize \(\int_0^T Y^2 \, dt\) for fixed \(T = 4.15\) s, and with additional regularization the problem is:

Minimize \[
\frac{1}{2} \int_0^T \left\{ Y(t)^2 \\
+ \omega (X(t)^2 + V_X(t)^2 + V_Y(t)^2 + F_X(t)^2 + F_Y(t)^2) \right\} dt
\]
subject to the dynamics of the vehicle,

$$
\begin{bmatrix}
\dot{X} \\
\dot{Y} \\
\dot{V}_X \\
\dot{V}_Y
\end{bmatrix} =
\begin{bmatrix}
V_X \\
V_Y \\
F_X \\
F_Y
\end{bmatrix}, \quad 0 < t < T;
\begin{bmatrix}
X(0) \\
Y(0) \\
V_X(0) \\
V_Y(0)
\end{bmatrix} =
\begin{bmatrix}
0 \\
8 \\
24 \\
14.4
\end{bmatrix}, \quad V_Y(T) = 0,
$$

$$F_X^2 + F_Y^2 \leq (\mu g)^2, \quad 0 < t < T.$$  

The inequality constraint means that the force (divided by the mass of the vehicle) is limited by the friction circle. We use the friction coefficient $\mu = 1$ and acceleration of gravity $g = 10 \text{ m/s}^2$. We emphasize that the problem that we really want to solve from a vehicle dynamics point of view has $\omega = 0$. However, due to numerical reasons we must regularize and use $\omega > 0$. Here we present a solution with $\omega = 10^{-10}$. The results presented are computed with the tolerance $10^{-4}$ for the discretization error.

The results are shown in Figures 5.4–5.8. In Figure 5.4 the optimal track is shown. The same figure displays the solution obtained with the optimal control module PROPT [13] and we see that the solutions coincide. The velocities of the vehicle in the $X$- and $Y$-directions are shown in Figure 5.5 and we note that $V_X$ is constant because the vehicle is only steering and no braking takes place, which can be seen in Figure 5.6 where the controls are plotted. The force acting in the $X$-direction, $F_X$, is equal to zero during the whole maneuver and only the steering force is active. We also note that the forces are on the friction circle, that is $F_X^2 + F_Y^2 = (\mu g)^2$. This is expected since the optimization problem is convex ($K$ and $J$ are convex). Figure 5.7 shows the size of the error when the mesh is refined adaptively or uniformly. The advantage of the adaptive solver is clear when looking at the number of nodes needed to reach a precision of $10^{-4}$. Approximately one third more nodes are used in the case of uniform refinement in order to reach the same accuracy. The figure also implies that this effect will be more clear when decreasing the tolerance further. Finally, the adapted mesh is shown in Figure 5.8.

6. Conclusions

This work aimed at investigating the potential use of adaptive finite element methods for solving optimal control problems with inequality constraints on controls and states. The contributions consist of setting the problem in a mathematical framework, deriving an $a$ posteriori error estimate, and the implementation of an adaptive algorithm. The results so far
Figure 5.4. The track of the vehicle computed with the adaptive finite element solver and the optimal control module PROPT.

Figure 5.5. The velocities in the $X$-direction and the $Y$-direction respectively. Note that $V_X$ is constant.

show that the use of an adaptive finite element method can contribute to automation of the solution of optimal control problems.
At this stage more focus has to be put on the issue of effectiveness of the implementation of the algorithm. We also have to address the problem of handling inequality constraints for non-linear problems.
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