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A POSTERIORI ERROR ESTIMATES FOR

A COUPLED WAVE SYSTEM WITH A LOCAL DAMPING

M. ASADZADEH∗, D. ROSTAMY†, AND F. ZABIHI†

Abstract. In this paper we study a finite element method applied to a system
of coupled wave equations, in a bounded smooth domain in R

d, d = 1, 2, 3,
associated with a locally distributed damping function. We start with a, spa-

tially continuous finite element formulation allowing jump discontinuities in
time. This approach yields, L2(L2) and L∞(L2), a posteriori error estimates
in terms of weighted residuals of the equation system. The proof of the a
posteriori error estimates are based on the strong stability estimates for the
corresponding adjoint equations. Optimal convergence rates are derived upon
the maximal available regularity of the exact solution and justified through
numerical examples.

1. Introduction

The finite element study for the system of one dimensional damped wave equation
has been considered by several authors in various settings (see, e.g. [4], [5], and
the references therein). The corresponding study for the multi-dimensional wave
equation system is, however, more involved and a reasonable numerical analysis is
possible only in very restrictive cases. Hence, the approximate solution of the wave
propagation in an arbitrary domains in higher dimensions, especially in the system
form, and with a rigorous error analysis is of vital interest. The advantages of a
posteriori error bounds based on the fact that they are in terms of the residual
of the computed (and therefore known) approximate solutions, rather than some
norms of the unknown exact solution, which is the matter of the a priori error
estimates. There are various approaches to a posteriori error estimates applied to
a large number of problems ( see, e.g. [1], [2]-[3], [7], and [9]-[11]).

In this paper, we consider a system of coupled, multidimensional, wave equations
associated with locally damping terms. Then, introducing some vector quantities
related to the solution, we reformulate this hyperbolic system as a new elliptic
system of equations. We also formulate a streamline diffusion method (SDM) ad-
equate for the finite element solution for the hyperbolic type pdes. This, however,
will not be our main concern. Instead, we shall focus on a, spatially continuous,
finite element scheme (with a streamline-diffusion type structure, but without the
streamline-diffusion term) for the new elliptic system of equations where we allow
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jump discontinuities over certain time levels. For this system, we derive a posteriori
error estimates in L2(L2) and L∞(L2) norms. In our numerical examples we do
insert the streamline diffusion term in the scheme.

Studies of this type are considered by Gergoulus and co-workers [7] where they
used Galerkin finite element method for linear wave equation, without damping
term, and obtained a posteriori error estimates in L∞(L2) norm. Johnson [12]
proved existence of solution for the second order hyperbolic problems, and used
discontinues Galerkin method to obtain a priori and a posteriori L2 error estimates.

Our concern is a model problem, of interest in computational fluid mechanics and
plasma physics, cf [8], formulated as follows: construct an algorithm for numerical
solution of a coupled wave system with energy decay such that the error between
the exact and computed solution, in a given norm, may be guaranteed to be be-
low a given tolerance such that the computational work is nearly minimal. More
specifically, we consider the following system of linear coupled wave equations:























utt − ∆u+ α(x)(ut − vt) = 0, in Ω × [0,∞),
vtt − ∆v + α(x)(vt − ut) = 0, in Ω × [0,∞),
u = v = 0, in ∂Ω × [0,∞),
u(x, 0) = u0(x), v(x, 0) = v0(x), in Ω,
ut(x, 0) = u1(x), vt(x, 0) = v1(x), in Ω, (ut := ∂u/∂t),

(1.1)

where, Ω ⊂ R
d, d = 1, 2, 3; is a bounded domain with smooth boundary ∂Ω (for

d = 2, 3) and α ∈ W 1,∞(Ω), is a damping term, such that α(x) ≥ 0 in Ω, with

α0 :=

∫

Ω

α(x) dx > 0.

Hence, α(x) may vanish at some points of the domain Ω, but its support has a
positive measure. Here ∆ denotes the Laplace operator in the space variable x.

For the existence and uniqueness of solution for the continuous problem (1.1),
we refer to Raposo and Bastos, [14]. Komornik and Bopeng [13] proved that the
solution for (1.1) has an exponentially decaying energy, associated with a locally
distributed damping in a bounded, smooth, multidimensional domain. We use a
vector form and reformulate the equation system (1.1) as an abstract elliptic pde
system, viz

(1.2)

{

Lu := ut +Au = 0, in Ω × [0,∞),
u(0) = u0, in Ω,

where u(x, t) = (u(x, t), φ(x, t), v(x, t), ψ(x, t))T , with φ = ut, ψ = vt and the
operator A is defined as

A : [H1
0 × L2]

2 −→ [H1
0 × L2]

2,

with the domain of definition D(A) = [(H1
0

⋂

H2)×H1
0 ]2, and the matrix-operator

form

A =









0 −I 0 0
−∆ α(x)I 0 −α(x)I
0 0 0 −I
0 −α(x)I −∆ α(x)I









,

where I is the identity operator. We also denote the initial data by u0(x) =
(u0(x), u1(x), v0(x), v1(x))

T . Let now L2(Ω × [0,∞)) := H0(Ω × [0,∞)) be the
usual Sobolev spaces of Lebesgue square integrable functions defined in Ω× [0,∞).
By H1

0 (Ω × [0,∞)) we shall mean a subspace of H1(Ω × [0,∞)), consisting of the
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functions vanishing on ∂Ω× [0,∞), where H1
0 (Ω× [0,∞)) consists of all functions in

H0(Ω× [0,∞)) having also all their first order partial derivatives in H0(Ω× [0,∞)).
The remaining part of this paper is organized as follows: In Section 2 we give the

preliminaries and formulate the finite element method for (1.2), considering space-
time slabs: Sn := Ω×In, with In = (tn−1, tn), n = 1, 2, . . . , n, being subintervals of
the time domain. In Section 3.1, we study a posteriori error estimates for (1.2), and
derive optimal L2(L2) and L∞(L2) norm error bounds. The main ingredients of
the proof are through a duality argument. In Section 3.2, we introduce projection
operators and, once again using duality, derive the interpolation estimates and
complete the proofs of the a posteriori error bounds. Section 4 is devoted to the
proofs of the strong stability estimates for the dual problems. Some computational
results are given in Section 5.

2. Notations and preliminaries

In this section, we consider a time discontinuous Galerkin method for solving
(1.2) that is based on using finite elements over the space-time domain Ω × [0, T ].
To define this method, let 0 = t0 < t1 < ... < tN = T be a subdivision of
the time interval [0, T ] into the subintervals In = (tn, tn+1), with the time steps
kn = tn+1 − tn , n = 0, 1, ..., N − 1, and introduce the corresponding space-time
slabs:

(2.1) Sn = { (x, t) : x ∈ Ω, tn < t < tn+1 }, n = 0, 1, ..., N − 1.

For notational convenience, we shall denote the mesh function for the time dis-
cretization by k = k(t), where k(t) = kn for t ∈ (tn, tn+1). Further, we shall
assume that, in the one-dimensional case, Ω is a bounded open interval, and for
d ≥ 2, Ω is an open bounded subset of R

d with a piecewise smooth boundary ∂Ω.
We shall use standard procedure partitioning Ω into subintervals (d = 1), quasiu-
niform triangular elements (d = 2), or tetrahedrons (with corresponding minimal
vertex angle conditions) for d = 3.

2.1. The time discontinuous Galerkin scheme. For each n let Un be a finite
element subspace of [H1

0 (Sn)×L2(Sn)]2. On each slab Sn we formulate a spatially
continuous problem as: for each n = 0, ..., N − 1, find un ∈ Un such that

(2.2) (un
t +Aun,g)n + 〈un

+,g+〉n = 〈un
−,g+〉n, ∀ g ∈ Un,

where, we use the following notations:

(w,g)n =

∫

Sn

wT · gdxdt,

〈w,g〉n =

∫

Ω

wT (x, tn) · g(x, tn)dx,

w±(x, t) = lim
s→0±

w(x, t+ s),

The 〈· , ·〉-term yields a jump which imposes a weakly enforced continuity condition
across the slab interfaces at each time level t = tn: a mechanism which governs the
flow of information from one slab to adjacent one in the positive time direction.
Note that, we have defined the inner product in the space [H1

0 (Sn) × L2(Sn)]2,
n = 0, 1, ..., N − 1, and with

uj = (uj , φj , vj , ψj)
T , j = 1, 2,
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by

(2.3) (u1,u2)n =

∫

Sn

(∇u1 · ∇u2 + ∇v1 · ∇v2 + φ1φ2 + ψ1ψ2) dx dt.

Summing over n, we get the function space U :=
∏N−1

n=0 Un. Thus we may rewrite
(2.2) in a more concise form as follows: find ũ ∈ U such that

(2.4) B(ũ,g) = L(g), ∀g ∈ U,

where the bilinear form B(·, ·) and the linear form L(·) are define by

(2.5) B(ũ,g) =

N−1
∑

n=0

(un
t +Aun, g)n +

N−1
∑

n=1

〈[un],g+〉n + 〈un
+,g+〉0,

and

(2.6) L(g) = 〈u0,g+〉0,

respectively. A corresponding weak variational formulation for the continuous prob-
lem (1.2) would be as

(2.7) B(u,g) = L(g), ∀g ∈ [H1
0 (Ω) × L2(Ω)]2,

were in (2.5) we replace ũ and u by u and put the jumps [u] ≡ 0. We let now
un = (un, φn, vn, ψn)T and introduce the jump

[un] = ([un], [φn], [vn], [ψn])T ,

where for q = un, φn, vn, ψn we have [q] = q+− q−. Finally, we let Th be a partition
of Ω into a quasiuniform triangular (d = 2) or tetrahedral (d = 3) domains of the
maximal diameter h (the mesh size) and introduce

Un
h = {un ∈ [H1

0 (Sn) × L2(Sn)]2 : un|K ∈ [Pℓ(K) × Pℓ(K)]2 for K ∈ Th}.

Where Pℓ(K) denotes the set of polynomials in K of degree less than or equal ℓ
and we define the discrete function space Uh, by

Uh =

N−1
∏

n=0

Un
h.

Thus (2.4) can be reformulated as follows: find uh ∈ Uh such that

(2.8) B(uh,g) = L(g), ∀g ∈ Uh.

Finally, subtracting (2.8) from (2.7), for g ∈ Uh, we end up with the Galerkin
orthogonality relation

(2.9) B(e,g) = 0, ∀g ∈ Uh,

where e = u − uh, represents the error.

3. A posteriori error analysis

In this section, we estimate the error of a particular approximation of solution, in
some weighted norms, by using the information from computation. The procedure
is split in the following two steps.
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3.1. Dual problem, stability and error representation formula in L2(L2).
In this part, we shall state the dual problem for the weak (variational) formulation
given for the continuous problem (1.2), with jump discontinuities across time levels
t = tn. Find uh ∈ Uh, such that for n = 0, 1, . . . , N − 1:

(3.1)

N−1
∑

n=0

(un
h,t +Aun

h ,g)n +

N−1
∑

n=1

〈[un
h],g+〉n + 〈un

h,+,g+〉0 = 〈u0,g+〉0,

where g ∈ Uh and u0
h,− = u0. In order to obtain a representation of the error, we

consider the following dual problem: find Φ ∈ [H1
0 (Ω × [0,∞)) × L2(Ω × [0,∞))]2,

such that

(3.2)

{

L∗Φ ≡ −Φt +AT Φ = Ψ−1e, in Ω,

Φ(x, t)
∣

∣

∣

t=T
= 0, x ∈ Ω,

where L∗ denotes the adjoint of the differential operator L describing the left hand
side of the first equation in (1.2), and Ψ is a positive weight function. Note that
this problem is computed ”backward”, but there is a corresponding change in sign.
In what follows, we use the following notation of weighted L2 norm:

(3.3) ‖ u ‖Lψ
2
(Ω)= (u,Ψu)

1/2
Ω .

Multiplying (3.2) by e and integrating by parts over Ω yields the following error
representation formula:

(3.4) ‖ e ‖2

LΨ−1

2
(Ω)

= (e,Ψ−1e)Ω = (e,L∗Φ)Ω =
N−1
∑

n=0

(e,−Φt)n +
N−1
∑

n=0

(e, AT Φ)n.

Further partial integration in t yields

(3.5) (e,−Φt)n = −

∫

Ω

(

eT (x, t) · Φ(x, t)
∣

∣

∣

t=tn+1

t=tn

)

dx+ (et,Φ)n.

We recall that e = e(x, t) = (e1, e2, e3, e4)
T and Φ = Φ(x, t) = (φ1, φ2, φ3, φ4)

T ,
moreover for n = 0, 1, ..., N − 1:

(e, AT Φ)n =

∫

Sn

eT









0 −∆ 0 0
−I α(x)I 0 −α(x)I
0 0 0 −∆
0 −α(x)I −I α(x)I

















φ1

φ2

φ3

φ4









dxdt

=

∫

Sn

[e1, e2, e3, e4]









−∆φ2

−φ1 + α(x)φ2 − α(x)φ4

−∆φ4

−α(x)φ2 − φ3 + α(x)φ4









dxdt.

(3.6)
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Hence

(e, AT Φ)n =

=

∫

Sn

(−e1∆φ2) + e2(−φ1 + α(x)(φ2 − φ4)) − e3∆φ4 + e4(−φ3 + α(x)(φ4 − φ2))

=

∫

Sn

(∇e1 · ∇φ2 − e2φ1 + α(x)(e2φ2 − e2φ4 − e4φ2 + e4φ4) + ∇e3 · ∇φ4 − e4φ3)

=

∫

Sn

(−∆e1φ2 − e2φ1 + α(x)(e2φ2 − e2φ4 − e4φ2 + e4φ4) − ∆e3φ4 − e4φ3)dxdt

=

∫

Sn

(Ae)T · Φdxdt = (Ae,Φ)n.

Now we compute the sum of the jumps appearing on the right hand side of (3.5),

J =

N−1
∑

n=0

∫

Ω

(

eT (x, tn+1) · Φ(x, tn+1) − eT (x, tn) · Φ(x, tn)
)

dx

= (〈e−,Φ−〉1 − 〈e+,Φ+〉0) + (〈e−,Φ−〉2 − 〈e+,Φ+〉1) + . . .+

+ (〈e−,Φ−〉N−1 − 〈e+,Φ+〉N−2) + (〈e−,Φ−〉N − 〈e+,Φ+〉N−1).

We rearrange the above sum writing Φn
− = Φn

− − Φn
+ + Φn

+, for n = 1, ..., N − 1.
Then, we may write

−J = 〈e−,Φ−〉N + 〈e+,Φ+〉0 +

N−1
∑

n=0

〈[e],Φ+〉n +

N−1
∑

n=0

〈e−, [Φ]〉n.

According to (3.2), Φ(·, tN = T ) = 0 and since e0
− = [u0] = 0, we get

(3.7) J =

N−1
∑

n=0

〈[uh],Φ+〉n.

Hence, using (3.5)- (3.7) in (3.4), yields

‖ e ‖2

LΨ−1

2
(Ω)

=

N−1
∑

n=0

(et,Φ)n +

N−1
∑

n=0

(Ae,Φ)n −

N−1
∑

n=0

〈[uh],Φ+〉n

=
N−1
∑

n=0

((u − uh)t +A(u − uh),Φ)n −
N−1
∑

n=0

〈[uh],Φ+〉n

=

N−1
∑

n=0

(−uh,t −Auh,Φ)n −

N−1
∑

n=0

〈[uh],Φ+〉n.

So that recalling (3.1) and using the Galerkin orthogonality (2.9), we obtain the
final form of the error representation formula

(3.8) ‖ e ‖2

LΨ−1

2
(Ω)

=

N−1
∑

n=0

(uh,t +Auh, Φ̂ − Φ)n +

N−1
∑

n=0

〈[uh], (Φ̂ − Φ)+〉n ≡ I + II,

where Φ̂ ∈ Uh is an interpolant of Φ. The idea is now to estimate Φ̂−Φ in terms of
Ψ−1e using strong stability estimates for the solution Φ of the dual problem (3.2).
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3.2. A posteriori error estimates for the dual solution in L2(L2). Here, for

the interpolant Φ̂ ∈ Uh in (3.8), we may consider a certain space-time L2-projection
of Φ. To this end first we define the projections:

Pn : [H1
0 × L2]

2 =⇒ Un
h,

and the, local, time averages

πn : [L2(Sn)]4 −→ Π0,n = {u ∈ [L2(Sn)]4 : u(x, .) is constant on In, x ∈ Ω},

satisfying
∫

Ω

(PnΦ)T · u dx =

∫

Ω

ΦT · u dx, ∀u ∈ Un
h ,

πnu |Sn=
1

kn

∫

In

u(·, t) dt, ∀u ∈ Π0,n.

Then, we define Φ̂ |Sn∈ Un
h as

Φ̂ |Sn= PnπnΦ = πnPnΦ ∈ Un
h ,

where Φ = Φ |Sn . Further, if we introduce P and π defined by

(PΦ) |Sn= Pn(Φ |Sn),

and

(πΦ) |Sn= πn(Φ |Sn),

respectively, then we can choose Φ̂ ∈ Uh to be

Φ̂ = PπΦ = πPΦ.

Now, we define the residuals for the computed solution uh by

R0 = uh,t+Auh, R1 = (un
h,+−un

h,−)/kn on Sn, R2 = (Pn − I)un
h,−/kn on Sn,

where I is the identity operator. Below, in our a posteriori approach we shall see
how these residuals will appear in a natural way.

To estimates I and II we shall use stability estimates based on the following
interpolation estimate for the projection operator P .

Lemma 3.1. There is a constant C such that for a given residual R ∈ L2(Ω),

(3.9) | (R,Φ − PΦ)Ω |≤ C ‖ h2(I − P )R ‖
LΨ−1

2
(Ω)

‖ Φ ‖Ḣ2,Ψ(Ω),

where Ḣ2,Ψ is, the Ψ-weighted, seminorm.

Proof. The proof is an extension of the one space dimensional approach given in
[11] (see also [8]), the details are lengthy and therefore omitted. �

Now, we prove the a posteriori error estimates by bounding the terms I and II
in the error representation formula (3.8). To this end we introduce the stability
factors (see [4] and [6]) associated with discretization in time and space, defined by

(3.10) γt
e

=
‖ Φt ‖LΨ

2
(Ω)

‖ e ‖
LΨ−1

2
(Ω)

,

and

(3.11) γx
e

=
‖ Φ ‖Ḣ2,Ψ(Ω)

‖ e ‖
LΨ−1

2
(Ω)
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respectively. We now combine (3.8), the interpolation estimate (3.9) and the strong
stability factors (3.10) and (3.11), and derive the L2(L2) a posteriori error estimates
for the finite element scheme (3.1).

Theorem 1. Let u be the solution of the continuous problem (1.2) and uh its finite
element approximation given by (3.1). Then, the error e := u− uh, satisfies

‖ e ‖
LΨ−1

2
(Ω)

≤ Cγx
e
‖ h2(I − P )R0 ‖

LΨ−1

2
(Ω)

+Cγt
e
‖ knR1 ‖

LΨ−1

2
(Ω)

+ γx
e
‖ h2R2 ‖

LΨ−1

2
(Ω)

+γt
e
‖ knR2 ‖

LΨ−1

2
(Ω)

.
(3.12)

Proof. Using the above notation, from (3.8) we have

‖ e ‖2

LΨ−1

2
(Ω)

=

N−1
∑

n=0

(R0, Φ̂ − Φ)n +

N−1
∑

n=0

〈[uh], (Φ̂ − Φ)+〉n := I + II.

We shall estimate I and II separately. Writing Φ̂ − Φ = Φ̂ − PΦ + PΦ − Φ and
using Φ̂n = πnPΦ, we have

I =

N−1
∑

n=0

(R0, Φ̂n − PΦ + PΦ − Φ)n =

N−1
∑

n=0

(R0, (πn − I)PΦ)n +

N−1
∑

n=0

(R0, PΦ − Φ)n

≤ C ‖ h2(I − P )R0 ‖
LΨ−1

2
(Ω)

‖ Φ ‖Ḣ2,Ψ(Ω),

where we have used the fact that R0 is constant in time and by the definition of
the projections we can easily get that the contribution form the first term in the
first sum is zero. To estimate II we use (3.9) and the identity

Φn
+(x) = Φ(x, t) −

∫ t

tn

∂

∂τ
Φ(x, τ) dτ,

so that integrating over In yields

(3.13) knΦn
+(x) =

∫

In

Φ(x, t)dt−

∫

In

∫ t

tn

Φτ (x, τ)dτdt,

where Φτ = ∂Φ
∂τ and Φ̂n = Φ̂(·, tn). Now we rewrite II as

II =

N−1
∑

n=0

〈

kn
[uh]

kn
, (Φ̂ − Φ)+

〉

n
=

N−1
∑

n=0

〈

kn
[uh]

kn
, (Φ̂n − PΦ + PΦ − Φ)+

〉

n

=

N−1
∑

n=0

〈

kn
[uh]

kn
, (Φ̂n − PΦ)+

〉

n
+

N−1
∑

n=0

〈

kn
[uh]

kn
, (PΦ − Φ)+

〉

n
:= II1 + II2.

To estimate II1, we use (3.13) to get

II1 =

N−1
∑

n=0

〈knR1 , (Φ̂n)+ − PΦ+〉n =

N−1
∑

n=0

〈R1 , knΦ̂n − PknΦ+〉n

=
N−1
∑

n=0

〈

R1 , knΦ̂n −

∫

In

PΦ(·, t)dt+

∫

In

∫ t

tn

PΦτ (·, τ)dτdt
〉

n

=

N−1
∑

n=0

∫

In

∫ t

tn

〈R1 , PΦτ (·, τ)〉ndτdt

≤‖ knR1 ‖
LΨ−1

2
(ΩT )

‖ PΦt ‖LΨ
2

(ΩT )≤‖ knR1 ‖
LΨ−1

2
(ΩT )

‖ Φt ‖LΨ
2

(ΩT ),
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were ΩT := Ω × [0, T ]. As for the II2-terms we can write

II2 =
N−1
∑

n=0

〈

kn
[uh]

kn
, (PΦ − Φ)+

〉

n
=

N−1
∑

n=0

〈un
h,+ − un

h,−

kn
, (Pn − I)knΦ+

〉

n

=

N−1
∑

n=0

〈Pnun
h,− − un

h,−

kn
, (Pn − I)

(

∫

In

Φ(., t)dt−

∫

In

∫ t

tn

Φτ (., τ)dτdt
)〉

n

=

N−1
∑

n=0

∫

In

〈(Pn − I)un
h,−

kn
, (Pn − I)Φ(., t)

〉

n
dt

−

N−1
∑

n=0

∫

In

∫ t

tn

〈 (Pn − I)un
h,−

kn
, (Pn − I)Φτ (., t)dτdt

〉

n

≤‖ knR2 ‖
LΨ−1

2
(ΩT )

‖ Φ ‖Ḣ2,Ψ(ΩT ) + ‖ knR2 ‖
LΨ−1

2
(ΩT )

‖ Φt ‖LΨ
2

(ΩT ) .

The final estimate is obtained by collecting the terms and using the definition of
the stability factors (3.10) and (3.11). �

3.3. An a posteriori error estimates in L∞(L2). We shall now derive a pos-
teriori error bounds in the L∞(L2)-norm for the scheme (3.1). To this end, we
introduce the dual problem

(3.14)

{

L∗Φ ≡ −Φt +AT Φ = 0, in Ω, 0 < t < T,
Φ(x, T ) = E, x ∈ Ω,

where E satisfies the Poisson equation

(3.15) −∆E = e, with e(x) = u(x) − uh(x), x ∈ Ω.,

We define the energy norm

||e||L2(Ω) = (∇E(T ),∇E(T ))
1/2
Ω .

Then, using (3.15) and partial integration, we get

||e||2L2(Ω) = ||∇xE||2L2(Ω)

= 〈e− , Φ〉N +

N−1
∑

n=0

(e, L∗Φ)n = 〈e− , Φ〉N +

N−1
∑

n=0

(e , −Φt +AT Φ)n

= 〈e− , Φ〉N −

N−1
∑

n=0

eT .Φ|
tn+1

tn +

N−1
∑

n=0

(et , Φ)n +

N−1
∑

n=0

(Ae,Φ)n

=

N−1
∑

n=0

(et , Φ)n +

N−1
∑

n=0

(Ae , Φ)n −

N−1
∑

n=0

〈[uh],Φ+〉n

=
N−1
∑

n=0

(−uh,t −Auh , Φ)n −
N−1
∑

n=0

〈[uh] , Φ+〉n.

By using the Galerkin orthogonality (2.3), we may subtract the interpolant Φ̂ ∈ Uh,
from Φ on the right hand side above, without changing the norm:

(3.16) ||e||2L2(Ω) =

N−1
∑

n=0

(uh,t +Auh , Φ̂ − Φ)n +

N−1
∑

n=0

〈[uh] , (Φ̂ − Φ)+〉n.
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Here, once again we need to introduce stability factors (see (3.10)-(3.11)), this
time in modified norms, adequate in the study of the fully discrete (space-time
discretization) problem in the L∞-norm:

(3.17) γt
E =

‖ Φt ‖L1(L2(Ω))

‖ e ‖L2(Ω)
,

and

(3.18) γx
E =

‖ Φ ‖L1(Ḣ2(Ω))

‖ e ‖L2(Ω)
.

Now using interpolation estimates (3.9) and a similar argument as in the proof of
the Theorem 3.1, we get the following L∞(L2) estimate.

Theorem 2. Let u and uh be as in the Theorem 3.1. Then for the error e : u−uh,
we have,

‖ e ‖L2(Ω) ≤ Cγx
E ‖ h2(I − P )R0 ‖L∞(L2(Ω)) +Cγt

E ‖ knR1 ‖L∞(L2(Ω))

+ γx
E ‖ h2R2 ‖L∞(L2(Ω)) +γt

E ‖ knR2 ‖L∞(L2(Ω)),
(3.19)

where

||Φ||L∞(L2(Ω)) = sup
0<t<T

||Φ(·, t)||L2(Ω),

||Φ||L1(L2(Ω)) =

∫ T

0

||Φ(·, t)||L2(Ω)dt.

Proof. The proof of this theorem is a modified version of that of the previous one
and therefore is omitted. The only difference is in the use of Hölder’s inequality
‖fg‖1 ≤ ‖f‖p ‖g‖q , 1 ≤ p, q ≤ ∞, 1/p + 1/q = 1 (in the Theorem 1, p = q = 2

whereas in the Theorem 2, p = 1, q = ∞). �

4. Analytical strong stability estimates in L2(L2)

We need to estimate the strong stability factors that used in the previous sections.
Let us consider the a posteriori error estimate of the type (3.12) in Theorem 1, which
is based on using the following dual problem

(4.1)

{

L∗Φ ≡ −Φt +AT Φ = Ψ−1e, in Ω,
Φ(x, T ) = 0, x ∈ Ω.

We prove the following strong stability estimate for dual problem (4.1).

Theorem 3. For a given positive weight function Ψ(x, t), the solution Φ of the
dual problem (4.1) satisfies the following estimate

||Ψ1/2(Φt −AT Φ)||Ω = ||e||
LΨ−1

2
(Ω)
.

Proof. We multiply the equation (4.1) by −Ψ(Φt − AT Φ) and integrate over Ω to
get
∫

Ω

Ψ(Φt−A
T Φ)2dx = −

∫

Ω

e(Φt−A
T Φ)dx ≤

1

2
||Ψ−1/2e||2Ω+

1

2
||Ψ1/2(Φt−A

T Φ)||2Ω.

This yields

(4.2) ||Ψ1/2(Φt −AT Φ)||2Ω ≤ ||Ψ−1/2e||2Ω.
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Similarly, multiplying the equation (4.1) by e and integrating over Ω, yields
∫

Ω

e2Ψ−1dx = ||Ψ−1/2e||2Ω = −

∫

Ω

e(Φt −AT Φ)2dx

≤
1

2
||Ψ−1/2e||2Ω +

1

2
||Ψ1/2(Φt −AT Φ)||2Ω.

So that

(4.3) |||Ψ−1/2e||2Ω ≤ ||Ψ1/2(Φt −AT Φ)||2Ω.

Combining (4.2) and (4.3) completes the proof. �

Theorem 4. If Ψ(x, t) is a positive weight function satisfying

(4.4) Ψt +AT Ψ ≥ −Ψ, in Ω

then the solution Φ for (4.1) satisfies

||Ψ1/2Φ||Ω ≤ CT ||e||LΨ−1

2
(ΩT )

, CT = eT .

Proof. First, we multiply the equation (4.1) by ΨΦ and integrate over Ω:

−(Φt,ΨΦ(t)) + (AT Φ,ΨΦ(t)) = (e,Φ(t)).

This can be rewritten as

−
1

2

d

dt
||Ψ1/2Φ(t)||2 +

1

2
(Ψt,Φ

2(t)) + (AT Φ,ΨΦ(t)) = (e,Φ(t)).

We integrate by parts in space and then use (4.1) and Cauchy-Schwarz inequality
to get

−
1

2

d

dt
||Ψ1/2Φ(t)||2 +

1

2
(Ψt +AT Ψ,Φ2(t)) ≤ ||Ψ−1/2e||||Ψ1/2Φ||

≤
1

2
||Ψ−1/2e||2 +

1

2
||Ψ1/2Φ||2.

Hence, using (4.4), yields

−
1

2

d

dt
||Ψ1/2Φ(t)||2 −

1

2
(Ψ , Φ2(t)) ≤

1

2
||Ψ−1/2e||2 +

1

2
||Ψ1/2Φ||2,

Now, we integrate in time over the interval (t, T ), and use the fact that Ψ(·, T ) = 0,
to get that

||Ψ1/2Φ(t)||2 ≤ ||Ψ−1/2e||2ΩT + 2

∫ T

t

||Ψ1/2Φ(t)||2ds.

So that, by the Gronwall ’s inequality, we get the desired result

||Ψ1/2Φ(t)||2 ≤ e2T ||Ψ−1/2e||2ΩT .

�

We omit the proof for the analytical strong stability estimates in L∞(L2) because
it is similar to the one for the L2(L2) case above.
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5. numerical computations

In this section we consider a general numerical scheme: the streamline diffusion
(SD) method, introduced and developed by Hughes and Brooks, see e.g. [9]. The
SD method is a modified version of Galerkin’s method designed, basically, for nu-
merical investigations of hyperbolic type problems (the system (1.1) rather than
(1.2)). Roughly speaking, compared to the standard Galerkin method (SG), the
SD method is a Petrov-Galerkin type method, with modified test functions, that
combines high accuracy and good stability properties. Generally, the convergence
rate for the SG method for the hyperbolic problems is of one order lower than the
corresponding elliptic and parabolic cases. In a SD scheme the appropriate choice
of the test functions gives rise to a, weakly imposed, diffusion term which improves
the convergence rate of the SG method for hyperbolic problems by ∼ O(h1/2).

We shall implement a general scheme (both with and without SD modifica-
tion) applied to solve a one-dimensional time dependent coupling of two hyper-
bolic equations. For simplifying we shall use the notation: ΥT := (1, 1, 1, 1),
U := (u1, u2, u3, u4)

T , V := (v1, v2, v3, v4)
T . Further, for an arbitrary operator

Γ we define a product vector and a componentwise product as

Γ(U ⊗ Υ) = ΓU = (Γu1,Γu2,Γu3,Γu4)
T ,

and

U ⊙ V = (u1v1, u2v2, u3v3, u4v4)
T ,

respectively. Below we shall discuss computational aspects of the approximate
solution for (1.1), through using the SD method for (1.2): for n = 0, ..., N − 1, find
un ∈ Un such that

(5.1) (un
h,t +Aun

h , gh + δ(gh,t +Agh))n + 〈un
h,+ , gh,+〉n = 〈un

h,− , gh,+〉n,

Here δ is the SD parameter (usually δ ∼ h). Since (1.2) is a parabolic problem, the
improving potential of the δ-term (δ 6= 0 in (5.1)) is rather minimal. Nevertheless,
the scheme removes oscillatory behavior near the boundary layers. We use finite
element approximation on a space-time slab with the trial functions being piecewise
polynomials in space and piecewise linear in time; that is, for (x, t) ∈ Sn. We seek
the approximate solution

un
h(x, t) =

M
∑

i=1

{

ϕi(x)(θ1(t)ũ
n
i + θ2(t)u

n+1
i )

}

⊗ Υ

=











un
h(x, t) =

∑M
i=1 ϕi(x)(θ1(t)ũ

n
i + θ2(t)u

n+1
i )

φn
h(x, t) =

∑M
i=1 ϕi(x)(θ1(t)φ̃

n
i + θ2(t)φ

n+1
i )

vn
h(x, t) =

∑M
i=1 ϕi(x)(θ1(t)ṽ

n
i + θ2(t)v

n+1
i )

ψn
h(x, t) =

∑M
i=1 ϕi(x)(θ1(t)ψ̃

n
i + θ2(t)ψ

n+1
i )











,

(5.2)

where ϕi(xj) = δij , (j = 1, . . . ,M) is the spatial shape function at node i, i =
1, . . . ,M , and θ1(t) and θ2(t) are the piecewise linear bases functions for the subin-
terval (tn, tn+1] in the time discretization:

θ1(t) =
tn+1 − t

tn+1 − tn
=
tn+1 − t

k
,

and

θ2(t) =
t− tn

tn+1 − tn
=
t− tn
k

.
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Also, the nodal value of u for node i at (tn)+ and (tn+1)− are denoted by ũn
i and

un+1
i , respectively. Then, on each slab Sn, the test functions gn

h are defined as a
linear combination of ϕj(x)θ1(t) and ϕj(x)θ2(t), for j = 1, ..,M . Then, (5.1) is

equivalent to the following system of equations with the unknowns ũn
i and un+1

i :

for n = 0, 1, . . . , N − 1, and for all j = 0, 1, . . .M , find ũn
i and un+1

i such that

M
∑

i=1

∫

Sn

{[

(ϕi(x)(
un+1

i − ũn
i

k
) ⊙ Υ) +A

(

ϕi(x)(θ1(t)ũ
n
i + θ2(t)u

n+1
i ) ⊙ Υ

)

]

⊙

[

(ϕj(x)θ1(t))Υ + (δ((
−1

k
)ϕj(x))Υ +A(ϕj(x)θ1(t)Υ)

]

⊙ (dxdtΥ)

}

⊗ Υ = 0,

(5.3)

and,

M
∑

i=1

∫

Sn

{

[

ϕi(x)(
un+1

i − ũn
i

k
) ⊙ Υ +A(ϕi(x)(θ1(t)ũ

n
i + θ2(t)u

n+1
i ) ⊙ Υ)

]

⊙

[

ϕj(x)θ2(t)Υ + δ((
1

k
)ϕj(x))Υ +A(ϕj(x)θ2(t)Υ)

]

⊙ (dxdtΥ)

}

⊗ Υ

+
M
∑

i=1

∫

Ω

{ϕj(x)ϕi(x)(ũ
n
i − un

i ) ⊙ (Υdx)} ⊗ Υ = 0.

(5.4)

We choose ϕi as the hat-functions (a set of bases functions for piecewise linears)

ϕi(x) =
1

h







x− xi−1, x ∈ [xi−1, xi],
xi+1 − x, x ∈ [xi, xi+1],
0, elsewhere ,

defined on a uniform partition Th of Ω = [a, b], with the mesh size h := xi+1 − xi.
Thus we can compute the entries of the coefficient matrices as

Mij =
(

∫

Ω

ϕi(x)ϕj(x)dx
)

Υ =
h

6
Υ







4, j = i,
1, j = i+ 1, j = i− 1,
0, elsewhere ,

Bij =

∫

Ω

(A(ϕiϕjΥ) ⊙ (dxΥ)) ⊗ Υ =

∫

Ω

{(ϕiΥ) ⊙A(ϕjΥ) ⊙ (Υdx)} ⊗ Υ,

and

Fij =

∫

Ω

{A(ϕiΥ) ⊙A(ϕjΥ) ⊙ (dxΥ)} ⊗ Υ.

Further, using the trivial identities
∫ tn+1

tn

θ1(t)θ2(t)dt =
k

6
,

∫ tn+1

tn

θ2i (t)dt =
k

3
,

∫ tn+1

tn

θi(t)dt =
k

2
, i = 1, 2,

we get the following equivalent forms for (5.3) and (5.4),

M
∑

i=1

[

(
1

2
−

δ

k2
)Mij +

k

6
Bij +

δk

6
Fij

]T

un+1
i

+

M
∑

i=1

[

(
δ

k2
−

1

2
)Mij + (

k

3
+ δ)Bij +

kδ

3
Fij

]T

ũn
i = 0,

(5.5)
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and

M
∑

i=1

[

(
1

2
+

δ

k2
)Mij + (

k

3
+ δ)Bij +

δk

3
Fij

]T

un+1
i

+

M
∑

i=1

[

(
1

2
−

δ

k2
)Mij +

k

6
Bij +

kδ

6
Fij

]T

ũn
i +

M
∑

i=1

MT
iju

n
i = 0.

(5.6)

We may rewrite the above equations in the matrix form, for n = 0, 1, ..., N − 1, as

(5.7)
[

(
1

2
−

δ

k2
)M +

k

6
B+

δk

6
F

]

Un+1 +
[

(
δ

k2
−

1

2
)M + (

k

3
+ δ)B+

kδ

3
F

]

Ũn = 0,

and
(5.8)
[

(
1

2
+
δ

k2
)M +(

k

3
+ δ)B+

δk

3
F

]

Un+1 +
[

(
1

2
−
δ

k2
)M +

k

6
B+

kδ

6
F

]

Ũn +MUn = 0,

where

Un = [un
1 , . . . ,u

n
M ]T , Un+1 = [un+1

1 , . . . ,un+1
M ]T , and Ũn = [ũn

1 , . . . , ũ
n
M ].

5.1. Test Problem. We carry out experimental computations to solve (5.7) and
(5.8), by an AMD Opteron computer with 15 Gigabytes RAM memory with 2.2
GHz CPU. For each slab Sn, we choose a partition of the spatial interval into the
subinterval Jn

i = (xn
i−1, x

n
i ), with hn

i = xn
i − xn

i−1. For h > 0, small. We let T n
h be

a triangulation of the slab Sn into, a quasiuniform space-time triangular elements
K (cf. Fig. 1. below), satisfying a minimum angle condition. The triangulation for
Sn may be chosen independently of that of Sn−1, then a projection (from one face
to the other) will be necessary. Here, for the sake of simplicity we assume same
quasi-uniformity in all slabs and small shape variations. We shall use finite element
approximation on a space time with the trial functions being piecewise polynomials
in space and piecewise linear in time. First we compute the numerical solution for a
given δ, and with ∆x := h = 0.01, ∆t := k = 0.0005, and discretize (1.1) assuming
Ω = [−1, 1], and α(x) = x2,

u0 = v0 =











0, |x| ≥ 1,
x(x+1)

2+x , −1 ≤ x ≤ 0,
x(x−1)

2+x , 0 ≤ x ≤ 1.

In the Figure 2 below, we verify numerically the rate of convergence of the error,
in the L2-norm, for u and v, i.e, for ‖u− uh‖ and ‖v − vh‖. The results are shown
in even time steps at tj = j × ∆t and a uniform partition of the spatial domain
Ω = [−1, 1], viz x0 = −1.00, xi = x0 + i × ∆x, partition . For example, with the
above choice, the time is between t0 = 0 and tN = 200 × ∆t = 10−1. We plot the
absolute error for uij := u(i∆x, j∆t) and vij := v(i∆x, j∆t), in a grid with the
discrete times t = 0 × ∆t, 10−3 = 2 × ∆t, . . . , 10−1 = 200 × ∆t and the spatial
nodes x0 = −1.00, x1 = −0.99, ..., xM = 0, xM+1 = 0.01, ..., x2M = 1.00, (see Fig.
2). Finally, in Tables 1 and 2, we show the error for the approximate solution for
(5.1). The order of error is computed using the logarithmic division:

Order of error for w ≈ ln
Ehi(w)

Ehi+1
(w)

, w = u, v,
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where Ehi(w) = ‖w(x, 0)−whi(x, 0)‖∞, w = u, v, i = 1, 2, 3, 4, 5. The small values
for the errors are indicating the efficiency of the method. We may also observe the
behavior in initial error (the error made by the approximation in the initial data
u(x, 0) and v(x, 0)) in two independent variables x and δ, see Figures 3 and 4.

Figure 1. The slabs on Rectangle
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Figure 2: The behavior of error in time step for u and v. Here, we consider x = −1.00,−0.99, ..., 0, 0.01, ..., 1.00.
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Figure 3: The error of SD method for u(x, 0).
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Figure 4: The error of SD method for v(x, 0).
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Table 1. Ehi (u) and order of error for u by SD method at δ = 0.1 and k = 0.01

x h1 = 0.15 h2 = 0.10 h3 = 0.05 h4 = 0.01 h5 = 0.005
-1.0 0.481e-5 0.362e-6 0.431e-8 0.701e-8 0.401e-9
0.0 0.436e-6 0.911e-8 0.454e-7 0.983e-9 0.932e-12
1.0 0.734e-6 0.743e-7 0.713e-10 0.801e-9 0.210e-9

order - 2.587 2.076 1.868 3.508

Table 2. Ehi (u) and order of error for v by SD method at δ = 0.1 and k = 0.01

x h1 = 0.15 h2 = 0.10 h3 = 0.05 h4 = 0.01 h5 = 0.005
-1.0 0.4231e-5 0.362e-5 0.913e-7 0.634e-9 0.421e-9
0.0 0.206e-4 0.201e-6 0.934e-8 0.785e-9 0.762e-9
1.0 0.134e-6 0.176e-7 0.903e-8 0.701e-8 0.401e-10

order - 1.739 3.680 2.569 2.812
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