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Time-adaptive FEM for distributed parameter
identification in biological models

Larisa Beilina∗ and Irina Gainova†

Abstract We propose a time-adaptive finite element method for the solution of a pa-
rameter identification problem for ODE which describes dynamical systems of bio-
logical models. We present framework of a posteriori error estimate in the Tikhonov
functional, Lagrangian and in the reconstructed function.We also present time-mesh
relaxation property in the adaptivity, formulate the time-mesh refinement recom-
mendation and an adaptive algorithm which can be used to find optimal values of
the distributed parameters in biological models.

1 Introduction

In the present state of the art, disease control over such hard widespread infections
as HIV, hepatitis C, tuberculosis, etc. calls for interdisciplinary approaches and joint
efforts of researchers and clinicians all over the world. Although a highly efficient
antiretroviral therapy (HAART) was developed about 20 years ago, a number of
problems still remain to be solved concerning its application in the case of HIV-1
infection caused by an etiological agent (human immunodeficiency virus type 1)
[1, 2].

Study of biological systems using analysis of mathematicalmodels of these sys-
tems is important and difficult task. These models are powerful tool to understand
behavior of the complex biological systems or processes. Main challenging problem
in the study of the mathematical models is estimation of the unknown parameters of
ODE of these models from observed clinical data. Identifying the model parameters
using solution of the corresponding inverse problem in theory enables one to eval-
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2 Larisa Beilina∗ and Irina Gainova†

uate the drug efficiency, to strike a composite between a scheme and dose applied
in the disease course. This also makes allowance for the individual peculiarities of
a patient and eventually permits an optimum personal treatment to be developed.

In this paper we propose time-adaptive finite element methodfor the solution of
a Parameter Identification Problem for system of ODE which arises in description
of different biological processes, for example, see [3] andreferences therein. To do
that we utilize recent results on the Adaptive Finite Element Method (adaptivity)
for solution of hyperbolic coefficient inverse problem, see[4, 11, 12, 13, 14, 15, 17,
18, 19, 21] and chapter 4 of [16]. We also present relaxation property in adaptivity
in time which is based on results of [21] and reformulate theorems of [21] for our
specific case of system of ODE.

By the relaxation property we understand that the accuracy of the computed
solution in time improves with the refinements of the initialtime-mesh. Recently
the relaxation property in the adaptive finite element method in space applied to
the solution of CIPs was observed numerically in many publications, see, e.g.
[4, 11, 12, 13, 14, 15, 17, 18, 19]. Analytically this property was proved for the
first time in [21]. In the current paper we present the relaxation property on the
time-dependent meshes for system of ODE.

The adaptive finite element method for CIPs was developed in [8, 11, 12, 13,
14, 15], and for the parameter identification problem, see [9] and references therein,
which are different from CIPs, to some other ill-posed problems, see, e.g. [23, 25,
26].

The idea of adaptivity consists in the minimization of the Tikhonov functional on
a locally refined finite element meshes using a posteriori error estimates for the finite
element approximation of the problem under investigation.Since we are working
with a finite number of a locally refined meshes then the corresponding finite ele-
ment space is a finite dimensional one. Thus, all norms in finite dimensional spaces
are equivalent, then we use the same norm in the Tikhonov regularization term as the
one in the original space. Because of that we are usingL2-norm in the regularization
term of the Tikhonov functional and derive a posteriori error estimates also in this
norm. A posteriori error estimates inL2-norm are more efficient from the computa-
tional point of view than the standard case of a stronger norm[7, 16, 27, 30, 31] in
this term.

The proposed a posteriori error estimate for the Tikhonov functional is used in
the time-adaptive algorithm of section 7. We are planning tocheck this estimate
in numerical experiments on implementation of a parameter identification problem
for the ODE system which describes the HIV infection dynamics [3] in the future
research.
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2 Forward and Parameter Identification Problems in biological
models

2.1 Statements of the forward and parameter identification
problems with applications in biology

Let us denote byΩT = (0,T) the time domain forT > 0, whereT is the final
observation time in some mathematical model arisen in biology and governed by
the system of ODE

dx
dt

= f (x(t),q(t)), t ∈ (0,T) (1)

x(0) = 0. (2)

Here,x(t) ∈C1(ΩT) is a given state variable in timet ∈ ΩT . Problems governed
by the system of ODE (1)-(2) arises in different mathematical models for the pa-
rameter estimationq(t) which depends on the time variablet. These mathematical
models describes different biological dynamic systems, see, for example, [3] and
references therein.

The right hand side of equation (1) depends on the vector of parametersq(t) ∈
C1(ΩT). Further we assume thatf ∈C1(ΩT) with respect to statex(t) and param-
etersq(t). In our consideration the functionq(t) ∈ C (R1) belongs to the set of
admissible functionsMq such that

Mq = {q(t) : q(t) ∈ (0,d) in ΩT , q(t) = 0 outside ofΩT} (3)

with d > 1 be a number. Usually,d = 1 and in this case function 0≤ q(t) ≤ 1
represents the maximal efficiency of the biochemical process described by system
of ODE. For example, in [3] system of ODE (1)-(2) presents themathematical model
for the progression of HIV infection and treatment, and the function 0≤ q(t)≤ 1 in
this system represents the drug efficiency.

Parameter Identification Problem (PIP). Let conditions (3) hold. Assume that
the functionq(t) is unknown inside the domainΩT . Determine this function for
t ∈ ΩT , assuming that the following functiong(t) is known

x(t) = g(t), t ∈ (0,T). (4)

The functiong(t) represents measurements of the functionx(t) inside the time in-
tervalΩT .



4 Larisa Beilina∗ and Irina Gainova†

2.2 The Tikhonov functional

Let H be the Hilbert space of functions defined inΩT . Letζ ∈ (0,1) be a sufficiently
small number. Consider the functionzζ ∈C∞ [0,T] such that

zζ (t) =






1,t ∈ [0,T −2ζ ] ,
0,t ∈ [T − ζ ,T] ,
∈ [0,1], for t ∈ [0,T −2ζ ,T − ζ ] .

(5)

The Tikhonov regularization functional for the above formulated PIP correspond-
ing to the following state problem of system of ODE

du
dt

= f (u(t),q(t)), t ∈ (0,T) (6)

u(0) = 0 (7)

is

Eα(q) =
1
2

∫

ΩT

(u(t)−g(t))2zζ (t)dt+
1
2

α
∫

ΩT

(q(t)−q0)
2dt,

Eα : H → R, q0 ∈ H,

(8)

Here,q0 is the initial guess for the parameter vectorq(t) andα is the small regular-
ization parameter.

Our goal is to find functionq(t) ∈ H which minimizes the Tikhonov functional
(8). To do that we seek for a stationary point of (8) with respect to q which satisfies
∀q̄∈ H

E′
α(q)(q̄) = 0. (9)

It is well-known [5] that the functional (8) has the Fréchetderivative and it is
strongly convex [21, 16] such that

(E′
α(x)−E′

α(y),x−y)≥ α||x−y||2. (10)

2.3 The Lagrangian

To find minimum of the Tikhonov regularization functional (8) we construct the
corresponding Lagrangian. To do that first we introduce the following spaces,

H1
u(ΩT) = { f ∈ H1(ΩT) : f (0) = 0},

H1
λ (ΩT) = { f ∈ H1(ΩT) : f (T) = 0},

U = H1
u(ΩT)×H1

λ (ΩT)×L2(ΩT),
(11)
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where all functions are real valued. To compute the Fréchetderivative of the func-
tionalEα(q), we introduce the LagrangianL(v) := L(λ ,u,q),

L(v) = Eα(q)+
∫

ΩT

λ
(

du
dt

− f (u(t),q(t))

)
dt. (12)

whereλ is the Lagrange multiplier andv = (λ (t),u(t),q(t)) ∈ U . We note that if
u(t) is a solution of the system of ODE (6)-(7), thenL(v) = Eα(q).

We derive the Fréchet derivative of the Lagrangian (12) by aheuristic approach
where we assume that the functionsu(t),λ (t), andq(t) can be varied independently.
However, when the Fréchet derivative is calculated, we assume that the solutions
of the forward and adjoint problems depend onq(t). A rigorous derivation of the
Fréchet derivative requires some smoothness assumptionsfor the solutions of the
state and adjoint problems and will be presented in the another work.

Integration by parts in the second part of the equation (12) together with (7) and
conditionλ (T) = 0 leads to

L(v) = Eα(q)−
∫

ΩT

u
dλ
dt

dt−
∫

ΩT

λ f (u(t),q(t))dt. (13)

We search for a stationary point of the LagrangianL(v) which satisfies to the equa-
tion

L′(v)(v̄) = 0, ∀v̄ = (ū, λ̄ , q̄) ∈U, (14)

whereL′(v) is the Fréchet derivative of the LagrangianL at v. Now we consider
L(v+ v̄)−L(v) , ∀v̄ ∈ Ū , and single out the linear part of this expression with re-
spect to ¯v. Hence, from equations (13) and (14) we obtain

L′(v)(v̄) =
∫

ΩT

ū(u−g)zζ (t)dt+ α
∫

ΩT

q̄(q−q0)dt

+
∫

ΩT

λ̄ (du
dt − f (u,q))dt−

∫

ΩT

ūdλ
dt dt

−
∫

ΩT

ūλ f1(u,q)dt−
∫

ΩT

q̄λ f2(u,q)dt.

(15)

Here, functionsf1(u,q) and f2(u,q) are obtained after taking the Fréchet derivative
of the LagrangianL(v) with respect tou andq, correspondingly, and are derived as

f1(u,q) = d f(u,q)
du , f2(u,q) = d f(u,q)

dq . Bringing outv̄ we get following expression for
the Fréchet derivative of the LagrangianL at v

L′(v)(v̄) =
∫

ΩT

λ̄
(

du
dt − f (u,q)

)
dt

+
∫

ΩT

ū
(
(u−g)zζ (t)− dλ

dt −λ f1(u,q)
)

dt

+
∫

ΩT

q̄(α(q−q0)−λ f2(u,q))dt.

(16)
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From equations (14) and (15) we observe that every integral term in equation
(16) equals zero. This means that in equation (16) the terms with λ̄ correspond to
the forward problem (6)- (7), the terms with ¯u are the weak form of the following
adjoint equation

−
dλ
dt

= λ f1(u,q)− (u−g)zζ(t), t ∈ ΩT , (17)

λ (T) = 0. (18)

The terms with ¯q in (16) correspond to the derivative of the Lagrangian with
respect to the functionq, or to the equationL′

q(q̄) = 0. Thus, we can findq(t) from
the equation

α(q−q0)−λ f2(u,q) = 0, (19)

or

q(t) =
λ f2(u,q)

α
+q0, t ∈ ΩT . (20)

To find the functionq(t) from (20), we need first to solve the state problem (6)-(7)
to get functionu∈ H1

u and then, by knowing the solution of the state problem, we
need to solve the adjoint problem (17)- (18) to get the functionλ ∈ H1

λ .
We note, that the adjoint problem (17)-(18) should be solvedbackwards in time

(T,0). Uniqueness and existence theorems for the equations (6)-(7) and (17)-(18),
including weak solutions, can be done similarly with Chapter 4 of [29].

3 A Finite Element Method to solve equation (14)

For discretization of (13) we use the finite element method. We approximate so-
lutions of state (6)-(7) and adjoint (17)- (18) problems with continuous piecewise
linear basis functions in time. InΩT we use a partitionJτ = J of the time interval
I = (0,T) into time intervalsJ = (tk−1,tk] of the lengthτJ = tk− tk−1. We associate
with the partitionJτ the piecewise-constant time-mesh functionτ such that

τ(t) = τJ, ∀J ∈ I . (21)

We introduce the finite element spacesWu
h ⊂ H1

u (ΩT) andWλ
h ⊂ H1

λ (ΩT) for u
andλ , respectively, as

Wu
h = { f ∈ H1

u : f |J ∈ P1(J)∀J ∈ Jτ},

Wλ
h = { f ∈ H1

λ : f |J ∈ P1(J)∀J ∈ Jτ}.
(22)

For the functionq(t) we also introduce the finite element spaceVh ⊂ L2 (ΩT)
consisting of piecewise constant functions

Wq
h = { f ∈ L2 (ΩT) : f |J ∈ P0(J)∀J ∈ Jτ}. (23)
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Next we denoteUh = Wu
h ×Wλ

h ×Wq
h such thatUh ⊂U .

The finite element method for (14) now is to findvh ∈Uh such that

L′ (vh; v̄) = 0, ∀v∈Uh. (24)

More specifically, equation (24) expresses that the finite element method for (14)
is to findvh = (uh,λh,qh) ∈Uh such that∀v̄ = (ū, λ̄ , q̄) ∈Uh

∫

ΩT

duh

dt
· ūdt =

∫

ΩT

fh(uh,qh) · ūdt, (25)

−

∫

ΩT

dλh

dt
· λ̄dt =

∫

ΩT

λh f1h(uh,qh) · λ̄dt−
∫

ΩT

(uh−g)zζ (t) · λ̄dt, (26)

∫

ΩT

qh · q̄dt =

∫

ΩT

(
λh f2h(uh,qh)

α
+q0

)
q̄dt. (27)

4 An a Posteriori Error Estimate for the Lagrangian

In this section we briefly present main steps in the derivation of a posteriori error
estimate in the Lagrangian (13).

We consider the functionv∈U as a minimizer of the LagrangianL, andvh ∈Uh

and a minimizer of this functional onUh. In this consideration the functionv is a
solution of (14) andvh is a solution of (24).

We assume that we know good approximation to the exact solutionv∗ ∈U . Since
measurementsg(t) in (4) are always given with some noise level (small)σ we as-
sume that

g(t) = g∗(t)+gδ (t); g∗,gδ ∈ L2 (ΩT) ,‖gδ‖L2(ΩT ) ≤ δ . (28)

whereg∗(t) is the exact data and the functiongδ (t) represents the error in these data.
Thea posteriorierror estimatee := L(v)−L(vh) for the Lagrangian is based on

the consideration

L(v)−L(vh) =
∫ 1

0
d
dsL(sv+(1−s)vh)ds

=
∫ 1

0 L′(sv+(1−s)vh)(v−vh)ds= L′(vh)(v−vh)+R,
(29)

whereR= O
(
σ2

)
. We assume thatσ is small and then we can ignoreR in (29). We

refer to [21] and [7] for similar results in the case of a general nonlinear operator
equation.

Using Galerkin orthogonality (24) together with the splitting v−vh = (v−vI
h)+

(vI
h − vh), wherevI

h is an interpolant ofv ∈ V, see section 76.4 of [22]. It can be
easily derived from formula (76.3) of [22] that

∥∥v−vI
h

∥∥
L2(ΩT )

≤CI

∥∥∥∥τ
dv
dt

∥∥∥∥
L2(ΩT )

,∀v∈V, (30)
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whereCI =CI (ΩT) = const> 0 is the interpolation constant. By one of well known
properties of orthogonal projection operators,

‖v−Pnv‖ ≤
∥∥v−vI

h

∥∥ , ∀v∈V. (31)

Hence, from (30) and (31) follows that

‖v−Pnv‖L2(Ω) ≤CI

∥∥∥∥τ
dv
dt

∥∥∥∥
L2(Ω)

,∀v∈V. (32)

Recalling (29) we obtain the following error representation for the Lagrangian

L(v)−L(vh) ≈ L′ (vh) (v−vI
h). (33)

In (33) termsL′ (vh) represents residuals and(v− vI
h) - interpolation errors. Next,

v−vI
h can be estimated in terms of derivatives ofv and the mesh parameterτ using

formulas (31)-(32). Finally, we approximate the derivatives ofv by the correspond-
ing derivatives ofvh, similarly with [11, 14].

The dominating contribution to the error in the Lagrangian occurs in the residuals
of the reconstruction ofq(t), which can be estimated by

A(t) = |α(q−q0)−λ f2(u,q)|. (34)

Thus, the error in the Lagrangian may be decreased by refiningthe time mesh locally
in the regions where the absolute value of theL′

q(t) attains its maximum.
Theorem 4.1 can be easily derived from a combination of Theorems 4.7.1, 4.7.2

and 4.8 of [16] as well as from Theorems 3.1, 3.2 of [18].
Theorem 4.1. LetΩT ⊂ R1. For every function q∈ Mq functions v,λ ∈H1 (QT) ,

where u,λ are solutions of state and adjoint problems (6)-(7) and (17)-(18). Next,
for every q∈ Mq there exists Fŕechet derivative E′α(q) of the Tikhonov functional
Eα(q) in (8) and

E′
α(q)(t) = α(q(t)−q0)−λ f2(u(t),q(t)). (35)

The functional of the Fŕechet derivative E′α(q) acts on any function b∈ H1(ΩT) as
E′

α(q)(b) =
∫

ΩT

E′
α(q)(t)b(t)dt.

5 An a posteriori error estimate for the Tikhonov functional

In the Theorem 5 we derive an a posteriori error estimate for the error in the
Tikhonov functional (8) on the finite element time-meshJ.

Theorem 5
Suppose that there exists minimizer qα ∈ H1(ΩT) of the functional Eα(q). Sup-

pose also that there exists finite element approximation of aminimizer qh ∈ Wq
h
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of Eα . Then the following approximate a posteriori error estimate for the error
e= |Eα(qα)−Eα(qh)| in the Tikhonov functional (8) holds

e= |Eα(qα)−Eα(qh)| ≤CIC
∥∥E′

α(qh)
∥∥

L2(ΩT )
max

τJ
τ−1

J ||[qh]||L2(ΩT ) (36)

with positive constantsCI ,C > 0 and where

E′
α(qh)(t) = α(qh(t)−q0)−λh f2(uh(t),qh(t)). (37)

Proof
By definition of the Frechét derivative we can write that on the meshJ we have

Eα(qα)−Eα(qh) = E′
α(qh)(qα −qh)+R(qα ,qh), (38)

whereR(qα ,qh) = O((qα −qh)
2), (qα −qh)→ 0 ∀qα ,qh ∈Wq

h . The termR(qα ,qh)
is small since we assume thatqh is the minimizer of the Tikhonov functional on the
meshJ and this minimizer is located in a small neighborhood of the regularized
solutionqα . Because of that we neglectR in (38). Next, we use the splitting

qα −qh = qα −qI
α +qI

α −qh (39)

and the Galerkin orthogonality

E′
α(qh)(q

I
α −qh) = 0 ∀qI

α ,qh ∈Wq
h (40)

to get
Eα(qα)−Eα(qh) ≤ E′

α(qh)(qα −qI
α), (41)

whereqI
α is a standard interpolant ofqα on the meshJ [22]. We have that

|Eα(qα)−Eα(qh)| ≤ ||E′
α(qh)||L2(ΩT )||qα −qI

α ||L2(ΩT ), (42)

where the term||qα −qI
α ||L2(ΩT) can be estimated via the interpolation estimate with

the constantCI

||qα −qI
α ||L2(ΩT ) ≤CI ||τ

∂qα

∂ t
||L2(ΩT).

Now we substitude above estimate into (42) to get

|Eα(qα)−Eα(qh)| ≤CI
∥∥E′

α(qh)
∥∥

L2(ΩT )
||τ

∂qα
∂ t

||L2(ΩT ). (43)

Using that

|
∂qα

∂ t
| ≤

|[qh]|

τJ
, (44)

where[qh] is the jump of the functionqh over the time intervals[tk−1,tk] and[tk,tk+1]
defined as

[qh] = q+
h −q−h
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with functionsq−h ,q+
h computed on[tk−1,tk] and[tk,tk+1], respectively, we can get

from (45) with a constantC > 0 (see details in [28] for a similar derivation on the
space mesh)

|Eα(qα)−Eα(qh)| ≤CIC
∥∥E′

α(qh)
∥∥

L2(ΩT )
max

τJ
τ−1

J ||[qh]||L2(ΩT). (45)

6 Relaxation property for the functional Eα(q)

In this section we specify the relaxation property of [21] for the functionalEα(q)
defined in (8). LetMq be the set of admissible parameters defined in (3) andUh be
the finite dimensional space of finite elements. We define the setG asG := Mq∩Uh.
We consider the setG as the subset of the spaceUh with the same norm as inUh.
We define the operatorF as

F : G→ L2(ΩT),F (q)(t) = zζ (t) [g(t)−u(t,q)] , t ∈ ΩT , (46)

where the functionu := u(t,q) is the weak solution of the state problem (6)-(7),g
is the function in (4) andzζ (t) is the function defined in (5).

To make sure that the operatorF is one-to-one, we need assume that there exists
unique solution of our PIP. Therefore, we introduce Assumption 6.1.

Assumption 6.1.The operator F(c) defined in (46) is one-to-one.
Theorem 6.3 follows from Theorems 3.3 of [20], 4.1 and 6.2.
Theorem 6.3.LetΩT ⊂R1. Let Assumption6.1and condition(28)hold. Let the

function u= u(t,q)∈ H1 (ΩT) in (8) be the solution of the state problem (6)-(7) for
the function q∈ G. Assume that there exists the exact solution q∗ ∈ G,q∗ (t) ∈ [1,d]
of the equation F(q∗) = 0 for the case when in (28) the function g is replaced with
the function g∗. Let in (28 ) α = α (δ ) = δ 2µ ,µ = const. ∈ (0,1/4). Let in (8) the

function q0 ∈ G be such that‖q0−q∗‖ < δ 3µ

3 . Then there exists a sufficiently small
numberδ0 = δ0

(
ΩT ,d,zζ ,µ

)
∈ (0,1) such that for allδ ∈ (0,δ0) the neighborhood

Vδ 3µ (c∗) of the function q∗ is such that Vδ 3µ (q∗) ⊂ G and the functional Eα (q) is
strongly convex in Vδ 3µ (q∗) with the strong convexity constantα/4 :

‖q1−q2‖
2 ≤

2
δ 2µ

(
E′

α (q1)−E′
α (q2) ,q1−q2

)
, ∀q1,q2 ∈ G, (47)

where(·, ·) is the scalar product in L2 (ΩT) and the Fŕechet derivative E′α is cal-
culated using (35). Next, there exists the unique regularized solution qα(δ ), and
qα(δ ) ∈ Vδ 3µ /3 (q∗) . In addition, the gradient method of the minimization of the
functional Eα (q) , converges to qα(δ ). Let ξ ∈ (0,1) be an arbitrary number. Then
there exists a numberδ1 = δ1

(
ΩT ,d,zζ ,µ ,ξ

)
∈ (0,δ0) such that

∥∥qα(δ )−q∗
∥∥ ≤

ξ ‖q0−q∗‖ , ∀δ ∈ (0,δ1). Next, ( 47) implies that
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∥∥q−qα(δ )

∥∥
L2(ΩT )

≤
2

δ 2µ

∥∥E′
α (q)

∥∥
L2(ΩT )

. (48)

Theorem 6.4 presentsa posteriorierror estimate between the computed function
qn obtained on the mesh aftern mesh refinements and the regularized solutionqα .
Theorem 6.4 follows from Theorems 5.1 of [20] and 6.3 as well as from Theorem
4.11.3 of [16].

Theorem 6.4.Let conditions of Theorem 6.3 hold. Let‖q∗‖ ≤ A, where the con-
stant A is given. Let Mn ⊂ Uh be the subspace obtained after n mesh refinements.
Let hτn be the maximal time step of the subspace Mn. Let CI be the constant in
(32). Then there exists a constantN2 such that if τn ≤

δ 4µ

AN2CI
, then there exists the

unique minimizer qn of the functional (8) on the set G∩Mn, qn ∈Vδ 3µ (q∗)∩Mn and
the following a posteriori error estimate holds

∥∥qn−qα(δ )

∥∥ ≤
2

δ 2µ

∥∥∥E′
α(δ ) (qn)

∥∥∥
L2(Ω)

. (49)

Theorem 6.5 presents relaxation property of the adaptivityin time. It follows
from Theorems 5.2, 5.3, 6.4 as well as from Theorem 4.11.4 of [16].

Theorem 6.5(relaxation property of the adaptivity in time). Assume that condi-
tions of Theorem 6.4 hold. Let qn ∈ Vδ 3µ (x∗)∩Mn be the unique minimizer of the
Tikhonov functional (8) on the set G∩Mn (Theorem 6.4). Assume that the regular-
ized solution qα(δ ) 6= qn, i.e. qα(δ ) /∈Mn. Letη ∈ (0,1) be an arbitrary number. Then
one can choose the maximal time stepτn+1 = τn+1

(
A,N2,CI ,δ ,zζ ,µ ,η

)
∈ (0,τn]

of the mesh refinement number(n+1) so small that

∥∥qn+1−qα(δ )

∥∥ ≤ η
∥∥qn−qα(δ )

∥∥ ≤
2η
δ 2µ

∥∥∥E′
α(δ ) (qn)

∥∥∥
L2(ΩT )

. (50)

Let ξ ∈ (0,1) be an arbitrary number. Then there exists a sufficiently small num-
berδ0 = δ0

(
A,N2,CI ,δ ,zζ ,ξ ,µ ,η

)
∈ (0,1) and a decreasing sequence of maximal

time steps{τk}
n+1
k=1 ,τk = τk

(
A,N2,CI ,δ ,zζ ,ξ ,µ .η

)
such that ifδ ∈ (0,δ0) , then

‖qk+1−q∗‖ ≤ ηk
∥∥q1−qα(δ )

∥∥+ ξ ‖q0−q∗‖ ,k = 1, ...,n. (51)

Theorem 6.6 follows from Theorems 5.4 of [20] and 6.5 and presents relaxation
property of the adaptivity for local mesh refinements.

Theorem 6.6. Assume that conditions of Theorem 6.5 hold. LetΩ = ΩT1∪ΩT2.
Suppose that mesh refinements in time are performed only in the subdomainΩT2.
Let τ(1) be the maximal grid step size inΩT1. Then there exists a sufficiently small
numberδ0 = δ0

(
A,N2,CI ,δ ,zζ ,ξ ,µ ,η

)
∈ (0,1) and a decreasing sequence of max-

imal time steps{τ̃k}
n+1
k=1 , τ̃k = τ̃k

(
A,N2,CI ,δ ,zζ ,ξ ,µ ,η

)
of time-meshes inΩT2

such that if

2CI N̄3

δ 2µ

∥∥∥∥
dqα(δ )

dt

∥∥∥∥
L∞(ΩT 1)

τ(1) ≤
η
2

∥∥qk−qα(δ )

∥∥ ,k = 1, ...,n andδ ∈ (0,δ0) , (52)
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then (51) holds with the replacement of{τk}
n+1
k=1 with local time steps in the refined

meshes{τ̃k}
n+1
k=1 .

7 The Time-Mesh Refinement Recommendation and the
Adaptive Algorithm

We now present recommendation for mesh refinement in time which is based on the
Theorem 5.

The Time Mesh Refinement Recommendation.
Refine the time-mesh J in neighborhoods of those time-mesh points t ∈ ΩT2

where the function|E′
α (qh)(t)| attains its maximal values. Here, the function

E′
α (qh)(t) is given by formula (38). More precisely, letβ1 ∈ (0,1) be the tolerance

number. Refine the time-mesh in such subdomains ofΩT2 where
∣∣E′

α (qh)(t)
∣∣ ≥ β1max

ΩT 2

∣∣E′
α (qh)(t)

∣∣ . (53)

Now we will present our adaptive algorithm which uses above time-mesh re-
finement recommendation. On every time-meshJ we find an approximate solution
of the equationE′

α (q) = 0. Hence, on every mesh we should find an approximate
solution of the equation (19).

For each newly refined time-mesh we first linearly interpolate the initial guess-
function q0 (t) on it and iteratively update approximationsqm

h of the functionqh,
wherem is the number of iteration in optimization procedure. Let usdenote the
gradient with respect to the functionq on the iterationm in the gradient method by
gm(t) = α(qm

h −q0)(t)−λ m
h (t) f2h(u

m
h ,qm

h ) where functionsuh
(
t,qm

h

)
,λh

(
t,qm

h

)
are

calculated finite element solutions of state and adjoint problems with the computed
alreadyqm

h , and f2h is the computed approximation of the functionf2(u,h) = d f
dq.

Using the above mesh refinement recommendation we propose the following
time-adaptive algorithm in computations:

Time-Adaptive algorithm

• Step 0. Choose an initial time partitionJk,k = 0 of the time interval(0,T) . Start
with the known initial approximationq0

h and compute the sequence ofqm
h via the

following steps:
• Step 1. Compute solutionsuh = uh

(
t,qm

h

)
andλh = λh

(
t,qm

h

)
of state (6)- (7) and

adjoint (17)- (18) problems, respectively, on the time-mesh Jk.
• Step 2. Update the functionqh := qm+1

h on Jk using the gradient method as
qm+1

h = qm
h + γgm(t), whereγ is the step-size in the gradient update given by

one-dimensional search algorithm [24].
• Step 3. Stop computingqm

h and obtain the functionqh if either ||gm||L2(ΩT ) ≤ θ
or norms||gm||L2(ΩT ) are stabilized. Otherwise setm := m+ 1 and go to step 1.
Hereθ is the tolerance in gradient method.
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• Step 4. Compute the functionBh (t), Bh(t) =
∣∣∣α (qh−q0)(t)−λh f2(uh,qh)(t)

∣∣∣.
Next, refine the mesh at all points where

Bh(x) ≥ β1max
Ω2

Bh (x) . (54)

Here the tolerance numberβ1 ∈ (0,1) is chosen by the user.
• Step 5. Construct a new time partitionJk of the time interval(0,T). Interpolate

the initial approximationq0 from the previous time-mesh to the new time-mesh.
Next, return to step 1 and perform all above steps on the new time-mesh.

• Step 6. Stop time-mesh refinements if norms defined in step 3 either increase or
stabilize, compared with the previous mesh.
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10. L. Beilina, K. Samuelsson and K.Åhlander, Efficiency of a hybrid method for the wave equa-
tion. In International Conference on Finite Element Methods, Gakuto International Series
Mathematical Sciences and Applications. Gakkotosho CO., LTD, 2001.

11. L. Beilina and C. Johnson, A hybrid FEM/FDM method for an inverse scattering problem.
In Numerical Mathematics and Advanced Applications - ENUMATH2001, Springer-Verlag,
Berlin, 2001.

12. L. Beilina, Adaptive finite element/difference method for inverse elastic scattering waves,
Applied and Computational Mathematics, 1, 158-174, 2002.

13. L. Beilina and C. Johnson,A posteriorierror estimation in computational inverse scattering,
Mathematical Models and Methods in Applied Sciences, 15, 23-37, 2005.



14 Larisa Beilina∗ and Irina Gainova†

14. L. Beilina and C. Clason, An adaptive hybrid FEM/FDM method for an inverse scattering
problem in scanning acoustic microscopy,SIAM J. Sci. Comp.,28, 382-402, 2006.

15. L. Beilina, Adaptive finite element method for a coefficient inverse problem for the Maxwell’s
system,Applicable Analysis, 90, 1461-1479, 2011.

16. L. Beilina and M.V. Klibanov,Approximate Global Convergence and Adaptivity for Coeffi-
cient Inverse Problems, Springer, New York, 2012.

17. L. Beilina and M.V. Klibanov, Synthesis of global convergence and adaptivity for a hyperbolic
coefficient inverse problem in 3D,J. Inverse and Ill-posed Problems,18, 85-132, 2010.

18. L. Beilina and M.V. Klibanov,A posteriorierror estimates for the adaptivity technique for
the Tikhonov functional and global convergence for a coefficient inverse problem,Inverse
Problems,26, 045012, 2010.

19. L. Beilina and M.V.Klibanov, Reconstruction of dielectrics from experimental data via a hy-
brid globally convergent/adaptive inverse algorithm,Inverse Problems, 26, 125009, 2010.

20. L. Beilina and M.V.Klibanov, Relaxation property of theadaptivity technique for some ill-
posed problems, preprint, Department of Mathematical Sciences, Chalmers University of
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