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Random Variables

Continuous random variables

Continuous random variables are random variables which can
assume any value in an interval of the real numbers, or the entire
real line. They are useful in many application (e.g. the time an
event happens).
Discrete random variables are characterized by Pr[X = x] > 0 for
at most countably many values x. If Pr[X = x] > 0 for
uncountably many x, then the total probability would be infinite.
Thus, continuous random variables are such that Pr[X = x] = 0
for all x, but Pr[X ∈ [a, b]] > 0.
We assume there exists a function f , called density function, such
that

Pr[X ∈ [a, b]] =

∫ b

a

f(x)dx

As a consequence
Pr[X ∈ [a, b]] = Pr[X ∈ (a, b]] = Pr[X ∈ [a, b)] = Pr[X ∈ (a, b)]
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Density function

The density function f satisfies
1. f(x) ≥ 0 for all x ∈ R;

2.
+∞∫
−∞

f(x)dx = 1.

Again, the distribution function is defined as

F (x) = Pr[X ≤ x]

and it can be computed as

F (x) =

∫ x

−∞
f(t)dt

and in the continuous case we have

f(x) = F ′(x).
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Expected value, variance, and standard deviation

The expected value of a continuous random variable X is defined
as

E[X] =

∫ ∞
−∞

xf(x)dx

In general, the expected value of a function of X is given by

E[H(X)] =

∫ ∞
−∞

h(x)f(x)dx

Variance and standard deviation are defined as

Var[X] = E[(X − E[X])2]

Sd[X] =
√
Var[X]

Same properties as in the discrete case.
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Normal distribution

Definition (Normal distribution)

A random variable X is said to have a normal distribution with
parameters µ ∈ R and σ > 0 if it has density

f(x) =
1√
2πσ2

e
(x−µ)2

2σ2 , for all x ∈ R

Notation: X ∼ N(µ, σ2).
E[X] = µ,Var[X] = σ2
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Figure: Density function of a normal random variable with parameters
µ = 5, σ = 2.
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Standard normal distribution

Definition
A normal random variable X ∼ N(0, 1) with parameters µ = 0, σ = 1
is called standard normal.

Standardization: if X ∼ N(µ, σ2) then X−µ
σ ∼ N(0, 1).

Pr[µ− σ < X < µ+ σ] ≈ 0.68

Pr[µ− 2σ < X < µ+ 2σ] ≈ 0.95

Pr[µ− 3σ < X < µ+ 3σ] ≈ 0.997

To compute probabilities like Pr[X ∈ [a, b]] we standardize X and
use the tables (see end of the book).
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Normal distribution

The normal distribution can model well many measurement
arising in experiments (N.B: many 6= all);
We will discuss more about the normal distribution later in the
course (CLT, linear regression).
It can be used to approximate other distribution.
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Normal approximation to the binomial distribution

Recall: the binomial distribution has frequency function

Pr[X = k] =

(
n

k

)
pk(1− p)n−k

and it has E[X] = npVar[X] = np(1− p).
When n is large it is hard to compute something like

Pr[X ≤ k] =
k∑
i=0

(
n

i

)
pi(1− p)n−i

→ Approximate the binomial random variable X with a normal
random variable Y ∼ N(np, np(1− p)) when n is large and p is
far from 0 and 1.
Continuity correction: Pr[X ≤ k] ≈ Pr[Y ≤ k + 1

2 ] and
Pr[X < k] ≈ Pr[Y ≤ k − 1

2 ]
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n = 10 , p = 0.4
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Figure: Left is borderline to be acceptable, while the one on the right would
provide a good approximation.
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n = 10 , p = 0.1
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Figure: Empirical rule for good approximation: either p ≤ 0.5 and np > 5
or p > 0.5 and n(1− p) > 5.
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Transformation of variables

Theorem
Let X be a continuous random variable with density fX . Moreover, let
Y = g(X) where g is a stricly monotonic and differentiable function.
The density fY of Y is given by

fY (y) = fX(g−1(y))

∣∣∣∣dg−1(y)dy

∣∣∣∣
example: if X ∼ N(0, 1) and Y = σX + µ then

fy(y) =
1√
2πσ2

e
(y−µ)2

2σ2

→ Y ∼ N(µ, σ2)
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