Solutions to Chapter 2 Exercises

Problem 2.3
PriAUBUCO)

= PrilALEB)LC)

= PriAUB)+ PriC)— PrilAUB) M)

= PriA)+ PriB)—PriAnB)+ PriC)— Pri{AnCjUiBNC))

= Prid)+ PriB)+ PriC) — PriAn B)— PrilAnC)U(BNd))

= Prid)+ PriB)+ PriC) — PriAn B)

- [ r((ANC)+ PriBnC))— PriAnCn Bndc))

= Prid)+PriB)+ PriC) —PriAn B)— PriAnC) - PriBn )+ PriAn B
Problem 2.6
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Problem 2.10

Problem 2.11

Azsnme 5 is the sample space for a given experiment.
Axiom 2.1: For an event 4 in 5,

P(A) = lim 22
Since ng = 0, and n =0, P{A) = 0.
Axiom 2.2 5 is the sample space for the experiment. Since 5 must happen
with each run of the experimnent, ngy = n. Hence

F(5) = lunT—l

Axiom 2.3a: Suppose A M B = . For an experiment that is run n times,
assnme the event A U 5 ocenrs n' times, while A ocours ny times and B
ocenrs ng times. Then we have 7' =ng + ng. Hence
. . Na+Ng .
PAUB) = lim — = lim ——— = lim 24 4 lim L - P(A)+P(B).
T 0 byl N—00 byl ﬂ—rOlC! 77 F—= Gl byl

Axiom 3.b: For an experiment that is run » times, assume the event A; occurs
Mg, times, i = 1,2, .- -, Define event C' = 4y U A, 1 A; .. Since any two
events are mutnally exclusive, event O ocours 3272 4, times. Hence,

F(U Aj) = lim ==l E‘i 4y —Z lim =L ”*' —ZFH]

i=1 i=1

Pr{lst = red, 2nd = blue) = Pr(1st = red) Pr(2nd = blue | 1st = red)

3
Fr |:1‘=:t = IE—"I” E
5
Pr(2nd = blue | 1st = red) = I
_ 3 5 5
Fi"l:lﬂt- = IE-'I:], Ind = hl'l,'IE!:l = E ﬁ = E

i e

(k) PriZnd = white) = =% =

()
Pr(2nd = white) = Pr(2nd = white | 1st = red) Pr(1st = red)

+Pr(2nd = white | 1st = blue) Pr(1st = blue)
+Pr(2nd = white | 1st = white) Pr(1st = white)
_43 45 34 1

112 1112 11’12 3
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{a) There are 2* distinct words.
(b) Method 1:

Pr(2 ones) = Pr{{110} {101} L{011}) = Pr(110)+Pr(101)+ Pr(011) = g

= ()0 (-3

Method 2

Problem 2.16
Pr(defective) = Pridefective | A) - Pr{A) + Pr(defective | B) - Pr(B)
1 0.15
— |:|:|.15:| - m + EUDE:I m = 1.137.
Problem 2.26
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{a) The probahility mass function for a hinomial random variahle is given by
Prx=p=(} )ra-or

Tabulating the prohabilities for varions valnes of & we get the following

k Prohahility

0| 01073741 5240000
1] 02684 35456000010
21 0.3 O3 935200000
3] 0200 32659200000
4 | NLOZEE0R03E400000
51 0L02642411520000
6 | (LOOSE0S02400000
71 0000 TEELS200000
& ] 00000 TITZE00000
O 1 0LOOCO00A09E00000
1001 OLO000001 0240000

Refer to Fignre 1 for the plot.

i) The probability mass function for a Poisson distribution is given by
k
. . a
Y LY _ a—a
PriX=k=¢ 7l
Tabulating the probabilities for varions values of & we get the following

k Prohahilitv

0] 0.13533523323661
1| 0.2T06ETOR6E64 7323
2] 0.2TOETOSEGLTE2S
3 ] 0.18044704431548
4 | 0.0902235221577

5 | 0.036058 34058563110
6 | 0L01202030205437
T 1 L00343T0EER5H50
2 | 0008592716306
O 1 0.0001900a4925324
10 0.0000351 8985065

Refer to Fignre 1 for the plot.

(c) Binomial: PriX =5/ =1-PriX <5)j=1- E.»;:.:.( % = 0328
Poissor: PriX *"l-l—;"‘*l"fnul_l—E,,:,:, 2o~ = ().0527
The Poisson approxmation is not particularly goo r] f 7 this example.

L
5
-1

Random Processes with Application

4/6



0.35 : r f f f : ' | '
| ‘ | | | — © — Binomial n=10, p=0.2

f 3 f : : —#— Poisson np=2
03 SRR AR AR R T — — — ]

b
8 9

Figure 1 Probability Mass Function for Binomial and Poisson Distributions

Problem 2.29
Method 1:
. . 4 3 2 1
P;"‘I.._Y = r_ll — E L E L 1 = E
) . 2 4 3 3
PriX =1 = 3 = === =,
\ / 551 %
; . 4 21 1
Pi“l,_.'fzz__l = EEEEZE
Method 2:

Random Processes with Application

5/6



[RARTR RN .

k=2—P,(2)=

Problem 2.30

Let p = Prisuceess) = 5.

Pr(l suceess) = (lﬂ) hE 1—}: = [.3574.
el =1

(
Pri= 2 successes) = 1 — Pr{= 1 snceess) = 1 — Pr(( successes) — Pril success).
Pril successes) (1 p)'0 = 03457,
Pr({= 2 snccesses) = 1 — (L3487 — 0.3874 = 0.2630,
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