Solutions to Chapter 7 Exercises (Part 2)

Problem 7.4

Consider a discrete random variable, X € {—1,0,1}, whose PMF is

€ k= +1,
PX(k):{l—Qe k=0,

For this random variable, yix = 0 and 0% = 2e. Both the sample mean
and the median will be unbiased in this case. The variance of these two
estimators are as follows:

Sample Mean:

o3 2e
Var(ji) = ;, =—

Median: Suppose n = 2k — 1 samples are taken. Then Y} is the median.
Pr(Y, =1) = Pr(k or more X's = 1)
i n
— .TTI‘. 1 _ n—Im
mzzzk (m)E (1-¢)
Pr(Y,=-1) = Pr(Yi=1)
Pr(Yp,=0) = 1-2Pr(YVz=1)
L’r{IT'(Y;\-) — 2131. — =9 Z ( ) m €)11—m

m=Fk

Note that for small €, Var(Y;) ~ €2, Hence while the variance of the sample
mean decays in an inverse linear fashion with n, the variance of the median
decays exponentially in n. Hence in this case, the median would give a better
(lower variance) estimate of the mean.
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Problem 7.5

Since X,,, (m from 1 to n) are IID sequence, assume the expected value and

the variance are y1 and ¢ respectively. Moreover, since

«_l n
;.t—_nZXm,

m=1

- 12
g2 = —Z(Xm ji)?
n m=1
1 T
= - Z Xﬁi - '”2
n m=1
From that, we have
2 L ¢ 2 2
E(0?) = =) E(X.)—E(r)
" m=1
1 & oo 2 )
= =) (+o°)—E(Gr)
n m=1
_ 2 2 1E = Y 2
= U + o —ﬁ [(me)]
m=1
. . 1 . 5
_ 2 2 2, 2.2
= | +o —n—z(ncr +np”)
n—1.
_n-1l,
mn

Hence, this estimate is biased.
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Problem 7.6

1 "
ﬂ‘ - - Z Xm

n m=1
§2 — 1 i (_X . ,‘1‘)2
) n—1 "o

m=1

var(#®) = E[*?] - (E[])°
- E [(éz)z] -

We can write the equation for % a little differently using matrix tranforma-
tions. First make the following definitions:

}/;?1 == Ym - ,ﬂ-

1 n—1

e T
Y, = [____.H_,“__][Xl X X

n n n
Y = [313}23‘”}?1] =AX

ol _ 1 . _1

St A
A = n n n

i 1 .

n T ) R

Note that the covariance matrix of Y is
'y = E[YY"] = E[AXX"AT] = ACxAT =03 AAT = 03A.

From this we see that Var(Y)) = %2+ and Cov(Y},Y,,) = —o%/n. Fur-
thermore, since the Y; are Gaussian, v\e have the following higher order
moments (which will be needed soon):

. _ (n — 1)?
E[}’f] = 3:‘7%/ = S(Tin—.z,

LYY, = ['J]E[}m]Jr 2E[Yi Y]
oy + 2Cm (Yk, Y;.)?

— =t o0l =
X2 + X2

- n*—2n+3
X n? '
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The variance of the sample variance is then found according to

PO 1 i T e
E[((QZ)Z] = mz Z E[} éZ}jZ]
=1 j=1
_ 1 o "
= m{nE[h |+ (n —n)E[}?.}J_]}
- - 3ot (1= 1’ 2 4yt —2n+3
_ oan+l
- UX.? 7

Var(®) = B[ - B[5*)

n+1 .
= oY% — oYy
n—1
= 2 (T;L

n—1-%

Problem 7.9

(a) A sequence converges in the mean square sense(MSS) if

lim E[|S, — S

n—0oo

=0, (1)

and it converges in probability if

lim Pr (]S, —S|>¢ = 0. (2)

n—o0

Applying Markov's ineqaulity to the LHS of (2) we get

_‘F‘:E Sﬂ _ S’ 2
lim Pr (]S, —S|>¢ < limy—E | °]

n—oo {_—2

0 (since the sequence converges in MSS)

= lim Pr (]S, — S| >¢€) = 0 (since probabilities cannot be negative)

N— o0

Random Processes with Application

4/5



Problem 7.16

If M is an exponential random variable, then E[M] = pa and Var(M) =

o2, = ui,. It is desired that the confidence interval have a width of € =

0.2p15r. Hence, the number of samples is determined from € = cg90;. This
results in

0.2y = 1.64oy/vn = 1.64p0 /0
=n = 67.24.

At least 68 failures need to be observed.

Refer to page 258 (Confidence Intervals), equations 7.38 and 7.39.

Problem 7.17

E[Sy|=E [Z }fgzé] =Y E[YZ]
i=1 i=1

Note the value of Y; is determine by whether or not the test terminates
before timei. In particular, the values of {Z,,7,,..., Z,_; } determine Y;. In
other words, Y; is dependent on {Z1, Zs,..., Z;_1} but not on {Z;, Z;11,.. .}
Therefore, Y; and Z; are independent.
= E[Y,Z] = E[Y)EIZ)
E[Sy| = Z EY|E[Z;]

=1
Note that Z; is independent of ¢ since the Z; are IID. Hence,

Blsy] = E[Z]Y B

— E[Z)E fj 1:-]

Lz=1

= E[Z|E i 1]

Lz=1

— E[Z]E[N).
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