Solutions to Chapter 4, 5 and 6 Exercises

Problem 4.13

We know the pdf of a distribution can be written as sum of the conditional
pdfs.

f}((.’ir) = Zn:fx|_4i(ﬁ?)P7’(Aé)

Px) = | i ofx (@) dz

= /h RTZ fX|A¢(3:)P'r(44";) dx
T =1

We can interchange the operations of the integration and summation as they
are linear and rewrite the above equation as

E[X] = g(./_0;:zr.fXI-Aq;(:?.r)P.;=(Az)d:zr)

E[X] = Z(P-F(A?-)_/_i;z:fxmz_(;z:)d:z:)

i=1

EIX] = 3 Pr(4)E[X|A]
i=1
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(a) Y =sin#. This equation has two roots. At # and 7 — ¢
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(b) Z = cos#. This equation has two roots. At # and 27 — 6
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(c) W =tanf. This equation has two roots. At # and 7 + ¢
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For middle part (2), Y=2X, so we can write:
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Finally we get:

Y 0[-2,2]

1 1 O-y20 1
(3 =008y +2) + e Dror 9y -2
() Q(UX) (y+ )+2 - ;eXp GXEﬁQ(U )o(y-2)

X
D—yz O

—Q(—X)[J(y+2)+5 y=2)] Fex EBUXD

Attention please!

For Pr(Y==%2), we have two separate parts. One part is included in (1) and (3) and second part in
(2), therefore the step functions which we talked about them in exercise session, are not necessary
as far as we know Y is in [-2,2].
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Problem 4.31

a)X U0[-0.5,0.5)
b) X is unform over [—0.5,0.5)

1
fX(x)_o.s—(—o.S) :

o)E EX'Z E=:Ex2fX(x) dx =

+0.5 3

-0.5
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(a) Characteristic Function

1
fx(@) = %f?ﬂ?p(—?)
oo ] R
bt = [ koo

1
dxw) = T+ %2
= Z( 1)F
=0
(¢) k' Moment of X
, d"®x (w)
k k
EIX) = (-9 =
d*d , > I
Z ‘U ( dXR( ) )wh _ Z (_l)mbzmwzm
k=0 o=l m=0

Since there are no odd powers in the Taylor series expansion of ®x(w), all
odd moments of X are zero. For even values of k, we note from the above

expressions that
1 PFdy (w 9%k
(({ oy (W) ) — (—1)Fp?
w=0

k) \~ dw
kF W
dw et

= E[X*] = (k).
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Problem 5.22

X ~N(1,4)
Y ~ N(=2,9)
Z = 2X -3V -5
1
Xy = § |
= Cou(X,Y) = > : 2 )

We will make use of the fact that a linear transformation of the Gaussian
Random variables results in a Gaussian Random variable.

E[Z] = E[2X —3Y —5] =2(1) —3(-2) —5 =3

Var(Z) = E|(Z -3)"] = E[(2X — 3V —8)"

E[(2X — 2 — 3V — 6)2]

EA4(X — 12 +9(Y +2)* - 12(X — 1)(Y +2)]
4Var(X) +9Var(Y) — 12Cov(X,Y)

4(4) +9(9) —12(2) =73

Hence Z is a Gaussian distributed as follows

Z ~N(3,73)

Problem 5.28
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Since the transformation is linear and X and Y are jointly Gaussian, U and
V will be jointly Gaussian with

E[U] = E[X]cos(f) — E[Y]sin(f) =
EV] = FE[X]sin( ) E[Y]cos(f) =
Var(U) = E[L 2 = [XZ] cos*(8) + E[Y ] sin?(f) — 2E[XY] cos(f) sin(A)

cos?(f) + sin’(f) = 1

E[V?] = E[XZ] sin?(6) + E[Y?] cos*(#) 4+ 2E[XY] cos(#) sin(f)

cos?(f) 4 sin’(f) = 1

Cov(U,V) = E[UV]= E[X?]cos(d)sin(f) — E[Y?] cos(f) sin(f) + E[XY](cos?(#) — sin*(#))
= cos(f)sin(f) — cos(f)sin(f) = 0

Var(V)

Hence, U and V are independent standard Normal random variables.

Problem 6.10
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Assume the multivariate normal random variables X=[xi, X, ..., xn]" with mean vector of p and
covariance matrix of Y. If we partition the X to two groups of X,=[xXi, X2, ..., Xq] " and Xo=[Xq+1, Xg2, ...

, Xq] ', then we can write:

ox,o .. . O ¢gx1 0O
X= ] with sizes 0
%Y n AN -¢)x15

J= O h i O ¢gx1 0O
with sizes 0

E %N‘Q)le

H;%@j@

y =" 212% with sizes 7%4 qX(N—q) E
5. Snf %N 9)xq (N-q)x(N-¢)F

Then the distribution of X, conditioned on X,=a is also multivariate normal (X;| X;=a)~N(uc,> c),
where

=k +le2;21(61—#2)
20721202 ZZI

a) Using the above information for our particular problem

DcD 0 Ell p pC
LQu=R0 s=op 1 ot
EN= =S B p 1E

We can define

g o0
M= HE B
3
O pO

2112023 ZLZZJZ[p ,0], 222202& IH

E[X1|X2:xzﬂX3:x3]:/'lxl\xz,)@:.u1+21zz;21(a_/12)
a1 -p , 0 O

o+ (1, 0
L e P e

——(x2 +x3)

1+p
b)
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E[X1X2 | X, = x3] = I Ix1x2fxl,xz\x3 (xpxz) dx,dx,
= I IXIXZfX,\XZ,X3 (x1) sz\)@ (xz) dx,dx,

+o00 00

Ix2 %]’%fxu(z X; (‘xl) dx, Dfx e (xz)dxz

+o00

= Isz’X1 | X, =x;, X5 :x3] fxz\x3 (xz) dx,

=E§czE[X | X, =x, X, =x] | X, =x,H

U
ERppln 6 n

:%Eﬁéﬂcz% | X, :xaa

:LEEC§|X3:x3a+%E[x2x3|X3=x3]
As ER(Y) ZlY=yErg(y) E[ ZIY=y| , we can write
E[XX, | X, =x| =P EG2| X, =x, Bt L x,E[ x, | X, = x]
<72 3 3 1+p 2 3 3 1+p 3 2 3 3

Again using the information provided in the previous page, we know that for a pair of jointly
Gaussian random variables X, and X3, the pdf of X, conditioned on X; would be a normal
distribution by the following properties

C
o ﬁ-/ +px2xs —= —/,13), 0;2(1—/3)2(2)(3)E
X, ﬁ““’g(%‘o), (10

X,: (,Ox3, 02(1—,02))
Thus
E[ X X,| X, =x, :%872(1_/32)5.}%);3(/0%)

2
opli=p)+{ %

¢) Since ER(Y)ZE-ER/(Y)E[Z|Y]E, we can write
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E’X1X2X3] :EE¥3E[X1X2 |X3] H

O 0O o’ [
=EQGop(l-p)+—X’
00 =7 +p
Op* _,C
=EEX,0°p(1-p)|B+E X’
EY3 ( )E-'- H_'_p 3E

_ p’
=0’p(1-p) E[ X, +EE%Y33%
=0

The last equality came from this fact that the all odd moments of a zero mean Gaussian
distribution are zero.
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