
Solutions to Chapter 4, 5 and 6 Exercises
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For middle part (2), Y=2X, so we can write:

( ) ( ) 1

2

2

22

2

22

1 1
         

2 2

1
1 2

         exp
22 2

1
         exp

82 2

Y X
x y

X

XX

XX

dx
f y f x

dy

f y

y

y

σπσ

σπσ

=
=

 =   
  −    =
 
 
 
 −=  
 

Finally we get:
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Attention please!

For Pr(Y=±2), we have two separate parts. One part is included in (1) and (3) and second part in 
(2), therefore the step functions which we talked about them in exercise session, are not necessary 
as far as we know Y is in [-2,2].
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Figure 1

Problem 4.22
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Problem 5.22

Problem 5.28
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Problem 6.10
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Assume the multivariate normal random variables X=[x1,  x2,  …, xN]T with mean vector of μ and 
covariance matrix of ∑. If we partition the X to two groups of X1=[x1, x2, …, xq] T and X2=[xq+1, xq+2, …
, xq] T, then we can write:
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Then the distribution of X1 conditioned on X2=a is also multivariate normal (X1|  X2=a)~N(μC,∑C), 
where 
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a) Using the above information for our particular problem
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We can define
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As ( ) ( ) [ ]E g Y Z|Y=y =g y E Z|Y=y   , we can write
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Again using the information provided in the previous page, we know that for a pair of jointly 
Gaussian random variables X2 and X3, the pdf of X2 conditioned on X3 would be a normal 
distribution by the following properties
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c) Since ( ) ( ) [ ]E g Y =E g Y E Z|YZ       , we can write
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The last  equality came from this  fact  that  the all  odd moments of a zero mean Gaussian 
distribution are zero.
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