MVE136 Random Signals Analysis
Written exam Wednesday 29 October 2014 2—6 pm

TEACHER AND JOUR: Patrik Albin, telephone 070 6945709.

AIDS: Beta or 2 sheets (4 pages) of hand-written notes (computer print-outs and/or

xerox-copies are not allowed), but not both these aids.
GRADES: 12 (40%), 18 (60%) and 24 (80%) points for grade 3, 4 and 5, respectively.

MoTivATIONS: All answers/solutions must be motivated. GOOD LUCK!

Task 1. Explain why one of the functions S;(f) = cos(f), Sa(f) = e~ and S3(f) =
1/(1+ f?) is not the PSD of a continuous time WSS random process. (5 points)

Task 2. A WSS continuous time white noise process N(t) with PSD Syn(f) = No/2
is input to an LTT system with impulse response h(t) = v/8/(1+(27t)?). Show that the
autocorrelation function of the output Y (t) is Ryy (1) = No/(1+(n7)?). (5 points)

Task 3. Let X(¢) be a WSS random process and define a new random process Y (t) by
setting Y'(t) = X (—t). Show that Y (¢) is a WSS random process. (5 points)

Task 4. Let X be a Markov chain that has a stationary distribution 7 and that has
initial distribution m(0) = 7. Show that E[X, X, 1] =), Zj ] Dij T (5 points)
Task 5. Let X(t) be a WSS continuous time zero-mean Gaussian random process
with autocorrelation function Rxx(7) = e~I"l. Find the PDF of the random variable
X(0)+ fg X(r)dr for t > 0. [HINT: fot fo e 1"l drds = 2(t—(1—e™%)).] (5 points)
Task 6. We have collected four measurements
z[0]=0.3, z[1]=-0.2, =z[2]=0.1 and =z[3]=-0.3,

of a discrete time WSS random process {z[n]}7>_ ., and we wish to find a mathematical

model for the measured process. We select to use a simple AR(1)-model z[n] + a1 z[n—

1] = e[n] for n € Z, where {e[n|}5>_ is discrete time white noise: Your task is to
estimate the parameter a; and the white noise variance o2 = E{e[n]?}. (5 points)



MVE136 Random Signals Analysis

Solutions to written exam 29 October 2014

Task 1. As Si(f) is not a nonnegative function it cannot be a PSD, cf. Equation 10.12b
in Miller & Childers.

Task 2. As Syy(f) = [H(HPSww(f) = I(FRDPSwn(f) = WV2e VI[2No/2 =
Noe 2/l we see that Ryy (1) = (F~'Syy)(r) = No/(1+ (77)?) as claimed (where we

made use twice of the fourth transform pair in Table E.1 in Miller & Childers).

Task 3. Clearly puy(t) = px(—t) and Ryy(t,t4+7) = Rxx(—t,—(t+7)) = Rxx(—t,
—t—7) = Rxx(—7) = Rxx(7) is independent of ¢ when X (¢) is WSS.

Dot B X | Xy = m =340 jPr( Xy = Xp=0)m = 32, >, 1) pij Ti-

Task 5. The random variable is Gaussian with mean F[X (0)+ f(f X(r)dr] = E[X(0)]+
[5 B[X (r)] dr = 0 and variance E[X (0)%] +2 E[X(0) [ X (r) dr] + E[(fy X(r)dr)?] = 1
+2 [{EX(0)X(r)] dr+ [y [y EIX(r)X (s)]drds = 1+2 [} el dr+ [T [T e Ir==| drds
=1+2(1—e ) +2(t— (1—et)) =142t so the PDF is that of a zero-mean Gaussian

random variable with variance 1+ 2¢t.

Task 6. As the autocorrelation function r;[k] of the AR(1)-process satisfies the Yule-

Walker equations
a172[0] +7:[1] =0 and 7.[0] + a1 7.[1] = 02,

we obtain estimates a; and &2 of the parameters a; and o2 by solving the equations
a1 7.[0] + 72[1] =0 and  7,[0] + a1 74[1] = 62,

where

1

3 1 2
7.0 == 3 z[n)* =... =0.0575 and #,[1] = i > zn|zn+1] = ... = —0.0275
n=0 n=0

e |

are estimated values of the autocorrelation function. This gives a; = 0.0275/0.0575 and

62 = 0.0575 — 0.0275%/0.0575.



