Solutions to Chapter 8 Exercises

Problem 8.9

(a)
Ryy[ni,na] = E[(X[ni]+¢)(X[n2]+c)] = Rx.x[n1, n2]+cpx [na]+cpx [n2]+c
Since X|[n] is WSS, ux[n] = px and Rx x[ni,n2] = Rx x[n2 — ni].

= Ryy[ni,na] = Ry x[ns — ni] + 2cpx + ¢

(b)

EX[nm]Y[no)] = E[X[m](X[na + ¢)] = Rx x[n2 —n1] + cux.
EX[EYna]] = px(px +¢) = px + cpx.
The processes are not orthogonal (since Rx y[ni,na] #0).
The processes are not uncorrelated (since Rxy[ni1,ns] # pizpiy).

The processes are not independent (since not uncorrelated and since Y'[n] =
X[n] +¢).

Problem 8.11

px (t) = pra cos(wt) + ppsin(wt) = 0.

Rxx(t1,t2) = E[A?cos(wty)cos(wty) + E[B?]sin(wt;) sin(wty)
+ E[AB]cos(wty)sin(wty) + E[AB]sin(wt;) cos(wts)
E[A7 + B[] | Bl - B[BY

= = cos(w(ts — 1) -

(c) X(t) will be WSS if E[A?] = E[B? = 03 = 2.

OS(w'(fl + fz))
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Problem 8.15

(a) Since 7" is uniformly distributed over one period of s(t), for any time
instant t, X(t) = s(t — 7T") will be equally likely to take on any of the values
in one period of s(t). Since s(t) is 1 half of the time and -1 half of the time,
we get

Pr(X() =1) = Pr(X() = -1) =

[Nl e

(b)
E[X(t)] = (1) -Pr(X(t) = 1) + (=1) - Pr(X(¢) = —1) = 0.

This can also be seen in an alternative manner:
1
EX(t)=E[s(t—T)] = /s(t —u) fr(u)du = A s(t — u)du.
Since the integral is over one period of s(t), E[X(t)] is just the d.c. value
(time average) of s(t) which is zero.
(c)
R_\'“\’(fl, Tz) = E[S(fl — T)S(Tz — T)]

1

= /0 s(ti —u)s(ta — u)du
1

= A s(v)s(v +ta —t1)dv

= s(t)=s(—t)

t=ta—t1

This is the time correlation of a square wave with itself which will result in
the periodic triangle wave shown in Figure 1.

(d) The process is WSS.
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Figure 1: Autocorrelation function for process of Exercise 8.11

Problem 8.18
(a) 1
f\'(.‘lflf) — fA((l) _ fA(—TlH({lI))
( | |%| -4=—171n(1‘) tr
(b)
> 1
ElX =F ;_At = / T [ R —
[X(1)] [e=] o e e "da T3
1
- ) = () X (¢ — —A(t1+t2) _ '
Rxx(ti,t2) = E[X(t) X(t2)] = Ele e

The process is not WSS.

Problem 8.33
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(a) Consider a time instant, ¢, such that 0 <t < t,.
Pr(X(t,) = 1|X t) =

Pr(X(t, ) )
e

= Yoo Pr(no arrivals in (0,1))

= Tiexp( At —t,)) exp(—=A(t, — 1))

o

Pr(X(1) = 1)

Pr(X(t) =1|X(t,)=1) =

’
-

Let S; be the arrival time of the first arrival. Then {X(t) =1} & {S: < t}.

Hence, given that there is one arrival in (0,7,), that is X(t,) = 1,

Pr(X(t) = 1|X(t,) = 1) = Pr(S; < t|X(t,) = 1) = F5, (t{X(t,) = 1) = ti

1
= fo (t|X(t,) =1) = = 0<t<t,.
(b) Let 0 < t; <ty <t,. Also define

S1 = arrival time of first arrival,
S; = arrival time of second arrival.

The joint distribution of the two arrival times is found according to:

fons(ti 12| X(to) =2) = fo15,(t1]S2 = t2, X(t,) = 2) fs, (t2| X (o) =2)
= fo,15,(t1]S2 = t2) fs, (2| X (to) = 2)

To find fs,(t2), proceed as in part (a).
Fo(t2|X () =2) = Pr(X(f2) = 2[X(f.) = 2)
= Pr(X(t,) =2|X(t2) =2)

Pr(X(t,) = 2)
(Atg)? A‘—/\tz
= exp(—)\(to_TZ))m

= fgz(t2|X(TO) = 2) = o 0< TZ < f'o-
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Given S, = t5 there is one arrival between 0 and #,. From the results of part

(a), we know S is uniform over (0,#2) given S; = t5. Therefore
1
fsis2(tilt2) = r

2

0 <t <to

Putting the two previous results together we get

fsi,s(t, 02| X(8) =2) = fsys,(t1]S2 = t2) fs, (12| X (2,) = 2)

2 1
2t
9

The two arrival times S; and S; are uniformly distributed over 0 <t; < t; <

to.

In General we can write:

X(to)=n)= a

ty

f91,32,...,sn (tlatz,...,tn

Problem 8.34

Pr(N(t) = KIN(t+7) =m) = Pr(N(t+7) = mN(t) = k)t V() = K)

Pr(N(t+7)=m)
(/\T)m_kn—/\r()\t)kéj—)\t
(m—k)! ~ k!

wexp(—/\(t +7))

m

m\ thrmk
k (f_+_l_)m'
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Problem 8.37

9 b k
Pr(N(t) < 10) = Z (M) e
(a)
9 (1)1\
A=01t=10= Pr(N(t) <10) =} ——e"' =1
k=0
(b)
k
A=10,t =10= Pr(N(t) < 10) = Z (12?) e~ 10 =0
k=0 "
(c)
Pr(1 call in 10 minutes) = 1-e~' =0.3679.
12
Pr(2 calls in 10 minutes) = o e~! =0.1839.
Pr(1 call, 2 calls) = Pr(1 call) Pr(2 calls)
IS -
= wé’ = 0.0677
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