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Week 4) Statisti
al Pro
ess Control (SPC)4a) How SPC WorksThe magni�
ent seven.1. Histogram or stem-and-leaf plot2. Che
k sheet3. Pareto 
hart4. Cause-and-e�e
t diagram5. Defe
t 
on
entration diagram6. S
atter diagram7. Control 
hart
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Causes of quality variation.Pro
ess is in statisti
al 
ontrol if variation is due to 
han
eonly.Pro
ess is out-of-
ontrol if if variation is due to assignable
auses.Main pro
ess parameters are
• the mean µ

• the standard deviation σIn prin
iple µ, σ are time dependent, and the pro
ess is in
ontrol as long as µ = µ0 and σ = σ0, where µ0 and σ0 arethe in 
ontrol values.The pro
ess is out-of-
ontrol due to assignable 
auses if atsome time point at least one of µ and σ have shifted to anew value.When the pro
ess is in 
ontrol, most of the produ
tion willfall between LSL and USL.When the pro
ess is out-of-
ontrol, a higher proportion ofthe produ
tion lies outside of these spe
i�
ations.Is the goal of SPC to redu
e pro
ess variability as mu
h aspossible, or is it to have 
ontrol over unavoidable variabil-ity? � OH 2 �



Basi
 prin
iples of 
ontrol 
harts.The purpose of a 
ontrol 
hart is to 
ontrol the values ofa pro
ess parameter. We shall 
onsider x̄ (mean), s (stan-dard deviation) and R (range) 
harts.For an x̄ 
ontrol 
hart, typi
allyUCL = µ0 + 3σ0/
√
nCL = µ0LCL = µ0 − 3σ0/

√
nwhere n is the size of the 
ontrol sample.It is good if USL > UCL and LSL < LCLbut this is not always the 
ase.See Figure 5.2 on p 182.Sometimes a
tion or warning limits are de�ned. Typi
ally,UWL = µ0 + 2σ0/

√
nLWL = µ0 − 2σ0/

√
nIt is assumed that the 
ontrol samples 
onsist of i.i.d nor-mal or nearly normal observations, and that 
onse
utivesamples are independent.The most important use of a 
ontrol 
hart is to improvethe pro
ess. Read 1., 2. and 3. on p 185.� OH 3 �



Sample size and sampling frequen
y.The larger the sample size n is, the larger is the probability
1− β of dete
ting a small shift in the pro
ess.The probability of a false alarm does not depend on thesample size. It is

α = P

(∣

∣

∣

∣

x̄− µ0

σ0/
√
n

∣

∣

∣

∣

> 3

)

= 2(1− Φ(3)) = 0.0027The average run length (ARL) (unit is number of samples)depends on whether the pro
ess is in 
ontrol or not. Thein 
ontrol value isARL0 =
1

α
=

1

0.0027
= 370The out-of-
ontrol value depends on how big the shift inthe mean is.Ideally, the 
ontrol samples should be taken so that pa-rameter shifts tend to o

ur between samples�not within.This is the idea behind the rational subgroup 
on
ept. SeeSe
tion 5.3.4.A slightly unorthodox example of the 
ontrol 
hart method-ology is regurlarly made surveys of politi
al opinions fromthe viewpoint of a politi
al party.
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Analysis of 
ontrol 
hart patterns.See Western Ele
tri
 Handbook suggestions on p 196.Suppose k de
ision rules are used and that 
riterion i hastype I error probability αi, then the overall type I errorprobability is
α = 1−

∏

i

(1− αi) if the rules are independentIn any 
ase,
α ≤

∑

i

αi by Boole's inequality
Phase I and Phase II appli
ations of 
ontrol 
harts.In phase I, the purpose is to �nd the 
ontrol limits.In Phase II, the purpose is to produ
e items.
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Reading hints.Se
tion 5.4 The Rest of the Magni�
ient Seven is left forself studies. So is also Se
tion 5.5 Implementing SPC in aQuality Improvment Program, and Se
tion 5.6 An Appli-
ation of SPC.Se
tion 5.7 Appli
ations of Statisti
al Pro
ess. . .may beomitted.
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4b) Variables Control ChartsStatisti
al basis.Typi
ally the in 
ontrol values of µ and σ are not known.In order to estimate µ and σ, the re
ommendation is totake m ' 25 samples, ea
h of size n ' 5.The best estimator of µ is the grand mean
¯̄x =

x̄1 + · · · + x̄m
mThe best estimator of σ2 is the pooled sample varian
e

s2P =
s21 + · · · + s2m

mThe grand mean and the pooled varian
e are unbiased es-timators of their theoreti
al 
ounterparts.

� OH 7 �



The average standard deviation is
s̄ =

1

m

∑

i

siNote that
Es = c4σ and Var s = (1− c24)σ

2

Let R1, . . . , Rm be the ranges of the m samples. The aver-age range is
R̄ =

1

m

∑

i

RiNote that
ER = d2σ and VarR = d23σ

2(see Chapter 4).The 
onstants c4 and d2, d3 are tabulated in AppendixTable VI, p 702.
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(Trial) 
ontrol limits for the mean 
hart:UCL = ¯̄x + A2R̄CL = ¯̄xLCL = ¯̄x− A2R̄Development.
ER = d2σ

⇒ σ̂ =
R̄

d2
is unbiased for σ

⇒ σ̂/
√
n =

R̄

d2
√
n

estimates s.e. = σ/
√
n without bias

⇒ A2 =
3

d2
√
nThe 
onstant A2 is tabulated in Appendix Table VI, p 702.
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(Trial) 
ontrol limits for the range 
hart:UCL = D4R̄CL = R̄LCL = D3R̄Development.
σR =

√VarR = d3σ

⇒ σ̂R = d3σ̂ = d3
R̄

d2

⇒ UCL = R̄ + 3
d3
d2
R̄

& LCL = R̄− 3
d3
d2
R̄Thus,

D4 = 1 +
3d3
d2

D3 = 1− 3d3
d2The 
onstants D3, D4 are tabulated in Appendix Table VI,p 702.
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In Example 6.1, there are m = 25 preliminary samples,ea
h of size n = 5, and
∑

i

x̄i = 37.6400 ⇒ ¯̄x = 1.5056

∑

i

Ri = 8.1302 ⇒ R̄ = 0.32521The 
ontrol values for the range 
hart areUCL = D4R̄ = 2.114 · 0.32521 = 0.68749CL = 0.32521LCL = D3R̄ = 0 · 0.32521 = 0One may 
ompare using the range 
ontrol 
hart and two-sided testing of
H0 : σ = d2R̄ = 2.326 · 0.32521 = 0.7564at level α = 0.0027. Note that the two-sided test reje
ts if

4s2

0.75642
≤ χ2

1−α/2,n−1 = 0.1058 ⇔ s ≤ 0.1230or
4s2

0.75642
≥ χ2

α/2,n−1 = 17.8006 ⇔ s ≥ 1.5957for samples of size n = 5.
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The 
ontrol values for the mean 
hart areUCL = ¯̄x + A2R̄ = 1.5056 + 0.577 · 0.32521 = 1.69325CL = ¯̄x = 1.5056LCL = ¯̄x− A2R̄ = 1.5056− 0.577 · 0.32521 = 1.31795One may 
ompare using the mean 
ontrol 
hart and thetesting of
H0 : µ = 1.5056 vs H1 : µ 6= 1.5056whi
h reje
ts at level α = 0.0027, if

∣

∣

∣

∣

x̄− 1.5056

s/
√
n

∣

∣

∣

∣

≥ tα/2,n−1 = 6.6202for samples of size n = 5.An alternative 
ould be to use a standardized 
ontrol 
hart,where the points are plotted in standard units. The variableplotted on su
h a 
hart would be
t =

x̄− 1.5056

s/
√
nwith UCL = 6.6202 and LCL = −6.6202.

� OH 12 �



Sometimes the 
harts are based on standard values.E.g, if σ is known, then, for the range 
hart,UCL = D2σ = (d2 + 3d3)σCL = σLCL = D1σ = (d2 − 3d3)σThe 
onstants D1, D2 are tabulated in Appendix Table VI,p 702.Analogously for the mean 
hart.
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Estimating pro
ess 
apability.Let x denote a typi
al pro
ess output.The fra
tion non
onforming items produ
ed is
p = P (x < LSL or x > USL)
= P (x < LSL) + P (x > USL)

= 2P (x < LSL)where the latter equality pressumes
µ =

LSL+ USL
2The pro
ess 
apability ratio (PCR), is

Cp =
USL− LSL

6σThe per
entage of the spe
i�
ation band that the pro
essuses up, is
P =

(

1

Cp

)

100%For instan
e, if the pro
ess 
apability estimate is
Ĉp = 1.25then the pro
ess uses up approximately 80% of the spe
i�-
ation band.Look at Figure 6.3. � OH 14 �



The natural toleran
e limits of the pro
ess are 
us-tomary de�ned as 3σ above (UNTL) and below (LNTL)the pro
ess mean.Note that there is no mathemati
al or statisti
al relation-ship between the 
ontrol limits and the spe
i�
ation limits.
The OC 
urve for a mean 
ontrol 
hart. The in 
on-trol parameters are µ0 and σ0, where the latter is assumedknown and 
onstant. The β-risk or the probability of notdete
ting a shift in the mean of k standard deviations, is

β = P (LCL ≤ x̄ ≤ UCL|µ1 = µ0 + kσ0)

= P (x̄ ≤ UCL|µ1 = µ0 + kσ0)− P (x̄ ≤ LCL|µ1 = µ0 + kσ0)

= Φ(L− k
√
n)− Φ(−L− k

√
n)where L = 3, typi
ally.This is an even fun
tion of k. See Figure 6.13.The in 
ontrol run length isARL0 =

1

αThe out-of-
ontrol run length isARL1 =
1

1− β1
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Constru
tion and operation of x̄ and s 
harts.When standard values are given for µ and σ, the mean
hart has three-sigma limitsUCL = µ + 3σ/
√
nLCL = µ− 3σ/

√
nThe three-sigma 
ontrol limits for the s 
hart isUCL = (c4 + 3

√

1− c24)σ = B6σLCL = (c4 − 3
√

1− c24)σ = B5σsin
e
Es = c4σ and Var s = (1− c24)σ

2Note also, CL = c4σ
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When no standard is given, we begin with m preliminarysamples, ea
h of size n. The average of m standard devia-tions is
s̄ =

1

m

∑

i

si

The statisti
 s̄/c4 is unbiased for s. Hen
e, by 
omparingwith the 
ase when standard values are given,UCL = B6
s̄

c4
= s̄ + 3

√

1− c24
c4

s̄ = B4s̄CL = s̄LCL = B5
s̄

c4
= s̄− 3

√

1− c24
c4

s̄ = B3s̄Note that
B4 = B6/c4 and B3 = B5/c4The asso
iated mean 
ontrol 
hart hasUCL = ¯̄x +

3s̄

c4
√
n
= ¯̄x + A3s̄CL = ¯̄xLCL = ¯̄x− 3s̄

c4
√
n
= ¯̄x− A3s̄

� OH 17 �



Reading hints.The remaining part of Se
tion 6.3 Control Charts for x̄ and
s is left for self-study.Se
tion 6.4 The Shewhart Control Chart for Individualmeasurements (the 
ase n = 1) may be omitted.Se
tion 6.5 Summary of Pro
edures for x̄, s and R Charts,and Se
tion 6.6 Appli
ations of Variables Control Chartsare also left for self-study.
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4
) Attributes Control ChartsControl 
hart for fra
tion non
onforming.If D is the number of units of produ
t that are non
on-forming, then
D ∼ Bin(n, p)where n is the sample size, and p is the true proportionnon
onforming units.The sample fra
tion non
onforming is

p̂ =
D

nNote,
Ep̂ = p and Var p̂ =

p(1− p)

n
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If standard is given,UCL = p + 3

√

p(1− p)

nCL = pLCL = p− 3

√

p(1− p)

nIf no standard is given, repla
e p with
p̄ =

1

m

∑

i

p̂iwhere the number of phase I samples m ' 20 and p̂i is the
ith sample fra
tion non
onforming.The so obtained 
ontrol limits should be regarded as triallimits.Consider Example 7.1.
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Design of the fra
tion non
onforming 
ontrol 
hart.Three parameters must be spe
i�ed: the sample size n, thesample frequen
y and the width of the 
ontrol limits.Suppose p = 0.01. If n = 8 and L = 3, thenUCL = 0.01 + 3

√

0.01 · 0.99
8

= 0.1155If there is one non
onforming unit in the sample,
p̂ =

1

8
= 0.125 > UCLMontgomery says that in many 
ases it is unreasonable to
on
lude that the pro
ess is out of 
ontrol on observing asingle non
onforming item.To avoid this pitfall, the sample size must be larger than8. If we want the probability of at least one non
onformingitem in the sample to be around 0.95, then n ≈ 300. Notethat, even for su
h a big sample size, np ≈ 3 and the 
.l.tis not appli
able.
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Suppose we want to dete
t a shift from p = 0.01 to
p1 = 0.05 to be 1− β1 = 0.50Then

0.5 = P (p̂ > UCL|p1)
= P







p̂− p1
√

p1(1−p1)
n

>
p− p1 + L

√

p(1−p)
n

√

p1(1−p1)
n







Assuming the distribution of p̂|p1 symmetri
 around itsmean p1 (this is weaker than assuming the 
.l.t be appli
a-ble, whi
h not ne
essarily is the 
ase),
p1 − p = L

√

p(1− p)

n

⇒ p1 = p + L

√

p(1− p)

nThat is, UCL = p1and
n =

(

L

p1 − p

)2

p(1− p) ≈ 56
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Another useful 
riterion is to 
hoose n large enough so thatthe 
ontrol 
hart will have LCL > 0. That is,
p > L

√

p(1− p)

nor
n >

1− p

p
L2 ≈ 171
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Reading hints.Se
tion 7.2.2 Variable Sample Size is left for self-study.Se
tion 7.2.3 is omitted.
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The OC 
urve.The probability of a type II error for the fra
tion non
on-forming 
hart, may be 
omputed from
β = P (LCL < p̂ < UCL|p)

= P (p̂ < UCL|p)− P (p̂ ≤ LCL|p)
= P (D < nUCL|p)− P (D ≤ nLCL|p)If LCL < 0, omit the right-most term.

The ARL 
al
ulations are not di�erent from the vari-ables 
ase.
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Reading hints.Se
tion 7.3 Control Charts for Non
onformities (Defe
ts)is omitted.Se
tion 7.4 Choi
e between Attributes and Variables Con-trol Charts is left for self-study. So is also Se
tion 7.5Guidelines for Implementing Control Charts.
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