
Tentamentsskrivning: Statistisk slutledning 1

Tentamentsskrivning i Statistisk slutledning MVE155/MSG200, 7.5 hp.

Tid: 13 mars 2018, kl 14.00-18.00
Examinator och jour: Serik Sagitov, tel. 031-772-5351, rum H3026 i MV-huset.
Hjälpmedel: Chalmersgodkänd räknare, egen formelsamling (fyra A4 sidor).
CTH: för “3” fordras 12 poäng, för “4” - 18 poäng, för “5” - 24 poäng.
GU: för “G” fordras 12 poäng, för “VG” - 20 poäng.
Inclusive eventuella bonuspoäng.

———————————————————————
Partial answers and solutions are also welcome. Good luck!

1. (5 points) The intensity if light reflected by an object is measured. Suppose there are two types
of possible objects, A and B. If the the object is of type A, the measurement is normally dis-
tributed with mean 100 and standard deviation 25; if it is of type B, the measurement is normally
distributed with mean 125 and standard deviation 25. A single measurement is taken with the
value X = 120.

(a) What is the likelihood ratio? What does it say?

(b) If the prior probabilities of A and B are 0.75 and 0.25, what is the posterior probability
that the item is of type B?

2. (5 points) What is the difference between

(a) the parametric bootstrap and the non-parametric bootstrap?

(b) a confidence interval, a credibility interval, and a prediction interval?

(c) the chi-square test of independence, chi-square test of homogeneity, and goodness of fit
chi-square test?

(d) the significance level and the P-value of a test? In what sense the P-value is a random
variable?

3. (5 points) Ten paired observations

x 0.34 1.38 -0.65 0.68 1.40 -0.88 -0.30 -1.18 0.50 -1.75
y 0.27 1.34 -0.53 0.35 1.28 -0.98 -0.72 -0.81 0.64 -1.59

have sample means, sample standard deviations, and a sample correlation coefficient given below

x̄ = −0.046, ȳ = −0.075, sx = 1.076, sy = 0.996, r = 0.98.

(a) Treating x as an explanatory variable and y as the response variable, write down a regres-
sion line fitted to the data above. Estimate the size of the noise.

(b) Treating y as an explanatory variable and x as the response variable, write down a regres-
sion line fitted to the data above. Estimate the size of the noise.

(c) Draw the regression lines from (a) and (b) on the same plot. Explain the relation between
the lines.

(d) Explain the meaning of r2 both in (a) and (b).
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4. (5 points) Consider a single parameter distribution with the probability density function

f(x) = c(θ)xθ−1e−x, x > 0.

Here θ is a positive parameter and c(θ) is a normalisation constant ensuring that
∫∞

0
f(x)dx = 1.

It is known that the distribution mean and variance are both equal to θ. For this parametric
model with a certain parameter value θ, Matlab generated the following five independent random
numbers

0.6687, 1.0037, 0.7563, 0.0745, 0.5942,

which give three summary statistics

x1 + . . .+ x5 = 3.0974, x2
1 + . . .+ x2

5 = 2.3852, x1 · · ·x5 = 0.0225.

(a) Using the method of moments, find a point estimate of θ. Sketch the corresponding distri-
bution curve.

(b) For the given data write down the likelihood function. What is a sufficient statistic here?

(c) Describe step by step: how would you compute the maximum likelihood estimate of θ using
computer.

(d) How would you estimate the standard error of the maximum likelihood estimate?

5. (5 points) Twenty five independent pairs of observations (Xi, Yi) are taken from a joint dis-
tribution with unknown means (µ1, µ2). It is known that the differences Xi − Yi are normally
distributed with unknown variance σ2. An exact 98% confidence interval for the difference µ1−µ2

is computed to be 5± 5.86.

(a) Shall we reject the null hypothesis of equality µ1 = µ2 to the favour of µ1 6= µ2 at two
percent significance level?

(b) Find X̄ − Ȳ and its standard error.

(c) Give an unbiased estimate of σ2.

(d) What is the P-value of the test based on the confidence interval 5± 5.86?

6. (5 points) The following data gives the amount of time (in minutes) it took a certain person to
drive to work, Monday through Friday, along four different routes.

Route Mon Tue Wed Thu Fri Mean
1 22 26 25 25 31 25.8
2 25 27 28 26 29 27
3 26 29 33 30 33 30.2
4 26 28 27 30 30 28.2

Mean 24.75 27.5 28.25 27.75 30.75 27.8

(a) How would you justify the experimental design chosen for this study?

(b) Fill in the missing values into the ANOVA table for the data above. Explain.

Source SS df MS F
- 52.8 - - -
- 73.2 - - -

Error 27.2 - -
Total - -
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(c) State the most relevant H0 and H1. Which statistical table would you need for testing?
Explain.

(d) Compute the residual value is obtained from the data value 22. How would you verify the
normality assumption using the normal probability plot?
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NUMERICAL ANSWERS

1a. The likelihood ratio is

f(120|A)

f(120|B)
=
e−( 120−100

25 )2/2

e−( 120−125
25 )2/2

= e−0.3 = 0.74.

The ratio is less than one being in favour of the outcome B: the model B gives a higher likelihood
than the model A.

1b. If the prior probabilities of A and B are 0.75 and 0.25, then the posterior probability that
the item is of type B is

P(B|120) =
f(120|B) · 0.25

f(120|A) · 0.75 + f(120|B) · 0.25
=

1
f(120|A)
f(120|B) · 3 + 1

=
1

3.22
= 0.31.

3a. Simple linear regression model

Y = β0 + β1x+ ε, ε ∼ N(0, σ2).

Fitting a straight line using
y − ȳ = r · sysx (x− x̄)

we get the predicted response
ŷ = −0.033 + 0.904 · x.

Estimated σ2 is
s2 = n−1

n−2s
2
y(1− r2) = 0.044.

3b. Simple linear regression model

X = β0 + β1y + ε, ε ∼ N(0, σ2).

Fitting a straight line using
x− x̄ = r · sxsy (y − ȳ)

we get the predicted response
x̂ = 0.033 + 1.055 · y.

Estimated σ2

s2 = n−1
n−2s

2
x(1− r2) = 0.052.

3c. First fitted line
y = −0.033 + 0.904 · x

is different from the second
y = −0.031 + 0.948 · x.

The first line minimises the vertical residuals while the second minimises the horizontal residuals.

3d. Both models have the same coefficient of determination r2 = 0.96. Explain its meaning in
both cases.

3c. The two-sample t-test assumes that two independent samples (X1, . . . , Xn) and (Y1, . . . , Ym)
are taken from two normal distributions with equal variance. To test this normality assumption
one may use a normal probability plot for n+m residuals (X1−X̄, . . . , Xn−X̄, Y1−Ȳ , . . . , Ym−Ȳ ).

4a. Since θ is the first population moment, its method of moment estimate is obtained as

θ̃ = x̄ = 3.1
5 = 0.62.
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4b. This is a gamma distribution with the shape parameter α = θ and the scale parameter
λ = 1. The likelihood function is

L(θ) = cn(θ)(x1 · · ·xn)θ−1e−x1−...−xn = cn(θ)(0.0225)θ−1e−3.0974,

where c(θ) = 1/Γ(θ). There is a single sufficient statistic t = x1 · · ·xn, so that the MLE of θ is a
function of t, all remaining information in the sample data being irrelevant.

4c. Compute log-likelihood

l(θ) = lnL(θ) = −n ln Γ(θ) + (θ − 1) ln t− x1 − . . .− xn,

and then its derivative
l′(θ) = −5Γ′(θ)

Γ(θ) + ln 0.0225.

Putting this to zero we arrive at the equation

Γ′(θ) = Γ(θ) ln 0.0225
5 = −0.76 · Γ(θ).

Solve this equation numerically using computer with the starting value given by the method of
moments estimate 0.62.

4d. Describe the corresponding parametric bootstrap algorithm.

5a. Since the CI covers zero, we do not reject the null hypothesis of equality µ1 = µ2 to the
favour of µ1 6= µ2 at two percent significance level.

5b. From the CI formula for two paired samples

5± 5.86 = X̄ − Ȳ ± t24(0.01) · sX̄−Ȳ = X̄ − Ȳ ± 2.5 · s√
n

= X̄ − Ȳ ± s
2 ,

we find the point estimate X̄ − Ȳ = 5 and its standard error to be sX̄−Ȳ = 5.86
2.5 = 2.34.

5c. An unbiased estimate of σ2 is given by

s2 = (
√
n · 2.34)2 = (5 · 2.34)2 = 137.

5d. The observed value of the t-test statistic is T = X̄−Ȳ
sX̄−Ȳ

= 5
2.34 = 2.14. Since t24(0.025) =

2.064, the two-sided P-value of the test is slightly smaller than 5%.

6a. The applied experimental design is randomised block design. The main interest in the
comparison of different routes. The observations are blocked using five days of the week, which is
reasonable as the traffic is expected to be different across the days of the week. If alternatively, all
five observations for each route are taken on Mondays, then the comparison will not be valid for
different traffic regimes.

6b. To fill in the missing values into the ANOVA table, check first that the mean times for the
four routes give the sum of squares

{(25.8− 27.8)2 + (27− 27.8)2 + (30.2− 27.8)2 + (28.2− 27.8)2} · 5 = 52.8.

Source SS df MS F
Route 52.8 3 17.6 7.75
Days 73.2 4 18.3 8.06
Error 27.2 12 2.27
Total 153.2 19
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6c. One expects significant differences of traffic intensities across the week days. Therefore,
the most interesting H0 is that stating no difference among four routes versus H1 of significant
difference among the routes. The collected data indicates that the route 1 is the fastest. To test
that this result is significant we could use the F3,12-distribution table.

6d. The residual value corresponding to the data value 22 is

ε̂11 = 22− 25.8− 24.75 + 27.8 = −0.75.

To verify the normality assumption, compute on a similar way all 20 residuals and then draw the
normal probability plot based on these 20 residuals.


