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Random variables:

v

Joint distribution of X; Y .
Dependent random variables:

v

» correlated normal variables,
» expectation of h(X; Y ), covariance.

Conditional pdf and cdf.

Law of total probabilities.

v

v

v

Bayes formula.



Joint probability distribution function of X, Y:

Example Experiment: select at random a person in the classroom and
measure his (her) length x [m] and weight y [kg]. Such an experiment
results in two r.v. X; Y .

» Joint distribution of X; Y is a function
Fxy(x,y) =P(X <xand Y <y)=P(X <x, Y <y).
» X, Y are independent if
Fxy(x,y) = Fx(x)Fy(y) (1)

» if X, Y are independent then any statement A about X is
independent of a statement B about Y, i.e. P(AN B) = P(A)P(B)

!Similarly as for one dimensional case, the probability of any statement
about the random variables X, Y is computable (at least in theory) when
Fxy(x,y) is known.



Wave data from North Sea. Scatter
plot of crest period and crest amplitude
(left); crest period T, and crest
amplitude A., resampled from original
data (right).
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Are T., A. independent?

Resampled crest amplitude (m)
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Very unlikely!

There were n = 199 waves measured. In order to get independent
observations of T, Ac we choose 100 waves at random out of 199. Next
we split the data in four groups defined by events A= T, <1,

B =A: <2andlet p=P(A) and g = P(B). Data:

| B B°
A 16 2 2
Ac | 49 33

2If T. and A. are independent then probabilities of four events AB, A°B,
AB€ and A°B°€ are defined by parameters p, q. The estimates are p* = 0.18,

q* = 0.65. Now we can use x? test to test hypothesis of independence, see
blackboard.
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CDF - some properties:
> Fxy(x,y) is non-decreasing function of x,y. Fxy(x,+00) = Fx(x)
and Fxy(+00,y) = Fy(y)

» A continuous cdf posses a probability density function fxy(x, y)

such that
Fxy(x,y) = / / fxy(X,7)%¥.

» Any positive function that integrates to one defines a cdf.
» For independent X, Y, fxy(x,y) = fx(x) fy(y).

» If X, Y takes only finite (countable) number of values, for example
0,1,2,.... The function pj = P(X =1i,Y =) is called a
probability mass function and

Fxr(xy) =D > pi-

i<x j<y



Example - Multinomial :

A probability-mass function pj often used in applications is the
multi-nomial distribution. It is a generalization of the binomial
distribution to higher dimensions:

. n! ; i
P(XZJaYZk):mPL\PE(l—PA—PB) I

for 0 <j + k < n and zero otherwise, pa, and pg are parameters.
X is Bin(n, pa) while Y is Bin(n, pg) but X, Y are in general dependent?:

P(X=0,Y=0)=(1—-pa—ps)"#(1—pa)"(l—ps)

Problem 5.2: Under assumption of independence what is probability
that in five fires three are in family houses?

3In addition Z = X 4+ Y is Bin(n, pa + pg) and take values 0, ..., n, and
not 0,...,2n what would be the case for independent X and Y.



Example: Normal pdf- and cdf-function:

The cdf of standard normal r.v. Z say is defined through its pdf-function:

P(X < x) = ®(x) = / L g

o s

Let X, Y, be independent N(0,1) variables then

1
fXY(Xay) = fX(X) fY(X) = 2— ef(X2+y2)/2
™
More generally if Z;, Z> are independent standard normal then
X =mx +oxZ1, Y =my + oy Z, are independent N(mx,o%) and
N(mYMT%/) having joint pdf
1 1 bmmx? | mmy)?
fXY(X7y): fX(X) fY(X): - 2( cr}( g%/ >
2noxoy

As before mx = E[X], my = E[Y] while 0% = V[X], 02 = V[Y].



Example:

Normalized histogram of weights X

o (left) and length Y (right) of 750
. Z o1 newborn children in Malmo.
) nolj Solid line the normal pdf with
] Z: mx = 3400 g, ox =570 g, my =49.9
? 004 cm, oy = 2.24 Cma.
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Two dimensional Normal cdf:

Let Z1, Z; ne independent N(0,1) variables. Define

X mx + ox Z1,
Y = my+poyZ+(1-poy Z.

The r.v. X, Y are jointly normal (X, Y) € N(mx, my,o%,0%,p) and
have pdf given by

= mx) y— my) (x=mx) (y=my)
1 { —20 5y }

, 2
2noxoy/1 — ( )

—1<p<1l If p=0then X,Y are independent. If p=10r —1 Y is a
linear function of X.*

f(X’}/) =

For any constants a, b, ¢ if (X, Y) € N(mx, my,o%,0%,p) then

a+bX+cYeNmo?), m=a+bmyx+cmy, o°=2

*In the previous slight in right-bottom plot p = 0.75.



Expected value of Z = h(X, Y):

Z is a random variable hence if one knows pdf or pmf then

+oo
E[Z] :/ zfz(z)dz or E[Z]= Zzpz.

— 00

If the joint cdf Fxy(x,y) is known then Fz(z) = P(h(X,Y) < z) can be
computed. However this is not needed since

400 +o0
E[Z]:[ [ h(x,y) fy(x,y)dxdy or  E[Z] = h(x,y) py-

Examples: if Z = aX + bY then E[Z] = aE[X] + bE[Y]

if X and Y are independent and Z = X - Y then E[X - Y] = E[X]E[Y].



Covariance - correlation:

For any two independent r.v. X and Y, E[X - Y] = E[X]E[Y] thus the
difference
Cov(X,Y) =E[X - Y] — E[X]E[Y] (3)

is a measure of dependence between X and Y and is called covariance.
From (3) we see that Cov(aX, bY) = abCov(X, Y) and hence by
changing the units of X and Y the covariance can have value close to

zero and can be misinterpreted as being only weakly dependent.
Consequently, one is also defining scaled covariance called correlation®

Cov(X,Y) <<l

T VKV -0

Problem 5.3: See blackboard.

®If for X and Y correlation |p| = 1 then there are constants a; b (both not
equal zero) such that aX + bY = 0 with probability one.



Covariance - variance of a sum:
When one has two random variables, their variances and covariances are
often represented in the form of a symmetric matrix X, say,

V[X] Cov(X,Y)

r= Cov(X,Y)  V[Y]

The variance of a sum of correlated variables will be needed for
computation of variance in the following chapters. Starting from the
definition of variance and covariance, the following general formula can
be derived (do it as an exercise):

V[aX + bY + c] = a®V[X] + b>V[Y] + 2ab Cov(X, Y).

-1

0?1 0?1
vl ; -1
)Z = COV[gl,gg; 81,52] ~ — (?)g} 396126/92 = - {/(9?[79;)}

96200, 062



Conditional probability mass function

Suppose we are told that the event A, such that P(A) > 0, has occurred,
then probability that B occurs (is true), given that A has occurred, is

P(ANB)

P(BIA) = 52

For discrete random variables X, Y with probability-mass function
pik = P(X = j, Y = k) the conditional probabilities
P(X:j,Y:k)_%

PX =Y =K = =55 g = =pl, j=01....

It is easy to show that that p(j|k), as a function of j, is a
probability-mass function.

Problem 5.11: Application of formulas pjx = p(jlk)px and p; = >, pj
(blackboard).



The conditional cdf P(X < x|Y = y). and pdf

Suppose that we observed the value of Y, e.g. we know that Y =y, but
X is not observed yet. An important question is if the uncertainty about
X is affected by our knowledge that Y =y, i.e. if

F(xly) =P(X < x|Y =)

depends on y®.

For continuous r.v. X, Y it is not obvious how to define conditional
probabilities given that " Y = y", since P(Y = y) = 0 for all y. As before
we can intuitively reason that we wish to condition on " Y = y" then the
conditional pdf of X given Y = y is define by

) = ) P = [ rsiy)ax

is the conditional distribution.

6]f X and Y are independent then obviously F(x|y) = Fx(x) and Y gives
us no knowledge about X.



Law of Total Probability

Let Aq,..., A, be a partition of the sample space.
Then for any event B

P(B) = P(B|A1)P(A1) + P(B|A2)P(Az) + - - + P(B|A,)P(An)

If X and Y have joint density f(x, y) and B is a statement about X, then

P®)= [ PEY =) PBIY =)= [ )

— 00

Bayes formula: In many examples the new piece of information is
formulated in form of a statement that is true. For example C ="the
wire passed preloading test of 1000kg”, i.e. C ="Y > 1000" is true. If
the likelihood L(y) = P(C|Y = y) is known then the density f(y|C) is
computed using Bayes formula f(y|C) = cP(C|Y = y)f(y).



Typical problems in safety of existing structure:

Suppose a wire has known strength y. Let Xj be the maximal load during
the first year of exploitation. Compute

P (" wire survives first years load") = P(X; < y) = Fx,(y).
In reality strength y is not known, r.v. Y models the uncertainty and

P

safe = P("wire survives first years load") = P(X; < Y).

Problems:

(a) How to compute probability P,

safe = P(B), where B ="X1 < Y"?

(b) Suppose B = X; < Y is true, what is the probability

P

<afe = P("wire survives second year load” |B) = P(X; < Y|B)?

(c) What is distribution of strength Y after surviving the first year load,
e. Fy(y|B) = P(Y < y|B)?



