
Exercise session 3, Stochastic Calculus Part I.

1 Let X > 0. Show that E[X] ≤
∑∞

n=o P (X > n).

Solution.

E[X] =
∫ ∞

0

x dFX(x) =
∞∑

n=0

∫ n+1

n

x dFX(x) ≤
{

x ≤ n + 1, ∀x ∈ [n, n + 1]
}

≤
∞∑

n=0

(n + 1)
∫ n+1

n

dFX(x) =
∞∑

n=0

(n + 1)
(
P(X ≤ n + 1)− P(X ≤ n)

)
=

∞∑
n=0

(n + 1)
(
P(X ≤ n + 1)− 1 + P(X > n)

)
=

∞∑
n=0

P(X > n) +
∞∑

n=0

−(n + 1)P(X > n + 1) + nP(X > n)︸ ︷︷ ︸
=0, which should be checked.

=
∞∑

n=0

P(X > n)

2 Let Bt be a Brownian motion. Show that Xt = cB(t/c2) is a Brownian
motion.

Solution. We check only that the variance is t− s. The other properties are
almost trivially fulfilled. For t ≥ s we get that

Var(Y (t)−Y (s)) = Var(c(B(t/c2)−B(s/c2))) = c2Var(B(t/c2)−B(s/c2)) = c2(t/c2−s/c2) = t−s.

3 Let Bt be a Brownian motion. Show that e−αtB(e2αt) is a Gaussian process.
Find its mean and covariance functions.

Solution. Since B is a Gaussian process, Y is a Gaussian process. The co-
variance function is now calculated for s < t:

ρY (s, t) = Cov(Y (s), Y (t)) = Cov(e−αsB(e2αs), e−αtB(e2αt)) = E[e−αsB(e2αs)e−αtB(e2αt)] =

e−α(s+t)E[B(e2αs)B(e2αt)] = e−α(s+t)ρB(e2αs, e2αt) = e−α(s+t) min(e2αs, e2αt) = e−α(s+t)e2αs = e−α|t−s|.

We get the same result for the case s > t.

4 Let Bt be a Brownian motion. Show that the process e−t/2 cosh(Bt) is a
martingale w.r.t. the filtration Ft = σ(Bs, 0 ≤ s ≤ t).
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Solution. Let s > t. Since B has increments which are independent of the
past we get that

E[e−s/2 coshB(s)|Ft] =
e−s/2

2
E[eB(s) + e−B(s)|Ft]

=
e−s/2

2
E[eB(s)−B(t)+B(t) + e−(B(s)−B(t))−B(t)|Ft]

=
e−s/2

2

(
eB(t)E[eB(s)−B(t)|Ft] + e−B(t)E[e−(B(s)−B(t))|Ft]

)
=

e−s/2

2

(
eB(t)E[eB(s)−B(t)] + e−B(t)E[e−(B(s)−B(t))]

)
=

{
Page 50 in Klebaner: X ∼ N(µ, σ2) ⇒ E[euX ] = eµu+ σ2u2

2

}
=

e−s/2

2

(
eB(t)e(s−t)/2 + e−B(t)e(s−t)/2]

)
= e−t/2 coshB(t)
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