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5. Limit theorems

5.1 Law of large numbers

Ex 1: coin tossing

Number of heads X ~ Bin(n,1/2) in n tossings
proportion of heads X/n — 1/2 asn — o
since E(X/n) =1/2 and Var(X/n) =1/(4n) — 0

Chebyshev’s inequality
given E(X) = p and Var(X) = o?
P(|X — u| > ¢€) <0o?/e?, Ve > 0
Proof
B(Lx-pj>q) < E(
Theorem LLN
letX:%(quL...—an) and Xi,..., X, are
independent with E(X;) = u, Var(X;) = o?
then P(|X — pu| > €) = 0, n — oo, Ve > 0
Proof

X

N2
1 xusa)

Var(X) = 02 /n apply Chebyshev’s inequality

Ex 2: last ID digit

Collect the last ID digits in the class X, ..., X3
ten sample counts Yy, Yi,..., Yy

Sample mean

X:%(X1+...+X30):?}—0(5ﬁ+23/2+...+9§@)

1



Ex 3: Monte-Carlo mtegratlon
Numerically compute fo e” dx ~ o S X7
where X7, .. X are 1ndependent U(0,1)

so that E(e* ; foe dz

5.2 Central Limit Theorem

Ex 2: last ID digit
(X;+ 1) ~ U(10), Var(X;) =99/12 = 8.25
Var(X) = 8.25/30 = 0.275 = (0.524)”
observe the difference X — 4.5

Theorem CLT
let 5, =X;+...+X,and X4,..., X, are
independent with E(X;) = u, Var(X;) = o?
then P(Sg;\/%’“‘ <z)— ®(x),n = oo, Vr

Proof: mgf method, assume u =0, 02 =1
M(t) = E(e"Y), M(t) = 1+ 3t + o(t?), t — 0
E(etSn/\/ﬁ) _ Mn(%) N (1 i 2) el 2/9

Normal approximations
sample mean X =~ N(u, %2)
Bin(n, p) ~ N(np,npq), np > 5, nqg >5
Pois(\) ~ N(A, \), A > 5
Hg(N,n,p) ~ N(np,nqu Z),np > 5,ng > 5
Gamma(a, A) & N(a/\, a/\?) for large o



Ex 4: diversification experiment
Three options of a special study support

a) take 4500 SEK

b) toss a coin and get 10000 SEK in case of heads

¢) toss 10000 one-SEKs and collect all heads-up coins
Amount of money collected in the last case

X ~ Bin(10000,0.5), three-sigma rule: 5000 £ 150

Ex 5: aspirin teatment
X = #{heart attacks in the placebo group}
Assuming no aspirin effect
X ~ Hg(22071,293,0.4999) ~ N(146.48,72.28)
P(X >189) & 1 — (208 — 1 — @(5)
= 0.0000003 statistically significant aspirin effect

5.3 x? and t distributions

Chi square distribution y7 with 1 degree of freedom
7%~ X3 it Z ~ N(0,1)
transformed r.v. = y? = Gamma(1/2,1/2)

Chi square distribution with £ > 1 degrees of freedom
Zi4 ...+ ZF ~ x3, if independent Z; ~ N(0, 1)
x: = Gamma(k/2,1/2), x3 = Exp(1/2)
mgf M(t) = (1 — 2t)*/2

f(x) — Qk/21}(k/2)x(l€/2)_1€_$/27 :u — k: 0-2 — 2k




Sample mean and sample variance
Random sample from N(p, o?)

independent r.v. (X1,...,X,), X; ~ N(u, 0?)
sample mean X = w ~ N(p, %2)
sample variance 5% = == 3" | (X; — X)?

Theorem A

given a random sample from N(u, 0?)

X is independent of vector (X — Xy,..., X — X))
Proof: mgf method, assume p = 0, 0? = 1

E(exp{sX + >, t:(X; — X)})

= E(exp{}_l_(sn~ '+ ¢ — 1) X;})

= [[iz exp{(sn " +t; — #)°/2}

= exp{s + 5 20, (t — 1)°)

— BB (ep X, (Y — X))

Theorem B
random sample from N(u, 0%) = (n—1)S?/o? ~ x? |
Proof: assume pn =0, 02 =1

S X7 = w4 S X
ZZIX,% Nk y DN . .

apply Theorem A and mgf to show that
2o (Xi = X)? ~ X



t-distribution with £ > 1 degrees of freedom
ZT\Q ~ tp-distribution
if Z ~ N(0,1) and X ~ x?% are independent

(k1)) 2) k)2
F) = imran (1 + ?)

Random sample from N(u, 0?) = % ~ 1,1

Normal approximation for the ¢-distribution
tr ~ N(0, 1) for large k



