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8. Simple linear regression

Relation between two continuous variables
X = explanatory variable, Y = dependent variable
data: n paired observations (x;, y;)

Marginal sample variances
s2 = ﬁz(ajz — 7)?, 5,12/ = ﬁ (y; — §)?

Sample covariance
1 n

Coy = ()] Z(:Ci - j)(yz — g) = (n_l)(x—y - @g)

sample correlation coefficient r = —
x5y

Ex 1: heights of fathers and sons
http: //www.scc.ms.unimelb.edu.au/discday/dyk /faso.html

X = father’s height, Y = son’s height
8.1 Least square method
Random response to a known independent variable value
Y =05+ bix+e
random noise € ~ N(0, 0?) independent of
model parameters: £y, 31, 0
Regression lines
unknown true line y = 5y + S«
fitted line y = by + by found from the data (x;, y;)
Responses
observed y; and predicted y; = by + b1x;
Least square method leading to MLESs
find by and b; by minimizing SSE = ¥(y; — #;)*
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Least square regression line y = g + 7 - (2 — )

Least square estimates

nYwyi— (i) (Xyi) _ sy
nyY ri—(Lx;)? S

intercept by = y — b1

slope by =

In contrast to correlation coeflicient r, regression
coefficient b; is neither symmetric nor scale free

8.2 Variance estimation |SST = SSR + SSE
Total sum of squares

SST ==(yi — y)° = (n — 1)s;
Regression sum of squares

SSR = (¢; — §)* = (n — 1)bis?
Error sum of squares

SSE = =(y; — 4i)* = (n — 1)s2(1 — r?)

Corrected MLE of 0% §* = % — —% 3(1 —r?)

Coefficient of determination 7% = gg—PT{

proportion of variation in y; explained by x; variation

Ex 1: heights of fathers and sons
Point estimates in inches (1 inch = 2.54 c¢m)
T =68, s, =2.7,§ =69, s, =27
Fitted regresion line y =35+ 0.5 - x
r=b - S;‘ = 0.5, coefficient of determination is 25%



8.3 CI and hypothesis testing
Estimates of 5y and (3; are unbiased and consistent

0_2
by ~ N(B1, 75), 02 = 0%/s?

x
2
b() ~/ N(BO’HU_O ) O'g _0'1 —ZLE

2 -
negative covariance Cov(bg, by) = — (nzlfs

SIS

Estimated standard errors
_ S _ 1 2
Shy = sp/n—1" Sbo = Shy V' 1 le

Exact 100(1-a)% Cl for 8 = b; &= 1,702 X sy,

two t-distributions 200 ~ ¢, o, BBy
Sbo n ! Sbl n

Hypothesis testing
test Hy: 81 = P19, using test statistic T' = bi=b1o

Sb]
null distribution 7" ~ t,,_o

Model utility test Hy: 81 = 0 (no relationship)
test statistic T = by /sp,, null distribution: T ~ ¢,, 9

Ex 1: heights of fathers and sons

§? =101 —1%) =547, 5 =2.34

Sp, = \/——0026

99% CI for By is
0.5 4+ 2.58-0.026 = 0.5 £ 0.07

model utility test: T' = bl = 18.9, reject H
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8.4 Prediction interval
New observation of independent variable for a given x,,,4

Yii1= 0o+ 01 Tus1 + €pp1
Expected value of the new observation

true mean p,1 = Lo + 51 - Tpaa
estimated mean i, 1 = by + b1 - 41
2 2 =\2
~ o o T 1—T
Val"<,un—|—1) - + —1 ( n+2 )

Sz

Estimated s.e. of fi,41: Sp41 = 3\/ + xn;l)ﬂfgf

Exact 100(1-«)% CI for the mean g,
bo+ b1 Tpp1 T taon2 Snyt

Exact 100(1-a)% prediction interval for Y}, 4

bo+ b1 Tnp1 T tojono- /82 + 504

Two sources of prediction uncertainty
Var<Yn+1 - ,&n+1) — Var(,&nﬂ) + 02

Ex 2: my son’s height

Estimated mean height of my son ji,,,1 = 35+0.5-72 = 71
estimated s.e. of fi,41: s,01 = 0.11

95% CI for the mean height of my son = 71 4 0.22

95% PI for the height of my son is
71 4+ 4.6 or between 169 cm and 192 cm
actual heights 68.9 (175 ¢cm) and 71.6 (182 cm)
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