
Serik Sagitov, Chalmers Tekniska H�ogskola, August 19, 20058. Simple linear regressionRelation between two ontinuous variablesX = explanatory variable, Y = dependent variabledata: n paired observations (xi; yi)Marginal sample varianess2x = 1n�1 P(xi � �x)2, s2y = 1n�1 P(yi � �y)2Sample ovarianexy = 1(n�1) P(xi � �x)(yi � �y) = n(n�1)(xy � �x�y)sample orrelation oeÆient r = xysxsyEx 1: heights of fathers and sonshttp://www.s.ms.unimelb.edu.au/disday/dyk/faso.htmlX = father's height, Y = son's height8.1 Least square methodRandom response to a known independent variable valueY = �0 + �1x + �random noise � � N(0; �2) independent of xmodel parameters: �0, �1, �2Regression linesunknown true line y = �0 + �1x�tted line y = b0 + b1x found from the data (xi; yi)Responsesobserved yi and predited ŷi = b0 + b1xiLeast square method leading to MLEs�nd b0 and b1 by minimizing SSE = P(yi � ŷi)21



Least square regression line y = �y + r � sysx(x� �x)Least square estimatesslope b1 = nPxiyi�(Pxi)(P yi)nPx2i�(Pxi)2 = r � sysxinterept b0 = �y � b1�xIn ontrast to orrelation oeÆient r, regressionoeÆient b1 is neither symmetri nor sale free8.2 Variane estimation SST = SSR + SSETotal sum of squaresSST = P(yi � �y)2 = (n� 1)s2yRegression sum of squaresSSR = P(ŷi � �y)2 = (n� 1)b21s2xError sum of squaresSSE = P(yi � ŷi)2 = (n� 1)s2y(1� r2)Correted MLE of �2: s2 = SSEn�2 = n�1n�2 s2y(1� r2)CoeÆient of determination r2 = SSRSSTproportion of variation in yi explained by xi variationEx 1: heights of fathers and sonsPoint estimates in inhes (1 inh = 2.54 m)�x = 68, sx = 2:7, �y = 69, sy = 2:7Fitted regresion line y = 35 + 0:5 � xr = b1 � sxsy = 0:5, oeÆient of determination is 25%2



8.3 CI and hypothesis testingEstimates of �0 and �1 are unbiased and onsistentb1 � N(�1; �21n�1), �21 = �2=s2xb0 � N(�0; �20n�1), �20 = �21 � 1n Px2inegative ovariane Cov(b0; b1) = � �2��x(n�1)�s2xEstimated standard errorssb1 = ssxpn�1 , sb0 = sb1r1n Px2iExat 100(1{�)% CI for �i = bi � t�=2;n�2 � sbitwo t-distributions b0��0sb0 � tn�2, b1��1sb1 � tn�2Hypothesis testingtest H0: �1 = �10, using test statisti T = b1��10sb1null distribution T � tn�2Model utility test H0: �1 = 0 (no relationship)test statisti T = b1=sb1, null distribution: T � tn�2Ex 1: heights of fathers and sonss2 = n�1n�2s2y(1� r2) = 5:47, s = 2:34sb1 = ssxpn�1 = 0:02699% CI for �1 is0:5� 2:58 � 0:026 = 0:5� 0:07model utility test: T = b1sb1 = 18:9, rejet H0
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8.4 Predition intervalNew observation of independent variable for a given xn+1Yn+1 = �0 + �1 � xn+1 + �n+1Expeted value of the new observationtrue mean �n+1 = �0 + �1 � xn+1estimated mean �̂n+1 = b0 + b1 � xn+1Var(�̂n+1) = �2n + �2n�1 � (xn+1��x)2s2xEstimated s.e. of �̂n+1: sn+1 = ss 1n + (xn+1��x)2(n�1)s2xExat 100(1{�)% CI for the mean �n+1b0 + b1 � xn+1 � t�=2;n�2 � sn+1Exat 100(1{�)% predition interval for Yn+1b0 + b1 � xn+1 � t�=2;n�2 � rs2 + s2n+1Two soures of predition unertaintyVar(Yn+1 � �̂n+1) = Var(�̂n+1) + �2Ex 2: my son's heightEstimated mean height of my son �̂n+1 = 35+0:5�72 = 71estimated s.e. of �̂n+1: sn+1 = 0:1195% CI for the mean height of my son = 71� 0:2295% PI for the height of my son is71� 4:6 or between 169 m and 192 matual heights 68.9 (175 m) and 71.6 (182 m)4


