Stochastic Calculus Part I - 2007
Hand-in No 1, due September 14.

Let V,(t) denote the variation of g and [f,g](t) the quadratic covariation on
[0,¢] of functions f and g.

1 Show that V(t) — ¢(t) is a nondecreasing function of ¢. (1 point)

2 1If g is continous, show that (3 points)
a) Vy(t)=0=lg,9](t) =0
b) [g,9](t) =07 Vy(t) =0
¢) [9,9](t) > 0= Vy(t) = o0

0, z<m

1, z>7° Calculate the Stiltjes integrals

3 Let f(x) =cosz and g(x) = {

" f(a)dg(x) and / " g(@)df ().

0

Motivate finite variation where necessary. (2 points)

4 Let X and Y be independent standard normal random variables, and Z =
X+4Y. Calculate E[ Z |Y =y, E[ X |Y =y, E[XYZ|Y =y]and E[Y | Z = 2].
(2 points)

Hand-in No 2, due September 21.

Let B; denote Brownian motion at time t.

1 Find the conditional distribution of B given B; = b, where 0 < s < t. (2
point)

2 Calculate P(B;2 +tBy < 1), for all ¢ > 0. (2 points)
3 Show that X; =By, t >0 and X, = 0 is a Brownian motion. (2 points)

and calculate P(B; < t'/3)

4 Simulate B; to find P(B; < t'/3) for t € (0,1)
(2 points)

exact Vt € (0,1). Display the results in a graph.



Hand-in No 3, Stochastic Calculus Part I, due October 5.

1 Let X; = Zivzl Ekl(h,pt1)(t), where & = 1¢p, _p, ,>0}. Argue that X is a

simple adopted process. Find fOT X:dBy, and calculate its mean and variance.
(3 points)

2 Let dX; = 2BdB; + dt. Find E[X;] and Var(X;). (1 point)

3 Solve dX; = rX;dt + 0 XdB;. (2 points)
Hint: Consider f(X;) = In(Xy).

On a financial market let r; be the expected increase over time t[years| for
market paper ¢ and let g; be the volatility for paper . Then the SDE displaying
the dynamic for paper 7 is

dX}{ = X{(r;dt + 0;dB}) (1)
(B! is independent of B}, Vi # j).

4 Let X} and X? be two papers run by (1) with 71 = In({§), o1 = In(%)

and 79 = 0, 09 = ln(%). Simulate 1000 times, using (1), to find approximate

values for F[X}] and & that gives P(X} > &) = 0.99 (i.e. the 99%-quantile).
Both papers are worth 100 SEK at starting time. (2 points)
Hint: An estimate of £ is found by taking the 990-largest sample of the 1000.

Hand-in No 4, Stochastic Calculus Part I, due October 12.
1 Let X; = [} Byds + [, sdB,. Find tBdIn(X,). (1 point)

2 Simulate to find implications that dB? # 2B;dB; (which would have been
the case if B; was a C'-function). (2 point)

3 Show that M; = e’/?sin B, is a martingale. Find the variation of M. (2
points)
Hint: Ito’s formula.

4 Show that a strong solution exist for the SDE dX; = X;dt+ %dBt, Xo=1.
Find it. (3 points)



Hand-in No 5, Stochastic Calculus Part I, due October 19.

1 Find E[X;] and Var(X;), when dX; = v/X; + 1dB;. Itd integrals may be
assumed martingales. (2 points)

2 Let
4z, — (QeﬁBt T Zt> dt + (26\@& + \/izt) dB,.

Find Z; when Zy = 0. (2 points)

3 Find Xy, when Xy =1 and

X
dX, = — <m+ 2t> dt—mdBr

What can you say about uniqueness? (2 points)

4 The Ornstein-Uhlenbeck and Black-Schols processes are defined via the
SDE’s
dXt = *OéXtdt + O'dBt, o > 0,

and
dXt = Xt<’l"dt + O'dBt),

respectively. Show that their (strong) solutions are unique. (2 points)

Hand-in No 6, Stochastic Calculus Part I, due October 26.

1 Let Y; = B? + exp(By), calculate E[[Y,Y];], and simulate [Y,Y]; to find
indications that the calculations are correct. (2 points)

Let ZAfL(t) denote the estimated Z(t), of a known SDE, with steplength h using
numerical method £. Consider the SDEs {dX; = Xydt + X;dB;, Xy = 1} and

{dY; = —(\/1 = Y2+ Y:/2)dt —\/1 — Y2dBy, Yo = 1} (which during the course
you have solved analytically, i.e. X(¢) and Y (¢) are known explicit).

2 Simulate Xﬁ(t) and Yf (t) using both Milstein and Euler methods to find
indications that;

a) B[ ZFYer(t) — Z(t)|] is growing in h,
b)  Bllzyttstein(t) — Z()] < ENZ7er () - Z (1)),

if all conditions for the numerical methods are satisfied. (4 points)

Let the process { X }scps, 7] be the strong solution of the stochastic differential
equation

dXs =a(s,Xs)ds +b(s, Xs)dBs, Xe =2, se€|t,T]. (2)



Let f : [t,T] xR — R be a function that is one time continuously differentiable in
the first argument (¢) and twice continuously differentiable in the second variable
(z). Then, according to the It6 formula the stochastic process {f(s, Xs)}sep, 1]
can be represented as

sof sof 1 /s 0% f
Xs)=f(t, X —(u, Xy,)d —(u, Xy) dXy+= —=(u, Xy) d[X, X,
£5.30) = 1030+ [ G Xoaus [ x)axg [ Tk x) ax.x)
3)
where {[X, X]u}uep, 1) is the quadratic variation process of {Xy}yuep,7]- Sup-
pose that the functions b and f are such that the stochastic integral process

{/ b(u,Xu)af(u,Xu)dBu}
0 Ox SE[L,T]

is a martingale, with respect to the natural filtration of the Brownian motion.

3 Define the differential operator A as A = a(s, x) % +3b6%(s, x) 8‘9—:2. By taking
expectations in (3), show that if the function f(¢,x) satisfies the partial differ-
ential equation {%{(t,x) + (Af)(t,z) = 0; f(T,x) = F(x)}, then the solution
f(t,x) can be represented as

flt,x) = IE{F(XT) | X¢ = a},

where Xt is the solution of the SDE (2) evaluated at time T'. (4 points)

4 Use the result of 6.3 to solve the partial differential equation

of

{7 02 82]0
ot

(tv x) + 7@@7%) = 0; f(T,(E) = 12}3

where o € R is a constant. (3 points)



