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When performing MANY (e.g. independent) tests, we expect to have at least one 
significant result by chance even though no difference exists.

P(at least one false positive result) 
= 1 - P(zero false positive results)
= 1 – (1 - .05)k

• Testing a family (many) of 
hypotheses risk of giving us 
significant results just by chance.

• We want to find methods 
“Multiple Testing procedures” 
(MTP) to control this global risk 
(family wise error rate). 

• The same problem arises when 
considering many confidence
intervals simultaneously.

The multiplicity problem

What is the issue?

Probability of at least one false
significant result



Family-wise error rates
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Issues of multiplicity in clinical trials
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Regulatory requirements

EMEA/CPMP’s (2002) Points to Consider on Multiplicity Issues …:

(from Section 2.5)

As a general rule it can be stated that control of the family-wise type-I error in the 
strong sense (i.e. application of closed test procedures) is a minimal prerequisite for 
confirmatory claims.

(from Section 7) 

It is therefore necessary that the statistical procedures planned to deal with, or to 
avoid, multiplicity are fully detailed in the study protocol or in the statistical analysis
plan to allow an assessment of their suitability and appropriateness.

Additional claims on statistical significant and clinically relevant findings based on 
secondary variables or on subgroups are possible only after the primary objective of the 
clinical trial has been achieved, and if the respective questions were pre-specified, and 
were part of an appropriately planned statistical analysis strategy



Simple strategies
A. Multiple treatments

• Arrange the treatment comparisons in order of
importance

• Decide which comparisons should belong to the 
confirmatory analysis

• Decide a way to control the error of false significances for 
these comparisons



Simple strategies
B. Multiple endpoints

• Find out which variables are needed to 
answer the primary objective of the study

• Look for possibilities to combine the 
variables, e.g. composite endpoints, global 
measures (QoL, index etc.)

• Decide a way to control the error of false
significances for these variables



Example
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Example
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Simple strategies
C. Multiple time points

• Find out which time points are the most relevant for the 
treatment comparison

• If no single time point is most important, look for 
possibilities to combine the time points, e.g. chnge
from baseline, average over time (AUC etc.)

• Decide a way to control the error of false significances if
more than one important time point



Simple strategies
D. Interim analyses

• Decide if the study should stop for safety and/or 
efficacy reasons

• Decide the number of interim analyses

• To control the error of a false significance (stopping
the study), decide how to spend the total significance
level on the interim and final analysis



Simple strategies
E. Subgroup analyses

• Subgroup analyses are usually not part of a 
confirmatory analysis

• Restrict the number of subgroup analyses

• Use only subgroups of sufficient size

• All post-hoc subgroup analyses are considered
exploratory



What’s multiplicity got to do with me?

• “I (am a Bayesian so I) do not agree with the principles behind 
adjustment”

• OK, but regulatory authorities will (may) take a different view

• “I work in oncology where we generally use all patients, have 1 
treatment comparison, 1 primary endpoint (Time to event) and a 
small number of secondary endpoints”

• Still multiplicity issues around secondary endpoints

• Not always this simple:

• 2 populations e.g. all, biomarker positive group

• More than 1 treatment comparison e.g. experimental vs. 
control, experimental + control vs. control



What’s multiplicity got to do with me?

• “I work in early phase trials”

• Phase II used for internal decision making so we do 
not have to take account of the multiplicity (trials 
would become too big if we did)

• Agree, but issues of multiplicity still apply

• We need to understand any increase in the risk of a 
false positive finding and as long as this is 
understood it may be acceptable



Methods based on p-values
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Bonferroni

• N different null hypotheses H1, … HN

• Calculate corresponding p-values p1, … pN

• Reject Hk if and only if pk < a/N 

Variation: The limits may be unequal as long as they sum up to a

Conservative

• P(Ai) = P(reject H0i when it is true )
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Holm
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Hochberg
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A simple example

• Assume we performed N=5 tests of hypothesis simultaneously and want 
the result to be at the level 0.05. 

• The p-values obtained are as in the table
• The p values might come from different tests and the test statistics might 

be correlated or not 

p(1) 0.009

p(2) 0.011

p(3) 0.012

p(4) 0.134

p(5) 0.512



• Bonferroni: 
• 0.05/5=0.01. Since only p(1) is less than 0.01 we reject H(1) 

but accept the remaining hypotheses.

• Holm: 
• p(1), p(2) and p(3) are less than 0.05/5, 0.05/4 and 0.05/3 

respectively so we reject the corresponding hypotheses H(1), 
H(2) and H(3). But p(4) = 0.134 > 0.05/2=0.025 so we stop 
and accept H(4) and H(5).

• Hochberg: 
• 0.512 is not less than 0.05 so we accept H(5)

• 0.134 is not less than 0.025 so we accept H(4)

• 0.012 is less than 0.0153 so we reject H(1),H(2) and H(3)

p(1) 0.009

p(2) 0.011

p(3) 0.012

p(4) 0.134

p(5) 0.512

p(1) 0.009

p(2) 0.011

p(3) 0.012

p(4) 0.134

p(5) 0.512

p(1) 0.009

p(2) 0.011

p(3) 0.012

p(4) 0.134

p(5) 0.512

pi < a/N



Ordered Hypotheses: Fixed sequence

22Author | 00 Month Year Set area descriptor | Sub level 1

(Example: Dose finding)



Summary
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could be



Example
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Both significant?
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Methods for constructing multiple testing procedures

26Author | 00 Month Year Set area descriptor | Sub level 1

We only definet for the closure method



Closed testing procedures

• To use this procedure, start with the global test 𝐻=ځ𝑖=1
𝑛 𝐻𝑖

• If this test is rejected at level a, proceed each subset of (n-1) 
hypotheses.

• As long as hypotheses continue to be rejected at level a, contiue
testing

• Eventually wou will reach subsets of size 1, i.e. the individual
hypotheses 𝐻𝑖

• Such procedures control the familiwise error rate i.e. all tests are
tested at level a

• Holm’s method is a special case of a closed test procedure
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An example



Adjusted p-values

• The adjusted p-values for Holm–Bonferroni method are:

• Example. Suppose we have ten p-values as in the table below. Most of them are impressively small, 
even after accounting for the fact that we have 10 of them.

pi < a/K𝑝 𝑖 <
𝛼

𝐾 − 𝑖 + 1



Adjusted p-values



• A commercial request was to compare rosuvastatin to other statins dose-to-dose. 

• STELLAR was a 15-arm parallel group study comparing doses of rosuvastatin to doses of other 
statins:  rosuva 10, 20, 40, 80 mg versus atorva 10, 20, 40, 80 mg versus prava 10, 20 40 mg versus 
simva 10, 20, 40, 80 mg.  The primary variable was percent change from baseline in LDL-C.

• To address this objective, 25 pairwise comparisons of interest were specified.  

• A Bonferroni correction was used to account for multiple comparisons.  

• The sample size was estimated considering the Bonferroni correction.  It was a large study, with 
about n=150 per arm.  

• Choice of the conservative Bonferroni correction was influenced by the fact that a competitor 
received a warning letter from the FDA for dose-to-dose promotion from a study that was not 
designed to do dose-to-dose comparisons.

• There was no discussion with the FDA about correction for multiplicity in STELLAR.  Results are 
considered robust, and they appear in the Crestor label.  

Drug project example: Crestor (rosuvastatin)
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