Lecture 5
Incomplete data
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Outline of the lecture Part |: Missing data
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What is missing data?

Clinical trials:

Start Finish

time ——

censored at this
point in time

mmé'!

Missingness
. Y
X
Y
1.
Y
XorY
2.
Y X
3.
Y

Example: The analgesic trial

o single-arm trial with 530 patients recruited (491 selected for analysis)
® analgesic treatment for pain caused by chronic nonmalignant disease
 treatment was to be administered for 12 months

» we will focus on Global Satisfaction Assessment [G5A)

® GSA scale goes from 1=very good to S=very bad

o GSA was rated by each subject 4 times during the trial, at months 3, 6, 9, and 12
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» Research questions
» Evalution over time

- Relation with baseline covariates: age, sex, duration of the pain, type of pain,
disease progression, Pain Control Assessment (PCA),

Investigation of dropout

GSA  Month 3 Maonth 6 Month @ Month 12

1 55 14.3% 38 126% 40 17.6% 30 135%

112 20.1% 84 278% 67 205% 66 206%
3 151 39.2% 115 38.1% 76 335% 97 43.5%
4 52 135% 51 169% 33 145% 27 121%

w

15 39% 14 46% 11 49% 3 14%
Tot 385 302 227 223
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Missing data patterns & mechanisms

(Y;,R)=
Rij =
1, Y]l
RlJ =
0, Yij
Y, = Y
Y" = Y

Missing data patterns & mechanisms

R
R given Y
MCAR
P(R]Y)=P(R) forall Y
. MAR
PR|Y)=PR|Y°) forall Y"
. NMAR

P(R|Y) depends on Y" &




Variables

[ Example
Missing At Random (MAR) P o
12 3 4 5 &
. i 1 3 43 35 1 46
2 1 3 7 35 7 7
PR/Y®,Y™)
. MAR
P(R/Y’,Y™)=P(R/Y®)
Y
n MCAR or MAR NMAR v M
multiple imputation maximum
likelihood v Y
. NMAR
NMAR selection
models pattern mixture NMAR

Simple analysis strategies
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Analysis strategies

Advantages:

Disadvantages

Complete Cases
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Analysis strategies

Advantages:

Complete Cases

Disadvantages:

~ = imputation
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Data and modelling strategies

Longitudinal data

Modelling strategies

Longitudinal data

Simple methods of analysis of
incomplete data

[MCAR]
cc locf

Complete case analysis Last observation carried forward

Ine.0p delete incomplete subjects impute missing values

» Standard statistical software » Standard statistical software

® Loss of information  Increase of information

o lmpact on precision and power » Constant profile after dropout

unrealistic
» Missingness = MCAR = bias
o Usually bias
sattereciS P
Various strategies Notation
® Subject / at occasion (time) j =1.....n

{weighted) GEE !

+» Measurement Y,

- oo g | I if Y}, is observed,
+ Missingness indicator [,
| 1 otherwise.

® Group Y, into a vector Y =(Y1.....Y:)Y ¥y
| ¥ contains Y, for which i, = 1.
| Y  contains Y}, for which R, =0

o Group H,; into a vector R, = (R;y..... R,.,)

e [2,: time of dropout: D, = 1+ x| R,




Ignorability

® Let us d to use likelihood based estimation

# The full data likelihcod contribution for subject

oY, I YL DL 8y

# Base inference on the observed data

Li@ Y . DL} < Y7 LK]8. o
with
Y L fly &, o)}
YO YUe Yoy uly
MAR

o Under a MAR process:

¢ The likelihood factorizes into two components.

Direct likelihood maximisation
m FIY | ) bt b i

Mechanism is MAR

& and o+ distinct . .
vod inference is valid

Likeli

Interest in @

Use ebserved information matrix

Outcome type Modeling strategy Software

(o]

Gaussian Linear mixed model SAS proc N

MNon-Gaussian | Generalized linear mixed model | SAS proc GLIMMIX, NLMIXED
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Example 1: Growth data

» Taken from Potthofl and Roy, Biometrika (1964)

# Research question

Is dental growth related to gender 7

® The distance from the center of the pituitary to the maxillary fissure was recorded
at ages B, 10, 12, and 14, for 11 girls and 16 boys

® Individual profiles:
= Much variability between girls | boys
= Considerable variability within girls / boys
& Fixed number of measurements per subject

& Measurements taken at fixed time points

Orthodontic Growth Data
Profiles and Means

Distance

Age in Years dnln ﬁ“

Growth data

® Data » Model
1> Camplete cases = Unstructured group by time mean
+ LOCF imputed data

Unstructured covariance matrix

= All available data

® Analysis methods

1 Direct likelihood
« ML
REML

- MANOVA

- ANOVA per time point




Direct Lik. 17 (0.
17 (0.71

cc .14 (0
140

LOCF T (065

Example: The depression trial

» Clinical trial: experimental drug versus standard drug
» 170 patients
® Response: change versus baseline in H AN [); score

» 5 post-haseline visits: 4-8

Patients are evaluated both pretreatment and posttreatment with the i
17-item Hamilton Rating Scale for Depression (Ham-D-17), =3

The depression trial

o Complete case 3

= perfor alysis on LOCF data

o Diirect-likeliho.

fit linear mixed model to incomplete data
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o Treatment effect at visit & (last follow-up measurement):

Methad | Estimate (s.e.) p-value
cc 194 (1.17) 0.0995
LOCF -1.63  (1.08) 0.1322
MAR | -2.38 (1.16) 0.0419

Observe the slightly significant p-value under the MAR model

5. Part II: Multiple imputation

Single Imputation

Substtute a value for each missing value. Some of the ways to choose this value
= Mean Estimation
— Replace missng data with the mean of non-massing values.
~ Standard deviation and standard errons are underestimated (no variation in the imputed values)
+ Hot-deck Imputation
— Stratify Bnd S0 by key covniates, raplice Missing dath Mom Sncther record in the Same SIrata
~ Underestimation of standard erroes can be a problem

« Fredict missing values from Regresson
= Impute each independent variabie on the Basis of other indepandent vanables in model
- Eroduces based estmates

Chsadvantage:
In general, Singhe IMpUtation Maws in the sample S2e being ov-estimated wih the vacance and
standard errors being underestimated
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Multiple Imputation
+ Reguires Missing At Random (MAR) or Missing Comgletely At Randem (MCAR) Assumption.
» Combine results from repeated single imputations.

v Set1 »  Results 1
v Ser2 »  Results 2 "
.
Data Set . . Combine
with Missing . . Results.
Values o
4 eetm * | Rosults m Simple farmula
used to combine
Impute a complete data set Analyze the eslis
# Fill in missing values with a imputed data

value “drawr from the st
distribution of your data.

Each drawn value will be
different for the missing

tem

General principles

o Valid under MAR

® An alternative to direct |ike|il1ood

o Three steps:

1. The missing values are filled in A/ times = 1/ complete data sets
2. The A/ complete data sets are analyzed by using standard procedures

3. The results from the 1/ analyses are combined into a single inference

® Rubin (1987), Rubin and Schenker (1986), Little and Rubin {1987)
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Informal justification

® We need to estimate @ from the data (e.g., from the complete cases)

® Plug in the estimated # and use
Nyl 8]

to impute the missing data

* We need to acknowledge that & is a random variable; its uncertainty needs to be
included in the imputation process

« Given this distribution we
= draw a random & from the distribution of &
t put this 8" in to draw a random Y from

Tyl 87)

The algorithm

1. Draw & from its posterior distribution

2. Draw Y from fly” |y . @

of the parameter of interest, and it

the completed data, (¥, ¥

4 =3y Yy

imputation variance is

4. Repeat steps 1, 2 and 3 a ber of 1/ times

Pooling information

» With \/ imputations, the estimate of 3 is

A = Tmmll
M

o Further, one can make normally based inferences for 3 with
B-8)~N0.V)
where

(M+1y

| ”'.U.

Hypothesis testing

» Two “"sample sizes”
V: The sample size of the data set

t M: The number of imputations

o Bath play a rale in the asymptotic distribution (Li, Raghunathan, and Rubin 1991)




length of the parameter vector &

Ml in practice

® Many analyses of the same incomplete set of data

2] 2] | 2l @
" e A combination of missing cutcomes and missing covariates
« Ml in SAS:
v Imputation Task: [PROC MI]
Analysis Task:  [PROC "MYFAVORITE"]
o Limiting behavior: |
FEE8 e =X ) Inference Task;  [PROC MIANALYZE )
Asirerace R
Ml in practice Ml in practice... Step 1
M>1 of Y"
M
1. M > 1
Y™ Complete Cases . MCAR
MAR,
2 M A A A
3. = imputation
M (M=3-5 )- for M dataset M N
= AsZeners
How many datasets to create? MI in practice... Step 2
M
(I+y/ M), Y M
cletp
Y
M| 01 03 05 07 09 ~
3197 91 8 81 77 B Bior
5 98 94 91 88 85 jh o Gg=1...M)
10| 99 97 95 93 92 U B
20 | 100 99 98 97 9 jin d ' ’
=z P




Ml in practice... Step 3

Software

2. SAS software (experimental)

M SAS/STAT
cf=M-3 3 Yii
. B M- Z U+ (1+MDe.
cO= . - B
O=1/M-1)Z (4 ﬁ/ f SAS PROC MI
«(1+MHe
<:>/ SAS PROC MIANALYZE
Software Software
3. SOLAS version 3.0 ($1K)
1

h_ttp://www.stat.psu.edu/%7Ejls/misoftwa.html#top

S-plus

MI Analysis of the Orthodontic Growth
Data

® The same Model 1 as before

» Focus on boys at ages 8 and 10

* Results
Boys at Age B Boys at Age 10
Original Data 2288 238
Multiple Imputation 2288 2269
e Confidence interval for Boys at age 10: [21.08,24.29]

SAS PROCEDURES FOR DOING MI

1. PROC M creates Multiple Imputed data sets

2. PROC MIANALYZE combines results after anatysis.

SAS released these two new procedures in experimental form in Release B.1 of the SAS system.

Implement's Rubin's method for multiple imputation,

Documentation for PROC MI and PROC MIANALYZE is located at:
http//statweb.unc.edu/onidoc.htm




Flowchart for Ml Using SAS Procedures

Create m hypothetical versions of your dataset
(PROC Ml in SAS) and adds a variable
_IMPUTATION_ to each set.

)

Conduct your standard analysis,
repeated m times
(Use BY _IMPUTATION_ statement in SAS)

v

Combine the m sets of results to quantify
the uncertainty due to imputation
(PROC MIANALYZE in SAS)

IMPORTANT PROC M| OPTIONS AND STATEMENTS:

PROC M1

Specify dafa sefs
DATA = input data sef, Contains all variabies in the analysis sef £ other related variables.
QUTPUT = cutput dafa set. This will be used for standard analysis

Specily imputation aptions.
NIMPU = number of imputations. This is the number of data sefs that will be created.
SEED = number fo start randam sequence
MAXIMUM = maximum value of sach variable in imputation model
MINIMUM = minimum value of sach variable
ROUND = units fo round vaniables ; Use maindy for

Sets plasible range of values.

cutoome variables

VAR variables in imputabion mode!; Inciude vanables in analysts” model & other related vanabies
BY vaviables; Useful for imputing for different sub-poputations, such a3 maies and femaies.

IMPORTANT PROC MIANALYZE OPTIONS AND STATEMENTS.:

PROC MIANALYZE
Specify input data sets using statements from only one of the following three lines:
DATA = COV, CORR, EST lype dafa set oulpul from SAS analysis procedure
PARMS = matnx of i COVB =G

PARMS = matrix of p timates, XPXI = (XX

Specify statistical analysis with these statements:
EDF = complete data degrees of freedom from analysis

ALPHA, = level used to construct confidence-limits;

VAR covanates in model;

REVIEW OF STEPS FOR MULTIPLE IMPUTATION:

1. Determine if your data meets the multivariate normal and MAR or MCAR missing data
assumgtions.

"

Dietermine the set of variables 1o be used in the imeutation model,
Use PRCC MI fo create several imputed data sats
Check convergence of the impatation process.

Analyze each imputed data set with technique of your cholce.

oo kW

Use PROC MIANALYZE to combine the results

‘You are now ready to interpret your results. Be sure 1o include information about the impautation moded
and the percent of the data that needed to be imputed when you report the findings.

Overview

= LOCF

= GEE
= (MNLM MMRM

= PMM

Properties of methods

= MCAR
= CC
= LOCF
= MAR
= CC, LOCF, GEE
= MI, MNLM GEE
= MNAR
= CC, LOCF, GEE, MI, MNLM
= SM, PMM
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Any Questions?




