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1. (a) The datais paired, and so we need to consider the fierahces

(b)

(©)

(d)

114-104 = 10

107-93 = 14
123-121 = 2
111-88 = 23

92-73 = 19

Assuming these dlierences are from a normal distribution with an expectatipn
assuming that this distribution represents increasesditiness score produced by
the training program, and using standard priorsgf@nd the unknown logged scale
A, we get that the posterior faris

t(y,n - 1,log vs?/n)

wherey = 136 is the averaga) = 5 is the number of observations, agd= 66.3 is
the variance of the data. The distribution thus becomes

t(13.6,4,log V13.26)
As tgo254 = 2.776 andV13.26 = 3.6414, the 95% credibility interval thus becomes

[13.6 — 2.776- 3.6414 136 + 2.776- 3.6414] = [3.5,237]

One major assumption is that théfdrences come from a normal distribution. Given
the data of 25 persons, Ralph could see if this assumptiorO#@$or his data by
visualizing the data, or possibly by performing a hypotedsst of normality. The
best visual way for checking the normality of the data wowdd produce a normal
probability plot, and judge whether the plot wadigtiently close to a straight line.

Ralph could do a permutation test, where the null hypmth&ould be that it was ran-
dom which of the two measurements for each person what bef@ter the training
program. The test statistic could be the average of tiferéncesy. In a large num-
ber of simulations, Ralph would multiply eachfidgrence randomly witk-1 or —1,
and compute the average of the resultinffedtences. The sample produced could
then be compared with the actual avergge see if the actual average was among
the smallest 2.5% of the simulated values (or smaller) orragrtbe largest 2.5% of
the simulated values (or larger). If so, the test would rigjlee null hypothesis.

The biggest weakness with Ralphs experiment is thatgd®im the fitness of the
test persons could also be due to other factors than Ralptéggm. For example,



persons who have just joined a fitness club might increasefitmess (also) in other
ways than the specific program. A better design would be taitea larger group
of test persons from the same population (possibly fromgreysvho have recently
joined the fitness club) and then randomly select half of #rsgns to go through the
fitness program, while the other half did not. Th&eliences in fithess scores in the
two groups should then be compared in the final analysis.

2. (a) The (empirical) probability is 34000= 0.034.

(b) This probability is given by the Binomial distributiooalculating the probability of
2 “successes” in 10 trials when the probability of succed2B1000= 0.128. This

is given by
| .
( 120 )0.1282(1 - 0.128)%2 = %0.12820.8723 = %0.005477: 0.2465

(c) We use a normal approximation for the probability: Thadnial distribution with
100 trials and probability 322000= 0.327 for success in each trial has expectation
100.-0.327= 327 and variance 100.327- (1 - 0.327)= 22.0. Thus the probability
we want is the probability for a standard normal distribatio be above

495 - 327
V220

According to the appropriate table, this probability is ©.99983= 0.00017. Using
49 or 50 instead of 49.5 gives approximately the same result.

= 3.58

(d) We use Bayes formula. We can write

n(buy|A) = 01
n(buy|B) = 0.05
n(buy|C) = 0.02
Using the probabilities found earlier(A) = 0.327,7(B) = 0.034, andr(C) = 0.128,
we get that
m(buy | A)r(A)
A =
FATBWY) = TAR(A) + x(ouy | B)x(B) + (buy] C)x(C)
3 0.1-0.327
0.1-0.327+ 0.05-0.034+ 0.02- 0.128
= 0.8847
So the answer is 88%.
3. (a) The ANOVA table becomes
SS D.f. | M.sq. F p

Additive 96.9024 | 2 | 48.4512| 4.55| 0.025< p < 0.05
Temperaturg 84.5424 | 2 | 42.2712| 3.97| 0.025< p < 0.05
Residuals | 138.3252| 13 | 10.6404
Total 319.77 | 17




The sum of squares were computed with

SSremperare = 6:((36.17 - 36.89F + (34.67 — 36.89) + (39.83 - 36.89F) = 845424
and

SSadgitive = 6 - ((35.17 — 36.89F + (40.17 - 36.89Y + (35.33 - 36.89)2) = 96.9024

while
SStoa = 17-1881= 31977

and

SSresiduals = SStotal —SSadditive—SStemperature = 319.77-96.9024-84.5424= 1383252

(b) The analysis shows that there is a clear (“significanff¢at of the additive, and a
clear (“significant”) dfect of the temperature. This conclusion is made under the
assumption that there is no interaction between the teryyerand the additive, in
their efect on the durability. Oferent additives or diierent temperatures were not
compared pairwise, so the analysis so far does not tell td extant there is a clear
(“significant”) difference between specific pairs of additives or temperatiites:-
ever, as the highest average durability was observed fatiaeld, and for tempera-
ture B, this would be the best combination to recommend basdte study and the
analysis so far.

(c) The start of the new ANOVA table would be

SS Df.|Msqg.|F|p
Additive 96.9024| 2
Temperaturg 84.5424| 2
Interaction 4
Residuals 9
Total 319.77 | 17 | 18.81

The last line would not change, and the SS and degrees ofoireéal the additive
and the temperature would not change. However, the restB8ahnd degrees of
freedom values from the previous table is split into theratéon and Residuals line
in this table. As there are a total of 9 combination of clasgesdegrees of freedom
values for the first three lines sum to 8. T&8regquais COUld be computed as the sum
of the squares of all data values minus the mean value in dabtle ® combination
of classes.

(d) Ulla could for example make plots of the residuals versash of the predictors
(temperature and additive), against the order in which tpeements were done,
and against the resulting value of the durability. In eadt,®he could investigate
whether the residuals seemed approximately independesiyvah a constant vari-
ance.

4. (a) For example, with the experimental plan



A/B|C|D|E
- - - + -
o B S B
-4+ -+ |+
- + + - -
+l--]- |+
+ -+ |+ -
+ |+ -] -]-
+l+ |+ ]+ |+

all effects of the factors A, B, C, D, and E can be independently estidy while the
interaction between A and B can also be independently esan@ssuming there
is no interaction between C and'EHere,D is constructed as the product between
the A andC columns, whileE is constructed as a product betweenAlIB, andC
columns.

(b) It matters. If he includes the possible interactidieets in his analysis, there will
not be enough data to also estimate the variance (or pragigidhe linear model.
With no estimate of the variance, Karim cannot compute ailoilégl interval. Put
another way, if the number of parameters in the model equatkeBposterior for
the parameter corresponding to B will not be a proper distidm, and no credibility
interval can be found. However, if Karim does not includerattion in his analysis,
he will be able to compute credibility intervals.

(c) One can call the design above g%2design. Thell indicates that the design has
resolution 3: Threre are three columns (for exampl€, andD) that multiply to the
identity column (of only+), but there is no pair of columns with this property.

(d) He should perform his 8 experiments in a random orderyoadsthat time éects are
confounded with thé\ factor. He should try to keep all other factors but the 5 he is
varying as constant as possible, to reduce the influencecbffagtors.

MORE....

5. (@) In this case, the filerence between the expectations for measurements at A and C

has distribution
tIv. = V~.n—=k lo i i + i
yA yC’ > g n _ k nA nC ”

wherey, = 13.93 andy. = 17.59 are the averages of measurements at A and C, re-
spectivelyn = 31 is the total number of observatiokss 4 is the number of groups,

na = 7 andnc = 9 are the number of observations in grous A and C, respegtivel
andSS is the sum of squares of residuals for the linear model witlr fgroups of
observations. As this sum of squares can be computed fromatti@nces in each
group, we get that

SS=(7-1)-294+(5-1)-9.01+ (9-1)-0.79+ (10— 1) - 5.66 = 11094

LIn the original exam, it was required that Karim should alscable to independently estimate the interaction
between D and E. However, no fractional factorial experitalgplan exists satisfying all these requirements



Thus the distribution becomes

t{1393-1759 31— 4,log \/%1(; ;)) = t(-3.66,27,log V1.0435)

As too2527 = 2052 and V1.0435= 1.0215, we get the 95% credibility interval
[-3.66—2.052-1.0215-3.66+ 2.052- 1.0215]= [-5.76, —1.56].

(b) The logged scalg has distribution

k 1

n-
ExpG
Xp amm{ 53

=SS, 2)

with the same definitions as in (a). Thus we get the distrdouti

27 1

ExpGammz{i, 511094, —2) = ExpGamma(13%,55.47, -2)

AS x5 97507 = 14 andy] o, ~ 43, we get the 95% credibility interval fer

11094
[\/ \/ 1054 ‘ = [1.6062 2.8150]

This gives the 95% credibility interval for the precisiof(é')?

[1/2.815C, 1/1.6062%] = [0.13,0.39]

(c) The diterence now follows the distribution

v v 1 1
t[yA_yC’nA+nC—2,|Og 2 (_+_))

wheres% is the pooled variance, so that

-1+ (nc-1)  6-294+8-0.79

= = =17114
P Np + Nc + 2 14

We get the distribution

t(13.93— 1759, 14, log \/1.7114(% + %)) = t(~3.66, 14, log V0.4346)

As too2514 = 2.145 and V0.4346= 0.6592 we get the 95% credibility interval

[-3.66— 2.145- 0.6592 —3.66 + 2.145- 0.6592] = [-5.07, —2.24]



(d) The diference now has an approximate distribution

o S %
t[yA—yC,v,Iog n—A+n—C]
where )
S
3+3)
= 8.49

y =
(s3/na)? | ($2/nc)?
na—1 + nc-1

so that the distribution becomes

t(13.93- 17.59,8.49, log V0.5078) = t(3.66,8.49, log V0.5078
( g g

AS to 025848 ~ 2.284 andV0.5078= 0.7126, we get the 95% credibility interval

[-3.66 — 2.284- 0.7126 —3.66+ 2.284- 0.7126] = [-5.29, —2.03]



