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1. (@) ()
(b) (iii) The means can not be read from the plot.
(c) (iii) The sums can not be read from the plot.
(d) (ii) In fact, the smallest value in A is larger than the diest value in B.

(e) (iii) The variances can not be read from the plot. (Inface can determine from teh
plot which interval each variance is in, but these intereadsrlap.)

(f) (@)

2. The null hypothesis is that people in Gothenburg will sellee funniest joke with the same
frequencies as the rest of Sweden. The test statistic become
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It should be compared with g? distribution with 2 degrees of freedom. The cfiitealue
for such a distribution is 5.991. Thus the p-value is lesa ha5, and Andrew has shown
that people from Gothenburg have a significantliyetent humor than people generally in
Sweden.

3. (a) The probability can be found with the Binomial distriion:
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So the probability that he will win on exactly 3 of his 11 ti¢kes about 7%.

(b) We can use a normal approximation. The Binomial distidsuin question has ex-
pectation 120 0.1 = 12 and variance 1200.1- (1 — 0.1) = 10.8. Thus we need to
compare
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with the normal distribution. We find from the table the prbbidy 0.0113, so the
probability to win on 20 or more tickets is approximately 1%.

= 2282177



4. Using Bayes formula, we can write
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So the probability that the rock sample is from location Alsat 85%.

P(A | coppertrace) =

5. There are the following major problems with Sara’s expemtal design:

e Two of the factors she is investigating, light and temperin her restaurant, are
confounded: Whenever one is changed, she also changeshie s that if an
effect of the change is found, it would be impossible to tell vakett is due to the
temperature or the light change.

e The three factors price, light, and temperature are all@ondied with the fect of
the weekdays: Sales in a lunch restaurant can be expecteddifidrent at diferent
weekdays. For Sara, thisfect would be impossible to separate from thieets of
the three factors. In particular, whether or not possibledysales on fridays were
due to low prices or that people like to eat out on Fridays wadt be known.

e The fourth factor, adverticing, is confounded with the lengerm time &ect in a
very unfortunate way. Sara should expect a long tefiece of her restaurant getting
gradually better known. Even more importantly, she shoulgeet that a Swedish
lunch restaurant has better sales in the months April and tHiag in the months
June and July. Bot thes&ects would be confounded with anffect the advertising
might have.

What would be a better experimental plan would of course depa what is practical. It
would be very dificult to separate anyfiect of advertising from a general timé&ect. To
measure theféect of advertising, Sara could instead possibly try to agdnaom selection
of her customers about how they had found her restaurant.

The dfects of the other three factors could more easily be studiddexperimentation.

First of all, all 8 possible combinations of the 2 levels ofleaf these 3 factors should
occur in her experimental plan. However, Sara might for ecoical reasons limit the
number of days when she drastically reduces her prices. diolelevhich day she should
use which combination of the factor levels, the best apgraaight be to use randomiza-
tion. A possible alternative could be to use blocking intielato the weekdays, i.e., to do
the randomization conditional on each weekday having @pprately) the same number
of days with the various factor level combinations.

6. A possible fractional factorial experimental plan wh&itgvo-level factors are investigated
in 8 experimental runs is given below:
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Here, theA, column has been created by multiplying theandA, columns, while thes
column has been created by multiplying colunfgsA, andAs.

7. Atype 1 error happens when the hypothesis is true, butréjected in a hypothesis test.
A type 2 error happens when the hypothesis is false, but ibigejected in a hypothesis
test.

8. (At least) two possible solutions can be given here. Forsé can use the assumption that
that the two sets of observations are random samples fromalalistributions with equal
but unknown variances. Then we first compute the pooled vegias
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Secondly, one can use the assumption that the two sets avabeas are random samples
from normal distributions with unknown variances which a necessarily equal. We
then start with computing the degrees of freedom with
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The approximate 95% confidence interval now becomes
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9. (a) A: The correlation must be zero, as the points are pyfsymmetric around the
y-axis. Thus the mean of the x-values is zero, and any pomtriboiting positively
to the correlation is balanced with a point contributing aagely to the correlation.

B: One cannot tell from the picture exactly what the corielais, although it must
be negative.

C: The correlation must be exactly 1, as the points lie on tep#y straight line with
a positive slope.

D: As the 4 points are symmetrically placed, one can againeally symmetry that
the correlation cannot be positive or negative, so it mustdre.

(b) A: The Spearman rank correlation must be zero: This isnelgg the symmetry of
the picture.

B: The Spearman rank correlation must be -1. This is becawseanking of the
x-values is exactly in the opposite order as the ranking efytivalues.

C: The Spearman rank correlation must be 1: This is becawseatiking of the
x-values is exactly in the same order as the ranking of thalyes.

D: Because of symmetry, the Spearman rank correlation cahemdoe positive or
negative, so it must be exactly zero.

10. Itis plot X: For example, this is because in Figure 3, A Bndogether with E and C, are
clearly the two pairs of points that are closest togethely@nplot X do these two pairs
appear as clusters at the bottom of the clustering.

11. (a) Itis plot B that represents a linear regression: Tresal regression line should be so
that the sum of the squares of ttical distances from the line to the data points is
minimized. This is clearly true for the line in plot B, whileis clearly not true for
the line in plot A.

(b) For Plot B, the residuals are 0, -1, 1, and 0.



