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Abstract
We consider three different non–overlapping germ–grain models, two of which are constructed in a similar fashion. These two models are generalisations of Matérn’s hard–core models. In both cases we start with a homogeneous Poisson process and use the points as centres of convex sets, grains, of the same shape. The process is thinned so that no grains overlap. Two different thinning schemes result in the two models. The pair–correlation functions and the mark–correlation functions for both models are derived. The models are fitted to images of inclusions in cast iron.

For one of the models above, if the thinning is performed independently of the grain sizes we show that the volume fraction is at most $1/2^d$ for dimension $d = 1$ or 2. If the thinning is performed dependently of the grain sizes, it is possible to achieve volume fraction arbitrarily close to one for any dimension.

The third non–overlapping germ–grain model is a Voronoi tessellation. It is used as a model for the grain structure of the surface of a metal. As an example of this approach, we study the influence of grain structure on fatigue life. A crack growth model is applied to simulated grain structures. The conclusion is that the fatigue life increases, compared to a model with grains of equal size.
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1 Introduction

Non–overlapping germ–grain models are important for modelling structures from a wide range of subjects such as forestry, medicine, astronomy and material science. Properties characterising germ–grain models are the intensity, the volume fraction and second–order information such as the pair–correlation function and the mark–correlation function. In this thesis we will concentrate on finding theoretical characteristics of two closely related models that will also be used for modelling a material. Another material in another scale will be modelled using a Voronoi tessellation, which can also be described as a germ–grain model.

Non–overlapping germ–grain models are described in the literature on stochastic geometry. We will not attempt to make a detailed reference list, but instead give [10] as an excellent starting point. A survey on models of non–overlapping spheres is given in [9] and a survey on the applications of Voronoi tessellations can be found in [8]. Stochastic models suitable for modelling materials are described in [3].

In the first paper, Paper A, appended to this thesis, we use a Voronoi tessellation on Poisson points as the grain structure of a metal without defects. The influence of grain structure on fatigue life is then studied by simulating such grain structures and letting a crack grow according to a deterministic crack growth model.

The second paper, Paper B, is more mathematical. Here two models of non–overlapping convex sets, called grains, are considered. We derive second–order characteristics, more precisely the pair–correlation function and the mark–correlation function. The pair–correlation can be used to compare the models to a Poisson process with the same intensity, in the sense that the frequency of pairs of points a certain distance apart is smaller or greater than in the Poisson process. The mark–correlation function is defined as the expectation of the product of the marks, here the sizes, of two points given their locations divided by the mean mark squared. The models are fitted to data such as in Figure 1, which is an image of inclusions, impurities, in cast iron.

In the third paper, Paper C, we consider the volume fraction of one of the models in Paper B. The model is constructed by thinning a Poisson process with a convex set, grain, and a weight associated to each point. A grain is kept only if it is not intersected by any other grain with equal or higher weight. If the weights are independent of the grain sizes, we give an upper bound for the volume fraction. If the weights depend on the grain sizes, the volume fraction can be made arbitrarily close to one.

The outline of this thesis is as follows. Some background for the appended papers is given in Sections 2, 3 and 4. First, we give an introduction to point processes including second–order measures, marked point processes, germ–grain models and theory on convex sets, followed by a short description of fatigue and finally a section on the structures of metals. In Sections 5, 6 and 7 there are summaries of Papers A, B and C respectively. Note that the word grain has different meanings in the papers. In Paper A a grain is a part of the metal with equal orientation of the atom layers. In Paper B and C the non–overlapping sets are called grains in accordance with such models being called germ–grain models. Finally, some ideas for further work are given in Section 8.
2 Stochastic geometry

2.1 Definitions

We start with the definition of a point process and continue with some basic definitions to make the notation clear. Let $\mathcal{N}$ be the family of all sequences, $\phi$, of points in $\mathbb{R}^d$ such that $\phi$ is locally finite, that is each bounded subset of $\mathbb{R}^d$ contains a finite number of points of $\phi$. Usually $\phi$ is also required to be simple, that is all points of $\phi$ are distinct. If $B$ is a subset of $\mathbb{R}^d$, denote the number of points of $\phi$ in $B$ by $\phi(B)$. Let $\mathcal{N}$ be the smallest $\sigma$-algebra on $\mathcal{N}$ such that all mappings $\phi \mapsto \phi(B)$ are measurable for any Borel set $B$. The formal definition of a point process $\Phi$ in $\mathbb{R}^d$ is as a measurable mapping of a probability space $(\Omega, \mathcal{F}, P)$ into $(\mathcal{N}, \mathcal{N})$.

The distribution, $P$, of a point process $\Phi$ is defined as

$$P(Y) = P(\Phi \in Y) = P(\{\omega \in \Omega : \Phi(\omega) \in Y\}), \quad Y \in \mathcal{N}.$$  

The expectation of the number of points of $\Phi$ in a set $B$ can be written

$$\mathbb{E}[\Phi(B)] = \int_{\mathcal{N}} \phi(B) P(d\phi) = \mathbb{E}\left[\sum_{x \in \Phi} 1_B(x)\right].$$

A point process $\Phi$ is stationary if its distribution is invariant under translation, that is the processes $\Phi = \{X_n\}$ and $\Phi_x = \{X_n + x\}$ have the same distribution for all $x \in \mathbb{R}^d$. Furthermore it is isotropic if its distribution is invariant under rotations about the origin. The intensity measure $\Lambda$ of $\Phi$ is defined as

$$\Lambda(B) = \mathbb{E}[\Phi(B)],$$

for $B$ a Borel set. If it has density with respect to Lebesgue measure then $\Lambda$ can be written in terms of an intensity function $\lambda(x)$,

$$\Lambda(B) = \int_B \lambda(x) dx.$$
If the process is stationary, the intensity function is independent of \( x \) and it becomes a non-negative real constant, called the intensity, \( \lambda \). Let the Lebesgue measure in \( \mathbb{R}^d \) be denoted \( \ell_d \) and then for a stationary process

\[
\Lambda(B) = \lambda \ell_d(B).
\]

A useful theorem, which will be applied in more complicated forms in Paper B, is the Campbell theorem. For any non-negative measurable function \( f \),

\[
\mathbb{E} \left[ \sum_{x \in \Phi} f(x) \right] = \int \sum_{x \in \Phi} f(x) P(d\phi) = \int f(x) \Lambda(dx).
\]

In the stationary case the last expression is simplified to

\[
\lambda \int f(x) dx.
\]

### 2.2 Second–order measures

The second–order measures of a point process correspond to variances and covariances of stochastic variables. One such measure is the second-order factorial moment measure \( \alpha^{(2)} \), defined on \( \mathbb{R}^d \times \mathbb{R}^d \). If \( B_1 \) and \( B_2 \) are Borel sets and \( \Phi \) is a point process on \( \mathbb{R}^d \) with distribution \( P \), \( \alpha^{(2)} \) is defined as

\[
\alpha^{(2)}(B_1 \times B_2) = \mathbb{E}[\#(x_1, x_2) : x_1 \in \Phi \cap B_1, x_2 \in \Phi \cap B_2, x_1 \neq x_2] = \int \sum_{x_1, x_2 \in \Phi, x_1 \neq x_2} 1_{B_1}(x_1)1_{B_2}(x_2) P(d\phi).
\]

For a stationary Poisson process with intensity \( \lambda \) it is equal to \( \lambda^2 \ell_d(B_1)\ell_d(B_2) \). If the second-order factorial moment measure \( \alpha^{(2)} \) has density with respect to the Lebesgue measure, this density is called the second-order product density \( \varrho^{(2)} \). An interpretation of the second-order product density is that \( \varrho^{(2)}(x_1, x_2) dV_1 dV_2 \) is the probability of having a point in each of two infinitesimally small disjoint Borel sets, with Lebesgue measures \( dV_1 \) and \( dV_2 \), where \( x_1 \) and \( x_2 \) belong to one set each.

The variance of the number of points in a Borel set \( B \) can be written in terms of \( \alpha^{(2)} \) as

\[
\text{Var}(\Phi(B)) = \alpha^{(2)}(B \times B) + \Lambda(B) - \Lambda(B)^2.
\]

If \( B_1 \) and \( B_2 \) are Borel sets, the covariance of the number of points in these two sets is,

\[
\text{Cov}(\Phi(B_1), \Phi(B_2)) = \alpha^{(2)}(B_1 \times B_2) + \Lambda(B_1 \cap B_2) - \Lambda(B_1)\Lambda(B_2).
\]

### 2.3 Marked point processes and germ–grain models

A marked point process in \( \mathbb{R}^d, \Psi = \{X_n, M_n\} \), is a point process in \( \mathbb{R}^d \), with points \( X_n \), each having a mark \( M_n \) belonging to some space of marks, \( \mathcal{M} \). The marked process can be interpreted as an ordinary point process on the space \( \mathbb{R}^d \times \mathcal{M} \). All definitions for ordinary point processes can be repeated analogously for marked processes. The only difference is
that a translation or rotation of a marked process usually only acts on the points and not on the marks.

Having introduced marked point processes we may be interested in the dependence between marks. For that purpose the mark–correlation function is defined as

\[ k_{mm}(x, y) = \frac{\mathbb{E}_{x,y}[M_x M_y]}{\bar{m}^2}, \]

where \( \mathbb{E}_{x,y}[M_x M_y] \) is the conditional expectation of the product of two marks given that the locations of the points are \( x \) and \( y \) and \( \bar{m} \) is the mean mark. The mark–correlation function tends to one as \(|x - y|\) tends to infinity. If it is above one then the product of the marks of points in \( x \) and \( y \) are on average larger than the mean mark squared. If it is below one then the product of the marks are on average smaller than the mean mark squared.

From some marked point processes we can construct so–called germ–grain models. Suppose the marks are compact sets in \( \mathbb{R}^d \), that is consider \( \{X_n; S_n\} \), where \( X_n \in \mathbb{R}^d \) is called a germ and \( S_n \subseteq \mathbb{R}^d \) is called a grain. A germ–grain model is defined as the union

\[ \bigcup_{n=1}^{\infty} \{X_n + S_n\}. \]

Since grains are affected by rotations, the usual convention for marked point processes that rotations only apply to the points is not reasonable for germ–grain models.

A characteristic of a germ–grain model is the volume fraction, i.e. the fraction of space covered by grains. For a stationary germ–grain model of non–overlapping grains it is simply

\[ \rho = \lambda \bar{v}, \]

where \( \lambda \) is the intensity of the germs and \( \bar{v} \) is the mean volume of the grains.

One example of a germ–grain model is the Voronoi tessellation. A tessellation partitions a Euclidean space, \( \mathbb{R}^d \), into sets, \( C_i \), with non-overlapping interior, that is \( \mathbb{R}^d = \bigcup C_i \). Let \( \{p_i\} \) be a set of points. Each point \( p_i \) in this set, from now on called nucleus, generates a cell (or grain) \( C_i \). Let one grain \( C_i \) consist of all points in \( \mathbb{R}^d \) which has \( p_i \) as their nearest nucleus,

\[ C_i = \{x \in \mathbb{R}^d : |p_i - x| \leq |p_j - x|, \forall p_j\}, \]

where \(|\cdot|\) is the Euclidean distance. If the set of points, \( \{p_i\} \), is locally finite, i.e. any finite region contains a finite number of points, the \( C_i \)'s are called a Voronoi tessellation and \( C_i \) a Voronoi cell.

See [10] for a general reference on point processes. A general reference on the properties of Voronoi tessellations is [8] and a more mathematical reference is [6].

### 2.4 Convex sets

In this section we will consider \( \mathbb{R}^d \), mostly for \( d = 2 \) or 3. We start with some set theoretic definitions. The multiplication of a set \( A \) by scalar is denoted

\[ cA = \{cx : x \in A\}. \]

The reflection of \( A \) is

\[ \bar{A} = \{-x : x \in A\} \]
and the translation of $A$ by $x$ is
\[ A_x = \{x + y : y \in A\}. \]

The Minkowski addition of two sets $A_1$ and $A_2$ is
\[ A_1 \oplus A_2 = \{x_1 + x_2 : x_1 \in A_1, x_2 \in A_2\}, \]
that can also be written
\[ A_1 \oplus A_2 = \{x : A_1 \cap (\tilde{A}_2)_x \neq \emptyset\}. \]

A set $C$ is convex if
\[ \alpha x + (1 - \alpha)y \in C \quad \forall x, y \in C, \quad 0 < \alpha < 1. \]

Minkowski addition of convex sets preserves the convexity. In Paper C, we are interested in the addition of sets of the same shape. For two convex sets $C_1$ and $C_2$ and scalars $x_1$ and $x_2$ the volume of $x_1C_1 \oplus x_2C_2$ can be written as a sum in terms of the mixed volumes,
\[ v_{l,d-l}(C_1, C_2) = v(C_1, \ldots, C_1, C_2, \ldots, C_2), \]
as
\[ l_d(x_1C_1 \oplus x_2C_2) = \sum_{i=1}^d \binom{d}{i} x_1^{d-i} x_2^i v_{l,d-l}(C_1, C_2). \]

For our purposes it is enough to know that $v_{d,0}(C_1, C_2) = l_d(C_1)$, $v_{0,d}(C_1, C_2) = l_d(C_2)$ and that for a convex set $C$,
\[ l_2(C) \leq v(C, \tilde{C}) \leq 2l_2(C), \]
and
\[ l_3(C) \leq v(C, \tilde{C}) \leq 3l_3(C). \]

The lower bounds are attained by centrally symmetric sets and the upper bounds are attained by triangles if $d = 2$ and tetrahedrons if $d = 3$. For a convex set $C_1$ with a rotation invariant distribution and an arbitrary convex set $C_2$ the generalised Steiner formula gives
\[ \mathbb{E}[l_d(C_1 \oplus C_2)] = \frac{1}{\kappa_d} \sum_{k=0}^d \kappa_{d-k} \mathbb{E}[v_{d-k,k}(C_1, B_d)] v_{k,d-k}(C_2, B_d), \]
where $B_d$ is the unit $d$–dimensional ball with volume $\kappa_d$. In $d = 2$ and $d = 3$ this simplifies to
\[ \mathbb{E}[l_2(C_1 \oplus C_2)] = \mathbb{E}[l_2(C_1)] + \frac{\mathbb{E}[S_1(C_1)] S_1(C_2)}{2\pi} + l_2(C_2) \]
and
\[ \mathbb{E}[l_3(C_1 \oplus C_2)] = \mathbb{E}[l_3(C_1)] + \frac{\mathbb{E}[S_1(C_1)] S_2(C_2)}{2} + \frac{\mathbb{E}[S_2(C_1)] \tilde{b}(C_2)}{2} + l_3(C_2), \]
where $S_{d-1}(C)$ is the $(d - 1)$–dimensional surface area and $\tilde{b}(C)$ is the mean width of a convex set $C \in \mathbb{R}^d$. Let $g$ be a line passing through the origin, then $g(C)$ is the smallest distance between two parallel hyperplanes such that $C$ is between them and that are perpendicular to $g$. Then $\tilde{b}(C)$ is the mean of $g(C)$ for all lines $g$.

A general reference on convex geometry is [2].
3 Fatigue

Fatigue is the failure in a structure that occurs after the structure has been subjected to a repeated load. The term fatigue is used since the failure often occurs after a long period of repeated stress, at a level considerably lower than the stress needed to break the structure if it was applied only once. The standard example of fatigue is to take a paperclip and notice that it breaks after repeatedly bending it back and forth at the same spot, although it is virtually impossible to break it in one bending. When a metal is subjected to a load, it is possible that small cracks start to form in the metal grains, most often at the surface. Cracks can also start growing in some defect already present within the metal. The cracks then continue to grow, as more load cycles are applied, until a crack spans the entire object and it breaks. Possibly cracks can stop or close, but that is not our concern here.

Laboratory tests can be performed to assess the fatigue properties of materials. Identical test specimens are subjected to a cyclic load until the specimens break or to a maximum number of load cycles. The procedure is repeated for different load amplitudes. Data are plotted in a Wöhler curve, where the logarithm of the load amplitude is plotted against the logarithm of the number of cycles to failure. Often there is a linear relation between the load level and the fatigue life, the number of cycles to failure, for high loads. For some materials there may be a fatigue limit, which is a stress level below which failure will never occur. In [1] there is a section on fatigue.

4 Metal structure

Metals are crystalline materials, that is the atoms are ordered in a three–dimensional pattern. Common atomic arrangements in metals are the body-centred cubic (BCC), the face-centred cubic (FCC) and the hexagonal closed-packed (HCP) structures. The last two arrangements are the most efficient ways, in terms of occupied space, of stacking equally sized spheres and because of this they are called close-packed structures. One way of illustrating the atomic structure is in terms of a unit cell, which is the smallest repetitive unit within the crystal, see Figure 2.

![Figure 2: Unit cells of the face-centred cubic (to the left) and the body-centred cubic atomic structures. Two slip planes are shaded in the FCC cell and one in the BCC cell.](image-url)

A slip plane, such as those shown in Figure 2, is a preferred plane of atoms that will move when a stress is applied. The number of unique non-parallel slip planes depends on
the crystal structure. The FCC crystal has four slip planes, the BCC has six and the HCP has one. Each plane can slip in three directions in the FCC and HCP crystals and in two directions in the BCC crystal.

A crystalline material is usually composed of many crystals. In the cooling process of a melt of a crystalline material, small crystals, or grains, start to form at many locations. As the melt cools each of the grains grows by incorporating atoms from the liquid surroundings. In the area where two grains meet, called the grain boundary, the atoms are not ordered since the two grains do not generally have the same direction of their atomic planes. If all grains have the same chemical composition, the metal is said to have one phase. More on metal structures can be found in textbooks in material science, for example [1].

5 Summary of Paper A

Supposedly identical components made of metal often show substantial differences in fatigue lives. The differences are apparent even during controlled tests with identical stress levels. One source of variation could be differences in the structure of the metal. The idea in Paper A is to use a simulated grain structure and apply the existing theory of crack propagation to study the influence of grain structure on fatigue life. A short crack growth model is used since the main part of the fatigue life occurs during the crack initiation phase.

The crack growth model is adapted from Navarro-de los Rios model for short crack growth under uniaxial loading [7]. The crack is modelled on the surface of the metal and consequently the three-dimensional structure is disregarded. Since the point here is to use a grain structure with grains of different sizes, the Navarro-de los Rios model, which is described for grains of equal size, has to be modified to the current situation.

In the simulations the metal grain structure is a Voronoi tessellation in two dimensions of points generated from a Poisson process. The crack path was determined and the crack was allowed to grow to a maximum length of ten times the mean grain size, with possibility to stop before that. The crack growth rate as a function of crack length and the number of cycles to failure were calculated for fifteen stress levels, the latter resulting in a Wöhler curve for the short crack growth. Compared with the fatigue life of a metal with all grains equal in size, that is the original Navarro-de los Rios model, the fatigue lives in the simulations were longer. The fatigue life decreased with increasing number of grains, probably reflecting the fact that with increasing number of grains there is a greater probability of finding a large grain, where the crack is assumed to start. The standard deviation of the logarithm of the life lengths conditional on finite life is in the order of 0.2-0.4.

As expected grain size variation gives rise to fatigue life dependent on component size. However, only a part of the observed fatigue life variation is explained by the varying grain size according to the simulations.
6 Summary of Paper B

We consider two models of non-overlapping convex grains, which are generalisations of Matérn’s two hard-core processes, see [5]. These models were described in [4] and are constructed as follows. Convex sets, called grains, are placed at points of a homogeneous Poisson process and the process is thinned by two different procedures. The first thinning scheme, called pairwise, gives independent weights to both points in a pair with overlapping grains and the point with strictly higher weight wins. New weights are assigned in every comparison. A point is kept only if it wins in all pairwise comparisons. The second scheme, called global, gives each point a weight once and for all, and the point with strictly higher weight is kept when comparing with weights of overlapping grains. The weight may depend on the size of the grain in both cases.

The second-order product densities, defined in Section 2, of the above models are derived when the grains have equal orientation. In the derivation of the product densities, the thinning procedure can be thought of as a process giving marks to the original Poisson process. A point gets mark 0 if it is removed and mark 1 if it is retained. The second-order product density can then be written in terms of the intensity, $\lambda$, of the Poisson process and the two-point mark distribution $M_{x_1,x_2}$ as

$$\varphi^{(2)}(x_1, x_2) = \lambda^2 M_{x_1,x_2}((1, 1)).$$

The two-point mark distribution is the distribution of the marks in $x_1$ and $x_2$ under the condition that there are points in $x_1$ and $x_2$. The main idea, when calculating the product density, is then to find the probability that two points in $x_1$ and $x_2$ both have marks 1. It is equal to the probability that no points of the original point process win over them. The number of points that win over $x_1$ or $x_2$ is Poisson distributed and the essential step, when deriving the product density, is to calculate the expectation of this distribution.

As spheres are an important special case, the product densities for the models are stated both for spheres of equal radii in Theorems 2 and 3 and for spheres having a certain radius distribution in Theorems 4 and 5. When the grains are convex sets with the same orientation, the product densities are stated in Theorems 6 and 7. Except for some special cases, the product densities must be calculated by means of a numerical integration.

In the case of spheres of equal size the pair-correlation $g$, which is the product density divided by the squared intensity, is compared to a Poisson process with the same intensity, see Figure 3 below and also Figure 5 in Paper B. The comparisons is made in terms of the frequency of pairs of points with certain interpoint distances. For short distances, less than two times the radius, the pair-correlation is 0, meaning that two points cannot exist at that distance. For a slightly larger distance, between two times and four times the radius, pairs of points occur more frequently than in a Poisson process. For even larger distances, larger than four times the radius, the frequency of point pairs is the same as in a Poisson process. As the intensity of the original Poisson process tends to infinity the frequency of point pairs, at a distance between two and four times the radius, in the global model gets smaller, but is still slightly larger than for a Poisson process. In the pairwise model on the other hand the pair–correlation at this distance tends to infinity as the intensity of the original Poisson process tends to infinity.

Next we consider the mark–correlation function for the radii. Observe that we now consider our processes to have two marks. One of the marks is as above the 0–1 mark and
the other is the radius. Let the radius distribution before thinning be denoted $F_R$ and let the intensity before thinning be denoted $\lambda$. The conditional distribution of the 0–1 mark of two points given their locations $x_1$ and $x_2$ and their radii $k_1$ and $k_2$ is denoted $M_{x_1,k_1,x_2,k_2}$. A new second-order measure is introduced for the radii marks, which in the current setting can be written,

$$
\rho_S^{(2)}(x_1, x_2) = \lambda^2 \int_0^\infty \int_0^\infty M_{x_1,k_1,x_2,k_2}((1, 1)) F_R(dk_1) F_R(dk_2).
$$

We show that the mark–correlation function, defined in Section 2, can be expressed in terms of this measure,

$$
k_{mm}(x_1, x_2) = \rho_S^{(2)}(x_1, x_2) / \rho^{(2)}(x_1, x_2).
$$

From examples, for instance with Rayleigh distributed radii, see Figure 4, we can see that the mark–correlation behaves qualitatively like the pair–correlation in the sense that the curves have similar shapes. If the mark–correlation is below one for some distance between the two points then the product of the marks, radii, at those points are lower than the mean radius squared. If the mark–correlation is above one the product of the marks for points that distance apart are larger than the mean mark squared. Observe that in Figure 4 the correlation functions are shown for two pairwise models and one global model, all having the same intensity. One of the pairwise models and the global model have pair–correlation and mark–correlation that coincide, because when at most two spheres overlap, the result of global and pairwise thinning is similar.

The models were constructed to describe inclusions in cast iron, see Figure 1. They were fitted to such data in the case when the weight distribution was independent of the
Figure 4: Pair–correlation function, above, and mark–correlation function, below, for models starting with Rayleigh distributed radii with parameter 1 and weights independent of the radii. Both the pair–correlation and the mark–correlation coincides for the global model and one of the pairwise models.
radius. The fit was made by estimating the intensity and the radius distribution. The pair–correlation function was used as a measure of the quality of the fit. Two images of the same material were used. The fit to one of the images for both models seemed reasonable and the other one was not. The problem was that the pair–correlation of the images seemed higher than achievable with either of the models. Possibly the fit could be better either by letting the weights depend on the radius or by thinning an inhomogeneous Poisson process. In the later case some theoretical work is needed.

7 Summary of Paper C

The purpose of this paper is to study the volume fraction of the global model in Paper B. The model is defined as follows. Grains in the form of convex sets are placed at points of a homogeneous Poisson process. The points are given weights that may depend on the grain sizes. The process is thinned by only keeping those grains that do not overlap with any other grain with equal or higher weight.

By a coupling argument we can show that the process is increasing in the intensity of the Poisson process if the weights are continuous and independent of the radii. This is not necessarily the case if the weights are allowed to depend on the radii or if they are not continuous.

If the intensity of the Poisson process tends to infinity and the weight distribution is independent of the grain sizes, then the volume fraction is at most $1/2^d$ if $d = 1$ or $d = 2$, with equality for centrally symmetric grains of equal size. In this case our model is identical to considering the intact grains of the dead leaves model. For simplicity we consider spherical grains in the following. If $d = 1$ we can show the result by Jensen’s inequality. Let $R$ be the radius before thinning and let $\mu$ be the mean radius before thinning. Then the volume fraction can be written

$$\nu = \mathbb{E}\left[\frac{R}{R + \mu}\right].$$

If $d = 2$ the volume fraction can be written

$$\nu = \mathbb{E}\left[\frac{R^2}{R^2 + 2\mu R + \gamma}\right],$$

where $\gamma = \mathbb{E}R^2$, which can be shown to be less than or equal to $1/4$. This is proved by observing that the argument of the expectation of is below a line which in turn has expectation less than or equal to $1/4$. We can show that for a two point radius distribution the volume fraction is at most $1/2^d$ for any $d$ by straightforward calculations. This makes it natural to conjecture that the volume fraction is at most $1/2^d$ for all $d$.

If the weights are allowed to depend on the radii the volume fraction can be made arbitrarily close to one. The idea is most easily described in two dimensions. The model can be thought of as dropping discs on a plane. The discs are dropped in reversed weight order. When all discs have been dropped the ones that can be seen whole from below are the ones remaining after thinning. The achieved volume fraction can be made close to one by dropping large discs first and then smaller and smaller in the right way.
8 Future work

Common for all three papers appended to the thesis is that we have worked with non-overlapping germ–grain models. The models have been used to describe materials.

In the future, the ideas from Paper A could be applied to a material for which there is real life data available. Then we could compare the variance in the theoretical results to the variance of the data and draw conclusions about the importance of the variability of grain sizes. Since the large grains in a grain structure seem to be of importance it would also be interesting to find the extreme value distribution of the largest grain in a Voronoi tessellation and compare to real data.

The models in Paper B were inspired by images of inclusions in cast iron, see Figure 1. The fit was not satisfactorily and one idea is to use weights depending on the radius. Another idea is to have an inhomogeneous Poisson process as starting process. The last approach would need some theoretical work before application. Other models could be explored.

In Paper C we conjecture that the upper bound $1/2^d$ holds for any dimension $d$, but it remains to be proved for $d \geq 3$. To show this would probably involve some other technique than the one used in the paper.
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Abstract

The aim of the present study is to investigate the influence of the variation of metal grain sizes on fatigue lives. The grain structure is simulated from a Poisson–Voronoi model and the short crack growth model of Navarro and de los Rios is applied. The resulting fatigue life decreased with increasing component size, probably reflecting the fact that with increasing number of grains there is a larger probability of finding a large grain where the crack starts. The standard deviation of the logarithm of the lives was in the order of 0.2–0.4, i.e. the variation in grain size explains only part of the observed variance in real fatigue data.
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1. Introduction

Supposedly identical components made of metal often show substantial differences in fatigue lives. The differences are apparent even during controlled tests with identical stress levels. Miller writes in [3] that the scatter in fatigue data needs to be put in a perspective by for example detailed studies of the effect of material structure on early crack growth. One model of early (short) crack growth has been developed by Navarro and de los Rios in [5–10]. The purpose of this study is to investigate the effect of grain size variation on fatigue life. Since the main part of the fatigue life is explained by the crack initiation, the model of Navarro–de los Rios will be used, as in [12], but modified to handle grains of varying sizes. A stochastic grain structure will be obtained by simulation. Similar ideas have been used by Ahmadi and Zenner [1] in a study of the growth of microcracks under the influence of cyclic loading. They compared simulations of cracks in a two-dimensional hexagonal lattice with experiments and the distribution of cracks was claimed to be in quantitatively good agreement between simulations and experiments. The main differences in the ideas from the present paper is the deterministic grain structure and our focus on scatter. A stochastic grain structure, a Voronoi tessellation, is used by Meyer, Brückner-Foit and Möslang [2] but focusing more on the crack patterns when several cracks are allowed to grow. Here also the results were found to be in good agreement with experiments.

The grain model is introduced in Section 2.1 and the Navarro–de los Rios model with modifications is described in Section 2.2 along with some computational details. The results are presented in Section 3 and analysed in Section 4.

2. Model

2.1. Grain structure

In the proposed model the metal grain structure is a Voronoi tessellation in two or three dimensions of points generated from a Poisson process (see Fig. 1). The reason for using a Voronoi tessellation can be argued as follows. If, in the crystallisation process of a one phase metal, all grains begin to grow simultaneously and at the same rate the resulting grain structure would be a Voronoi tessellation. The tessellation could be modified by allowing the grains to begin their growth at different times and by using a different point process with more or less clustering of the points.

A tessellation partitions an Euclidean space \( \mathbb{R}^n \) into sets, \( \{ C_i \} \), with non-overlapping interior, that is \( \mathbb{R}^n = \bigcup C_i \).

Let \( \{ p_i \} \) be a set of points. Each point \( p_i \) in this set, from now
on called nuclei, generates a cell (or grain) $C_i$. One grain $C_i$ consists of all points in $\mathbb{R}^n$ which has $p_i$ as their nearest nuclei

$$C_i = \{x \in \mathbb{R}^n : ||p_i - x|| \leq ||p_j - x||, \forall p_j\},$$

where $||\cdot||$ is the Euclidean distance. If the set of points $\{p_i\}$ is locally finite (any finite region contains a finite number of points) the $C_i$s are called a Voronoi tessellation and $C_i$ a Voronoi cell. A general reference on the properties of Voronoi tessellations is [11] and a more mathematical one is [4].

The realisations of Voronoi tessellations were accomplished using MATLAB version 6.5.1. First points were generated according to a Poisson process in two dimensions. Secondly, the function ‘voronoin’ were used on these points giving the Voronoi tessellation. To handle the effect of edges, points were generated in a slightly larger area than the one needed.

The metal simulated here is assumed to have a face-centred cubic (FCC) atomic structure and one phase (homogeneous in terms of chemical composition). In the model each grain is given a random (uniformly distributed) slip plane direction which determines the directions for the other slip planes (Fig. 2).

2.2. Crack growth model

The crack growth model is adapted from Navarro–de los Rios model for short crack growth under uniaxial loading [5–10]. The crack is modelled on the surface of the metal and consequently the three dimensional structure is disregarded. Since the point here is to use a grain structure with grains of different sizes, the Navarro–de los Rios model, which is described for grains of equal size (as in [12]), has to be modified to the current situation. In short, the Navarro–de los Rios model considers the plastic slip produced ahead of a crack to be represented by a continuous distribution of dislocations. It is assumed that when slip is initiated in a grain the entire grain undergoes slip and is only blocked by the grain boundary, i.e. the front of the plastic zone coincides with the grain boundary. Slip is initiated in the next grain when the stress ahead of the plastic zone is enough to move new dislocations. This stress only depends on the position of the crack tip relative to the grain boundary.

The crack is initiated in the centre of a large grain with a slip plane close to the plane of maximum shear stress, that is the angle between the slip plane and the load direction is close to $45^\circ$. In making a decision in which grain to start, a compromise is made between size and direction of slip planes. If $l$ is the length of the grain along a slip plain going through the centre of the grain and $\theta$ is the angle between the slip plane and the plane of maximum shear stress, a new length is calculated by $l_c = l \cos 2\theta$ (this is repeated for the three slip planes through the centre of the grain). This calculation reflects the fact that the sheer is zero both perpendicular and parallel to the main load direction. The grain selected for the crack to start in is the one with maximal $l_c$. The crack is supposed to grow along a slip plane at all times.

The crack growth rate is determined by

$$\frac{da}{dN} = f \phi,$$

where $a$ is half the surface crack length, $N$ the number of load cycles, $f$ represents the fraction of dislocations ahead of the crack that participates in the crack growth process and depends on the applied stress and the material and $\phi$ is the plastic displacement of the crack-tip given by

$$\phi = \frac{2(1-\nu)\sqrt{1-n^2}}{\mu n^2} \sigma a,$$

where $\sigma$ is the applied load, $\mu$ the shear modulus and $\nu$ Poisson’s ratio. Here, $n=a/c$ is a dimensionless parameter, $c$ the length of half the crack and half the plastic zone (see Fig. 3).

The slip band is blocked by the grain boundary and the crack will grow at a decreasing rate as it approaches
the boundary until slip can be transferred to the next grain. This happens at a critical value of \( n \) equal to

\[
\frac{\pi}{2} \left( \frac{s - \sigma_{\text{Li}}}{\sigma_{\text{comp}}} \right),
\]

(4)

where \( \sigma_{\text{comp}} \) is the resistance to plastic deformation of the crack tip. Consecutive grains are numbered \( i = 1, 2, 3, \ldots \). When \( \sigma \) is smaller than \( \sigma_{\text{Li}} \) the stress is not enough to overcome the boundary and the crack stops. The minimum stress required for slip propagation is given by

\[
\sigma_{\text{Li}} = \frac{\sigma_{\text{FL}}}{m_1} \sqrt{\frac{d_i}{2c_i}},
\]

(5)

where \( c_i \) is the length of half the crack plus half the plastic zone when the crack grows in grain \( i \), \( d_i \) is the mean of the length the crack has grown in each grain, \( \sigma_{\text{FL}} \) is the fatigue stress and

\[
\frac{m_i}{m_1} = 1 + 2.07 \left( \frac{2}{\pi} \arctan(0.522(i - 1)/2) \right)^{1.86}.
\]

(6)

is the ratio of grain orientations.

When a new slip band is initiated in the next grain and the plastic zone is supposed to span the entire new grain, and therefore, \( n \) decreases to

\[
n_i^{i+1} = \frac{c_i}{c_{i+1}} n'_c,
\]

(7)

which is a rescaling of the old value of \( n \) by the new value of \( c \). According to the model, the crack will grow along that slip plane in the new grain that is closest to the plane of maximum shear stress (the angle between this plane and the loading direction is 45°), regardless of which direction the slip plane takes in the third dimension under the surface.

The growth rate Eq. (2) can be integrated over a grain (or over parts of a grain) to give the number of cycles spent in that grain

\[
\Delta N_i = \frac{\mu}{f(1 - \nu)2\sigma} (\arcsin n'_c - \arcsin n'_i).
\]

(8)

The total number of cycles is then obtained by summing over all grains.

In the Navarro–de los Rios model all the grains are assumed to be equal in size and because of the symmetry in that case it is enough to do calculations on half the crack. Here, however, the crack may not grow at the same rate at both directions after the first grain. Practically, this is solved by considering the two growth directions separately. As an approximation of the total cracklength after, say, \( N \) cycles, we can calculate how long the crack is in both directions separately, by using Eq. (8). The total cracklength after \( N \) cycles is then obtained by adding the cracklengths in the two directions. The growth rate at \( N \) cycles is approximated by adding the growth rates for the two directions at \( N \) cycles.

The values of the parameters used in the calculations are the same as in [12] for commercially pure aluminium. These are shown in Table 1. They used \( f = 6.16 \times 10^{-5} (2(\sigma - \sigma_{\text{FL}}))^{2/696} \).

3. Results

Simulations were made of two-dimensional Voronoi tessellations where the number of nuclei were taken from a Poisson distribution with expectation (denoted \( \lambda A \)) 2000, 4000 and 9000, which corresponds to looking at

![Table 1](image)

Parameter values for commercially pure aluminium

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu )</td>
<td>25.0 GPa</td>
</tr>
<tr>
<td>( \sigma_{\text{comp}} )</td>
<td>50.0 MPa</td>
</tr>
<tr>
<td>( \sigma_{\text{FL}} )</td>
<td>42.5 MPa</td>
</tr>
<tr>
<td>( \nu )</td>
<td>0.33</td>
</tr>
</tbody>
</table>

![Fig. 3. Illustration of the parameters \( c \) and \( a \).](image)

![Fig. 4. A simulated crack and grain structure.](image)
components of increasing size. More specifically, squares of sides 2, 4 and 6 giving the area \( A \) to be 4, 16 and 36, respectively, were used with an intensity, \( l \), of points per unit area as 250. The unit of the area is not important since the grain size is only included implicitly in the Navarro–de los Rios models, i.e. in the material constants. These choices gave a mean intercept length of the grains in the tessellations as approximately 0.050 calculated from the simulations. The crack path was determined as described in Section 2.2 and the crack was allowed to grow to a maximum (it could stop before, if \( \sigma < \sigma_{Li} \) in Eq. (4)) length of 10 times the mean grain size. The crack growth rate as a function of crack length and the number of cycles to failure were calculated, the latter resulting in a Wöhler curve for the short crack growth. For each value of the expectation the simulation was repeated 1000 times.

Fig. 4 shows an example of a simulated crack, not showing the entire simulated square, and Fig. 5 the crack growth rate as a function of crack length for this crack. In the latter figure, there is also the corresponding plot for a grain structure with equal grain sizes. The growth rate decreases when the crack get close to a boundary, then increases sharply as the crack resumes its growth in the next grain. Fig. 6 shows a Wöhler curve for the initial crack growth for expectation in the Poisson distribution equal to 9000. As a comparison the results from using a model without grain size variation is plotted in the same figure. A regression was made on the lives for \( \Delta \sigma \) ranging from 94 to 100 MPa to \( N = a(\Delta \sigma)^b \) with the values of the coefficients in Table 2 as the result, i.e. the life decreases with \( \lambda A \) or equivalently component size.

The observations at \( N = 10^8 \) are of cracks that have stopped before they were 10 times the mean grain size long. The variation conditional on finite fatigue life of the number of cycles to failure first increases with the applied load and the decreases (plot in Fig. 7). Fig. 8 shows the percentage of cracks that stopped, i.e. the fatigue life is infinite.

It is often claimed that the intercept lengths of the grains in metals with unimodal distribution of grains is approximately lognormal. In Fig. 9 is a quantile plot of the logarithm of the intercept lengths in a simulation. The points are supposed to follow a straight line if the lognormal distribution is appropriate.

4. Discussion

The discussion following is purely qualitative because of lack of real data. There is no evaluation of the Voronoi model as a grain structure apart form the comparison of

<table>
<thead>
<tr>
<th>Expectation (( \lambda A ))</th>
<th>( a \times 10^{14} )</th>
<th>( b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>1.91</td>
<td>−23.7</td>
</tr>
<tr>
<td>4000</td>
<td>1.75</td>
<td>−23.7</td>
</tr>
<tr>
<td>9000</td>
<td>1.24</td>
<td>−23.6</td>
</tr>
</tbody>
</table>

Fig. 6. Wöhler curve for the initial crack growth. The unfilled rings corresponds to life lengths calculated from the model with equal grain sizes.
the intercepts with the lognormal distribution. The agreement is not very good since the observations are not on a straight line. In this context, however, this is not the crucial thing to compare but rather the distribution of large grains which is more important for the crack growth. Probably the common knowledge of the intercept lengths being lognormal is not always accurate so the best way to do a good comparison would be to use a real material.

The calculated fatigue lives should be seen as an example of what is possible to do with this modelling approach. The crack growth model of Navarro–de los Ríos is used only in the form of grains of equal sizes as a first approximation. For future simulations the results for unequal grain sizes in Valderrama, Navarro and Domínguez [13] can be used instead. The reason for not using it here was

the extra complexity in programming. Our belief is that the approximation does not change the results qualitatively and other approximations made have probably a larger impact.

Comparing the simulations to a computation with equal grain sizes show that the crack growth rate curve is more irregular. The advantage of using a grain structure with varying grain sizes as opposed to one with equal grains is that the crack can stop and that it is possible to calculate the variance of the fatigue lives.

There are many simulations with infinite life even for higher loads which is not observed in real data. The explanation is that if a crack stops in a real material there may be a crack that can continue somewhere else in the structure. If a crack stops here there is no other crack that starts at another location. In principle it is possible to simulate that situation, however, then a decision have to be made when to stop creating new cracks.

The standard deviation of the lives conditional on finite life first increases with the load and then decreases as expected from observations. The increase in the beginning is due to the censored data which really have large fatigue lives and hence would increase the standard deviation if they were accounted for.

The fatigue life decreased with increasing number of grains, probably reflecting the fact that with increasing number of grains there is a larger probability of finding a large grain (where the crack is assumed to start). The standard deviation of the logarithm of the lives conditional on finite life is in the order of 0.2–0.4 depending on the load.

Grain size variation gives rise to a longer fatigue life compared with a structure with equal grains. One possible explanation is that even if the crack starts in a large grain and grows fast there, the next grains is probably smaller than in a structure of equally sized grains, and therefore, it grows slower in the second grain. The fatigue life decreases, as
expected with component size, i.e. the size of the area simulated. However, only a part of fatigue life variation observed in doing experiments is explained by the varying grain size according to the simulations.
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Abstract

We consider two models of non-overlapping convex grains, which are generalisations of Matérn’s two hard-core processes. Grains are placed at points of a homogeneous Poisson process and the process is thinned by two different procedures. The second-order product density and the mark–correlation function is derived for the point process with convex grains of equal orientation. As spheres are an important special case, the product densities for the models are stated both for spheres of equal radii and for spheres having a certain radius distribution. The models are fitted to data of inclusions in cast iron.
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1 Introduction

A point process where the points cannot be closer than a fixed minimal distance is called a hard-core point process. Matérn [5] introduced two such processes. In the first one he considers a Poisson process and excludes every point with a distance to its nearest neighbour less than a fixed number $R > 0$. In the second model each point is given a weight, uniformly distributed on $(0, 1)$ and independent of the weights of other points. Points are then retained if there are no other points within distance $R$ with lower weight and removed otherwise. These models can be thought of as systems of non-overlapping spheres with radii $R/2$. A survey of random systems of non-intersecting spheres is found in [11]. Hard-core models are used, for example in forestry applications, see [13].

Another example of hard-core models is the simple sequential inhibition model, SSI, which is also called the random sequential adsorption model, RSA, used in physical and biological sciences. Spheres are placed randomly and sequentially in a bounded region. A sphere is rejected if it intersects a previously placed sphere. Other items than spheres could be used. For a survey on RSA models, see for example [17].

The Stienen model and a generalisation, the lily-pond model, describe sets of spheres with random radii. Points are generated according to a stationary Poisson process. In the Stienen model, each Poisson point is the centre of a sphere with a diameter equal to the distance to its nearest neighbour. See [10] and pages 218 and 380 in [12] for more on the Stienen model, for example the pair-correlation function. In the lily-pond model spheres are grown radially, at the same time and at the same rate, from the Poisson points. Each
sphere grows until it meets another sphere. In [1] there are some recent results and an overview of previous results for the lily-pond model.

Some hard-core models are examples of Gibbs processes, which are also studied in the literature on physics. An accessible mathematical treatment can be found in [6].

A model which is closely related to Matérn’s second model is Matheron’s dead leaves model, see [3] and [14]. In two dimensions, discs are dropped sequentially according to a Poisson process on the plane. Parts of a new disc that intersects an old disc are invisible, that is we watch the discs from below. In a finite area, the process can be stopped once all the surface is covered by discs, since new discs dropped do not influence the distribution of the intact discs. The centres of the intact discs correspond to the points that are not removed in Matérn’s second model when the intensity of the Poisson process tends to infinity, according to [14].

Månsson and Rudemo [4] describe two models of non-overlapping grains, which are generalisations of Matérn’s models. The processes are obtained by thinning a stationary Poisson process. A convex compact set, called grain, is associated with each point. In the simplest case the grains are spheres with equal radii. Points with overlapping grains are either removed or kept, according to two different procedures, in a way that leaves points with non-overlapping grains. The first thinning scheme, called pairwise, gives independent weights to both points in a pair with overlapping grains, and the point with strictly higher weight wins. New weights are assigned in every comparison. A point is kept only if it wins in all pairwise comparisons. The second scheme, called global, gives each point a weight once and for all and the point with strictly higher weight is kept when comparing with weights of overlapping grains. The weight may depend on the size of the grain in both cases. Figure 1 shows realisations of these models for spheres of equal sizes. The models in [4] were originally inspired by inclusions in steel and nodular cast iron, which are important for the fatigue strength of these materials.

Similar to the models in [4] are the generalisations of Matérn’s second model in [15]. In the first generalisation the weights may have some distribution that is not uniform and which is independent of the radius. As in Matérn’s model, a point in \( x \) is removed if there is another point in the ball of radius \( R \), centred in \( x \) with lower weight than \( x \). This gives exactly the same point process after thinning as the global model above with the same weight distribution and all radii equal to \( R/2 \). In the second generalisation, the radii of the points are not constant but follow some distribution, that is a point \( x \) gets radius \( r_x \). A point in \( x \) is now removed if there is no other point with lower weight in the sphere with radius \( r_x \), centred at \( x \). This is not a model of non-overlapping spheres as the global model of [4]. For example, it is possible to have one sphere completely inside another. In [15] thinning intensities, product-densities and mark–correlations for both models are derived.

In [4], the thinning probabilities, the relation between the point processes before and after thinning, the volume fraction and the size distributions after thinning are considered. To further characterise these models we are interested in studying second-order characteristics. Once a second-order measure and the first moment measure are known, variances and covariances can be calculated. Furthermore, the second-order properties can be used to compare the models, for example to a stationary Poisson process. For studying the dependence of the sizes of spheres we are also interested in the mark–correlation function.

In Section 2, we give a description of the pairwise and global models. We define the product density and derive an expression for calculating the product density in terms of a
two-point mark probability in Section 3. This expression has previously been used in [8] and [9]. In Section 4 we calculate the second-order product density for spherical grains with fixed radii for the two thinning procedures. This may seem somewhat superfluous as the same calculations for general radius distribution are carried out in Section 5, but we think it is worthwhile to present the ideas of the proofs in an easier setting. Section 6 states the product densities for convex, compact grains with the same orientation. A general discussion of conditional mark distributions for point processes with two types of marks is given in Section 7. This material is needed in Section 8 where the mark–correlation functions for the pairwise and the global model are stated. As the models were inspired by inclusions in cast iron, we fit them to such data in Section 9. Comments and indications of future work are given in Section 10.
2 Description of the models

Consider a Poisson point process with constant intensity \( \lambda \) in \( \mathbb{R}^d \). On each point a sphere, or some other convex set, in general called grain, is centred. The radius of the sphere associated with a point has distribution \( F_R \), which is independent of the point process and of the radii of other points. The process is thinned so that there are no intersecting spheres, according to two different schemes:

(P) Pairwise assignment of weights. For each pair of points with intersecting spheres both points get weights independent of each other and the point with the lower weight is removed. In the case of equal weights both are removed. A point will only be retained if it wins in each of the pairwise comparisons. For example, if three points have intersecting spheres it is possible that all three points will be removed.

(G) Global assignment of weights. The points get i.i.d. weights once and for all. As before, points with intersecting spheres compete and the one with strictly higher weight is retained.

Both in the global and pairwise case the weight may depend on the radius, but not on the point process. Denote the weight distribution for a sphere with radius \( r \) by \( F_W|_r \).

The thinning procedure can be thought of as giving marks to the original Poisson process. A point gets mark 1 if it is kept and 0 if it is removed. Now we have a marked process \( \Phi = \{ (X_n; M_n) \} \) with points \( \{ X_n \} \) constituting a stationary Poisson process with intensity \( \lambda \) in \( \mathbb{R}^d \) and to each \( X_n \) an associated mark \( M_n \) taking values in \( M = \{0, 1\} \).

The intensity is an important characteristic of a point process. For the current models it can be expressed in terms of \( h(r) \), the retention probability, i.e. the probability that a point with radius \( r \) will be retained, see [4], as

\[
\lambda_{th} = \lambda \int_0^\infty h(r) F_R(dr). \tag{2.1}
\]

Let \( W_1(r) \) and \( W_2(y) \) be two independent weights with distribution functions \( F_W|_r \) and \( F_W|_y \), and \( \kappa_d \) the volume of the unit sphere in \( d \) dimensions. The retention probability for the pairwise case is

\[
h_P(r) = \exp\left\{ -\lambda \kappa_d \int_0^\infty \mathbb{P}(W_1(r) \leq W_2(y))(r + y)^d F_R(dy) \right\}. \tag{2.2}
\]

For a random variable \( X \) with distribution function \( F \) let \( \tilde{F}(x) = \mathbb{P}(X \geq x) \). The retention probability for the global case is

\[
h_G(r) = \int_0^\infty \exp\left\{ -\lambda \kappa_d \int_0^\infty \tilde{F}_{W|y}(w)(r + y)^d F_R(dy) \right\} F_W|_y(dw). \tag{2.3}
\]

A further characteristic of these models is the radius distribution after thinning. In general it is not the same as the distribution before thinning, but the right tail of the distribution can be preserved, if large spheres are kept in the thinning. See [4] for a discussion of the radius distribution.
3 The second–order product density

As mentioned in the Introduction, we want to study functions that describe the second-order behaviour of these models. One such function is the second-order product density $\rho^{(2)}$. It is the density with respect to the Lebesgue measure of the second-order factorial moment measure $\alpha^{(2)}_P$ on $\mathbb{R}^d \times \mathbb{R}^d$. If $B_1$ and $B_2$ are Borel sets and $\Psi$ is a point process on $\mathbb{R}^d$ with distribution $P_\Psi$, $\alpha^{(2)}_P$ is defined as

$$\alpha^{(2)}_P(B_1 \times B_2) = \mathbb{E} \left[ \# \left\{ (x_1, x_2) : x_1 \in \Psi \cap B_1, x_2 \in \Psi \cap B_2, x_1 \neq x_2 \right\} \right] = \int \sum_{x_1, x_2 \in \Psi \atop x_1 \neq x_2} 1_{B_1}(x_1)1_{B_2}(x_2)P_\Psi(d\psi).$$

(3.1)

An interpretation of the second-order product density is that $\rho^{(2)}_P(x_1, x_2) dV_1 dV_2$ is the probability of having a point in each of two infinitesimally small disjoint Borel sets, with Lebesgue measures $dV_1$ and $dV_2$, where $x$ and $y$ belong to one set each. The following result will be used in the calculation of the second-order product density for the thinned processes defined above.

**Lemma 3.1** Let $\Phi = \{(X_n; M_n)\}$ be a simple marked point process in $\mathbb{R}^d$ with marks in $\mathbb{M} = \{0, 1\}$, where the associated point process $\{X_n\}$ is a stationary Poisson process with intensity $\lambda$. Then the second-order product density $\rho^{(2)}_{th}$ for the process consisting of points with marks 1 can be written as

$$\rho^{(2)}_{th}(x_1, x_2) = \lambda^2 M_{x_1, x_2}((1, 1)), \quad (3.2)$$

where $M_{x_1, x_2}$ is the two-point mark distribution, defined on $\mathbb{M} \times \mathbb{M}$. If the process consisting of points with marks 1 is stationary and isotropic the product density will only depend on the distance $|x_1 - x_2|$ between the two points, and $\rho^{(2)}_{th}(x_1, x_2)$ is simplified to

$$\rho^{(2)}_{th}(r) = \lambda^2 M_{0, r}((1, 1)), \quad (3.3)$$

for one point at the origin and one point in location $r$ at distance $r$ from the origin.

The two-point mark distribution $M_{x_1, x_2}$ describes the marks in $x_1$ and $x_2$ under the condition that there are points in $x_1$ and $x_2$, see [7]. It can be thought of as a two-fold Palm distribution.

The proof of Lemma 3.1, which is given below, is rather technical and may be skipped without affecting the reading of further sections. We need a modification of Theorem 2.3 from [7] with the assumption of the stationarity and isotropy of the marked process removed. The proof of this modification can essentially be found in [7], but is not stated in a theorem. The theorem below, which states the modification, can be called the “two-point Campbell theorem”.

5
Theorem 3.2 Let $\Phi = \{[X_n; M_n]\}$ be a simple marked point process in $\mathbb{R}^d$ with marks in $\mathcal{M} = \{0, 1\}$ and distribution $P$. The set of all outcomes of $\Phi$ is denoted by $N$. Let $\{\mathcal{M}_{x_1,x_2} : x_1, x_2 \in \mathbb{R}^d\}$ be the family of corresponding two-point mark distributions and let $\alpha^{(2)}$ be the second-order factorial moment measure of $\{X_n\}$. For every measurable $f : \mathbb{R}^d \times M \times \mathbb{R}^d \times M \rightarrow \mathbb{R}^+$,

$$
\int \sum_{[x_1,m_1] \in \Phi} \sum_{[x_2,m_2] \in \Phi} f(x_1, m_1, x_2, m_2) P(d\varphi) \\
= \int \int f(x_1, m_1, x_2, m_2) \mathcal{M}_{x_1,x_2}(d(m_1, m_2)) \alpha^{(2)}(d(x_1, x_2)).
$$

Now we are ready to prove Lemma 3.1 with the aid of Theorem 3.2.

Proof of Lemma 3.1. For a thinned process with distribution $P_{th}$ the second-order factorial moment measure is

$$
\alpha^{(2)}_{th}(B_1 \times B_2) = \int \sum_{x_1 \in \Phi, x_2 \in \Phi} 1_{B_1}(x_1) 1_{B_2}(x_2) P_{th}(d\varphi).
$$

This expression can be rewritten in terms of the original marked process $\Phi$ with distribution $P$. Let $1_{[0,1]}(m_1, m_2)$ be the indicator function of the event that both $x_1$ and $x_2$ are retained when thinning. By summing over all points in $\Phi$ that are retained in the thinning procedure we get

$$
\alpha^{(2)}_{th}(B_1 \times B_2) = \int \sum_{N \in \Phi} 1_{B_1}(x_1) 1_{B_2}(x_2) 1_{[0,1]}(m_1, m_2) P(d\varphi).
$$

By Theorem 3.2,

$$
\begin{align*}
\alpha^{(2)}_{th}(B_1 \times B_2) & = \int \int \int 1_{[0,1]}(m_1, m_2) \mathcal{M}_{x_1,x_2}(d(m_1, m_2)) \alpha^{(2)}(d(x_1, x_2)) \\
& = \int \sum_{B_1 \times B_2} \sum_{m_1 = 0}^{m_2 = 0} 1_{[0,1]}(m_1, m_2) \mathcal{M}_{x_1,x_2}(d(m_1, m_2)) \alpha^{(2)}(d(x_1, x_2)) \\
& = \int \mathcal{M}_{x_1,x_2}(1, 1) \alpha^{(2)}(d(x_1, x_2)).
\end{align*}
$$

For a homogeneous Poisson process with intensity $\lambda$, the second-order factorial moment measure $\alpha^{(2)}(B_1 \times B_2) = \lambda^2 l_\theta(B_1) l_\theta(B_2)$, see for example [12]. Since the product density of the thinned process is the density of $\alpha^{(2)}_{th}$ with respect to Lebesgue measure we get (3.2). ■
4 Spheres with fixed radii

4.1 Second-order product densities

In this section we derive the second-order product density for the two point processes with spheres of radius $r_0$ and continuous weight distribution. The following notation is used.

Let $B_d(x, r) = \{ y \in \mathbb{R}^d : |x - y| \leq r \}$ be the $d$-dimensional sphere centred in $x$ with radius $r$ and let $l_d$ be the Lebesgue measure in $\mathbb{R}^d$. Moreover, let $\kappa_d = l_d(B(x, 1))$, the volume of the unit $d$-dimensional sphere, so that $l_d(B(x, r)) = \kappa_d r^d$. Quantities in the pairwise case and the global case are indexed by $P$ and $G$, respectively.

From equations (2.1), (2.2) and (2.3), the intensities of the thinned processes are

$$\lambda_{thP} = \lambda \exp \left\{ -\frac{1}{2} \lambda \kappa_d (2r_0)^d \right\}$$

for the pairwise model and

$$\lambda_{thG} = \frac{1 - \exp \left\{ -\lambda \kappa_d (2r_0)^d \right\}}{\kappa_d (2r_0)^d},$$

for the global model, when the intensity of the Poisson process before thinning is $\lambda$.

**Theorem 4.1** Let $V = \kappa_d (2r_0)^d$ and $q(r) = l_d(B_d(o, 2r_0) \cap B_d(r, 2r_0))^1$, with $|o - r| = r$. For the pairwise model with spherical grains of fixed size, the second-order product density is

$$q^{(2)}(r) = \begin{cases} 0 & \text{if } r \leq 2r_0 \\ \lambda^2 \exp \left\{ -\lambda (V - \frac{1}{2} q(r)) \right\} & \text{if } 2r_0 < r \leq 4r_0 \\ \lambda^2 \exp \left\{ -\lambda V \right\} & \text{if } r > 4r_0. \end{cases} \quad (4.1)$$

![Diagram](image-url)

Figure 2: Two spheres at distance $r$ in 2-d.

---

1See Appendix A for calculations in two and three dimensions.
**Proof.** We use (3.3) to calculate the product density, i.e. we need $M_{o,r}((1, 1))$, the two-point mark probability that two points at distance $r$ both have marks 1, that is the probability of retaining two points at distance $r$. Given one point at the origin, $o$, and one point at distance $r$ from the origin located in $r$, see Figure 2, the probability that both points are retained is zero if $r \leq 2r_0$, since then their spheres intersect and at least one of them must be removed and hence $M_{o,r}((1, 1)) = 0$. For $r > 2r_0$ the two-point mark probability can be rewritten as

$$M_{o,r}((1, 1)) = \mathbb{P}((\# \text{ of points that win over } o \text{ or } r) = 0).$$ (4.2)

The points that win over $o$ or $r$ constitute an inhomogeneous Poisson process with intensity function $\lambda_b(x)$. When $\lambda$ is the intensity of the Poisson process before thinning, the mean number of points in $\mathbb{R}^d$ of this inhomogeneous process can be written

$$\int_{\mathbb{R}^d} \lambda_b(x) dx = \int_{\mathbb{R}^d} \lambda \mathbb{P}(\text{A point in } x \text{ wins over } o \text{ or } r) dx.$$

For $r > 2r_0$ points that belongs to the union of $B_d(o, 2r_0)$ and $B_d(r, 2r_0)$ are possible candidates for winning over either $o$ or $r$ or both. More precisely points in $B_d(o, 2r_0) \setminus B_d(r, 2r_0)$ can beat $o$, but not $r$, points in $B_d(r, 2r_0) \setminus B_d(o, 2r_0)$ can beat $r$, but not $o$ and points in $B_d(o, 2r_0) \cap B_d(r, 2r_0)$ can beat $o$ or $r$. If $W_o$ is the weight of $o$, $W_r$ is the weight of $r$, $W_{x_1}$ is the weight of $x$ when competing with $o$ and $W_{x_2}$ is the weight of $x$ when competing with $r$, then

$$\int_{\mathbb{R}^d} \lambda_b(x) dx = \lambda \int_{\mathbb{R}^d} \left[1_{B_d(o, 2r_0) \setminus B_d(r, 2r_0)}(x)\mathbb{P}(W_{x_1} \geq W_o)ight.$$

$$\left. + 1_{B_d(r, 2r_0) \setminus B_d(o, 2r_0)}(x)\mathbb{P}(W_{x_2} \geq W_r)ight.$$

$$\left. + 1_{B_d(o, 2r_0) \cap B_d(r, 2r_0)}(x)\mathbb{P}(W_{x_1} \geq W_o \cup W_{x_2} \geq W_r)\right] dx$$ (4.3)

since the sets are disjoint. Further simplification gives,

$$\int_{\mathbb{R}^d} \lambda_b(x) dx = \lambda \int_{\mathbb{R}^d} \left[1_{B_d(o, 2r_0) \setminus B_d(r, 2r_0)}(x)\frac{1}{2}ight.$$

$$\left. + 1_{B_d(r, 2r_0) \setminus B_d(o, 2r_0)}(x)\frac{1}{2} + 1_{B_d(o, 2r_0) \cap B_d(r, 2r_0)}(x)\frac{3}{4}\right] dx$$ (4.4)

$$= \lambda \left[\frac{1}{2} l_d(B_d(o, 2r_0) \setminus B_d(r, 2r_0)) + \frac{1}{2} l_d(B_d(r, 2r_0) \setminus B_d(o, 2r_0))ight.$$  

$$+ \frac{3}{4} l_d(B_d(r, 2r_0) \cap B_d(o, 2r_0))\right].$$

Recalling (4.2) we get

$$M_{o,r}((1, 1)) = \exp \left\{- \int_{\mathbb{R}^d} \lambda_b(x) dx \right\}.$$ (4.5)

Equations (4.4) and (4.5) combined with (3.3), using

$$l_d(B_d(o, 2r_0) \setminus B_d(r, 2r_0)) = l_d(B_d(r, 2r_0) \setminus B_d(o, 2r_0))$$

$$= \kappa_d(2r_0)^d - l_d(B_d(o, 2r_0) \cap B_d(r, 2r_0))$$

concludes the proof. Observe that $q(r) = \gamma_d(r, 2r_0) = l_d(B_d(o, 2r_0) \cap B_d(r, 2r_0)) = 0$ for $r > 4r_0$. 

\[\blacksquare\]
Theorem 4.2 Let \( V = \kappa_d(2r_0)^d \) and \( q(r) = l_d(B_d(o, 2r_0) \cap B_d(r, 2r_0))^2 \), with \(|o - r| = r\). For the global model with spherical grains of fixed radii, the second-order product density is

\[
g^{(2)}(r) = \begin{cases} 
0 & \text{if } r \leq 2r_0 \\
\frac{1}{V(2V - q(r))} - \frac{e^{-\lambda V}}{V(V - q(r))} + \frac{e^{-\lambda(2V - q(r))}}{(V - q(r))(2V - q(r))} & \text{if } 2r_0 < r \leq 4r_0 \\
\left(1 - \frac{e^{-\lambda V}}{V}\right)^2 & \text{if } r > 4r_0.
\end{cases}
\]

(4.6)

Remark: This formula can be found on page 164 in [12]. The proof given here is very similar to that of Theorem 4.1.

Proof. Conditioning on the probability that a point in \( o \) has weight \( w_o \) and a point in \( r \), at distance \( r \) from the origin, has weight \( w_r \), the probability that both points are retained can be found as in the proof of Theorem 4.1 above. Denote a point in \( x \) having radius \( r_x \) by \([x; r_x]\). For simplicity’s sake we take the weight distribution to be uniform, but it could be any continuous distribution. Instead of (4.2) we get

\[
\mathcal{M}_{o,r}((1, 1)) = \int_0^1 \int_0^1 \mathbb{P}((\# \text{ of points that win over } [o; w_o] \text{ or } [r; w_r]) = 0)dw_odw_r.
\]

Another difference from the proof of Theorem 4.1 is that in (4.3)

\[
\mathbb{P}(W_{x1} \geq W_o) \text{ is replaced by } \mathbb{P}(W_x \geq w_o) = \int_{w_o}^1 dw = 1 - w_o,
\]

\[
\mathbb{P}(W_{x2} \geq W_r) \text{ is replaced by } \mathbb{P}(W_x \geq w_r) = \int_{w_r}^1 dw = 1 - w_r
\]

and similarly

\[
\mathbb{P}(W_{x1} \geq W_o \cup W_{x2} \geq W_r) \text{ is replaced by }
\]

\[
\mathbb{P}(W_x \geq \min(w_o, w_r)) = \int_{\min(w_o, w_r)}^1 dw = 1 - \min(w_o, w_r).
\]

This leads to

\[
\mathcal{M}_{o,r}((1, 1)) = \int_0^1 \int_0^1 \exp \left\{ - \lambda [(1 - w_o)(\kappa_d(2r_0)^d - l_d(B_d(o, 2r_0) \cap B_d(r, 2r_0))] \\
+ (1 - w_r)(\kappa_d(2r_0)^d - l_d(B_d(o, 2r_0) \cap B_d(r, 2r_0))) \\
+ (1 - \min(w_r, w_o))l_d(B_d(o, 2r_0) \cap B_d(r, 2r_0)) \right\} dw_odw_r.
\]

(4.7)

Evaluating (4.7) and multiplying by \( \lambda^2 \) gives (4.6).  

\textsuperscript{2}See Appendix A for calculations in two and three dimensions.
4.2 Behaviour of the models

According to [4] the intensities after thinning behave quite differently for the two models, see Figure 3. For the pairwise case $\lambda_{th} \to 0$ as $\lambda \to \infty$ and it has a maximum in $\lambda_{th} = 2/(\kappa_d(2r_0)^d e)$ for $\lambda = 2/(\kappa_d(2r_0)^d)$. On the other hand, for the global case, $\lambda_{th}$ is increasing in $\lambda$ and as $\lambda \to \infty$, $\lambda_{th} \to 1/(\kappa_d(2r_0)^d)$.

![Figure 3: The intensity after thinning for the pairwise and the global models in two dimensions for spheres of equal radii $r_0=0.1$.](image)

When comparing product densities of the global model and the pairwise model it is clearer to consider the pair-correlation function instead. It is defined as

\[
g(r) = \phi^{(2)}(r)/\lambda_{th}^2,
\]

giving

\[
g_P(r) = \begin{cases} 
0 & \text{if } r \leq 2r_0 \\
\exp\left\{\lambda_{th}^2\gamma_d(r,2r_0)\right\} & \text{if } 2r_0 < r \leq 4r_0 \\
1 & \text{if } r > 4r_0 
\end{cases}
\]

and

\[
g_G(r) = \begin{cases} 
0 & \text{if } r \leq 2r_0 \\
\frac{2}{\lambda_{th}^2G} \left\{ \frac{1}{V(2V-q(r))} - \frac{e^{-4V}}{V(V-q(r))} + \frac{e^{-2V-q(r)}}{(V-q(r))(2V-q(r))} \right\} & \text{if } 2r_0 < r \leq 4r_0 \\
1 & \text{if } r > 4r_0,
\end{cases}
\]
for the two models. For a Poisson process \( g(r) = 1, \ r > 0 \), see [12]. When \( r \leq 2r_0 \), the pair-correlation is 0 and there can be no pair of points separated by such distances. The pair-correlation is 1 for both models when \( r > 4r_0 \), meaning that the frequency of point pairs at distances larger than \( 4r_0 \) is the same as in a Poisson process.

For the pairwise model and \( 2r_0 < r \leq 4r_0 \), the pair-correlation is increasing in \( \lambda \), that is when \( \lambda \to \infty \) the process has a higher frequency of pairs of points at distances between \( 2r_0 \) and \( 4r_0 \) than a homogeneous Poisson process even though the intensity after thinning tends to zero at the same time. On the other hand, when \( \lambda \) goes to infinity for the global model, \( g_G \) tends to \((2V)/(2V - q(r))\), for \( 2r_0 < r \leq 4r_0 \), which is between 1 and 1.1 in \( \mathbb{R}^2 \), since \( 0 \leq q(r)/V < 2/3 - \sqrt{3}/\pi \). In \( \mathbb{R}^d \) an upper bound for \( q(2r_0) \) is 1/2, implying that \((2V)/(2V - q(r))\) is never greater than 4/3. This means that the global process has almost the same pair-correlation as a Poisson process except for the hard cores.

If we compare the pair-correlation functions for the same value of the intensity after thinning we get three different behaviours since the pairwise model can have the same \( \lambda_{th} \) for two different \( \lambda \), as can be seen in Figure 3. Figure 4 and Figure 5 show a plot of the pairwise and the global pair-correlation function in two dimensions.

![Figure 4](image_url)

Figure 4: Pair-correlation function for the pairwise and the global model in two dimensions with the same intensity after thinning, \( \lambda_{th} = 4 \), and radius of the spheres \( r_0 = 0.1 \). The intensity before thinning was 5.74 and 34.11 for the two pairwise models giving the same \( \lambda_{th} \), labelled low and high respectively in the plot, and 5.56 for the global.

5 Spheres with general radius and weight distributions

Now we turn to a more general case than above, where the spheres radii have some non-degenerate distribution. Let the spheres have radius distribution \( F_R \) and the weights have distribution \( F_W \), which may depend on the radius.
Theorem 5.1 Let \( \delta_d(r_1, r_2) = I_d(B_d(o, r_1) \cap B_d(r, r_2)) \) with \(|o - r| = r\) and let \( W_i(x) \) have distribution \( F \). For the pairwise model with spherical grains, the second-order product density is

\[
\varrho^{(2)}(r) = \lambda^2 \int_0^r \int_0^{r-r_0} \exp(-\lambda \int_0^\infty \left[ \left( \kappa_d(r_0 + w)^d - \delta_d(r, r_0 + w, r_0 + r + w) \right) P(W_1(r_0) \leq W_2(r_0)) + \left( \kappa_d(r + w)^d - \delta_d(r, r_0 + w, r + r_0 + w) \right) P(W_3(r_0) \leq W_4(r_0)) + \delta_d(r, r_0 + w, r_0 + r) P(W_1(r_0) \leq W_2(r_0) \cup W_3(r_0) \leq W_4(r_0)) \right] F_R(dr_w) F_R(dr_r) F_R(dr_o) \].
\]

Proof. Consider two points, one at the origin, \( o \), and the other at a distance \( r \) from the origin, in location \( r \). As before, use \( \mathcal{M}_{o,r}((1, 1)) \) in (3.3) and condition on the sphere at \( o \) having radius \( r_0 \) and the sphere at \( r \) having radius \( r_r \). Denote a point in \( x \) having radius \( r_x \) by \([x; r_x]\). If the distance between \( o \) and \( r \) is less than the sum of their radii, both of the points cannot be retained, hence we integrate over all radii such that \( r > r_o + r_r \)

\[
\mathcal{M}_{o,r}((1, 1)) = \int_0^\infty \int_0^\infty 1_{[r > r_o + r_r]} P((\# \text{ points that win over } [o; r_o] \text{ or } [r; r_r]) = 0) F_R(dr_w) F_R(dr_r).
\]

As before, the points that win over \([o; r_o]\) or \([r; r_r]\) constitute an inhomogeneous Poisson process with intensity function \( \lambda_b(x) \). When \( \lambda \) is the intensity of the stationary Poisson

Figure 5: Pair-correlation function for the pairwise and the global model in two dimensions with the same intensity after thinning, \( \lambda_{th} = 2/(\kappa_d(2r_0)/d^d) = 5.86 \), and radius of the spheres \( r_0 = 0.1 \). The intensity before thinning was 15.92 for the pairwise model and 10.59 for the global. Compared with Figure 4 there is only one pairwise model since \( \lambda_{th} \) is chosen as the maximum in Figure 3.
process, the mean number of points in \( \mathbb{R}^d \) of this inhomogeneous process can be written

\[
\int_{\mathbb{R}^d} \lambda_b(x)dx = \int_{\mathbb{R}^d} \lambda P(\text{A point in } x \text{ wins over } [o; r_o] \text{ or } [r; r_r])dx
\]

\[
= \lambda \int_{\mathbb{R}^d} \int_0^\infty P(\text{A point in } [x; r_w] \text{ wins over } [o; r_o] \text{ or } [r; r_r]) F_r(dr_w) dx.
\]

(5.3)

A point with radius \( r_w \) is a possible candidate for winning over \( o \) if it belongs to the set

\[
\{ x \in \mathbb{R}^d : B_d(o, r_o) \cap B_d(x, r_w) \neq \emptyset \} = B_d(o, r_o + r_w),
\]

and similarly it is a candidate for winning over \( r \) if it belongs to \( B_d(r, r_w + r_r) \). Points in \( B_d(o, r_o + r_w) \cap B_d(r, r_w + r_r) \) can win over both \( o \) and \( r \). These three sets can be made into three disjoint sets, and letting \( W_i(x) \) have distribution \( F_{W_i} \), we get

\[
\int_{\mathbb{R}^d} \lambda_b(x)dx
\]

\[
= \lambda \int_{\mathbb{R}^d} \int_0^\infty \left[ 1_{[B_d(o, r_o + r_w) \cap B_d(r, r_r + r_w)]}(x)P(W_{x1}(r_w) \geq W_o(r_o))
+ 1_{[B_d(r, r_r + r_w) \cap B_d(o, r_o + r_w)]}(x)P(W_{x2}(r_w) \geq W_r(r_r))
+ 1_{[B_d(o, r_o + r_w) \cap B_d(r, r_r + r_w)]}(x)P(W_{x1}(r_w) \geq W_o(r_o) \cup W_{x2}(r_w) \geq W_r(r_r)) \right] F_r(dr_w) dx.
\]

The weights do not depend on \( x \), thus giving,

\[
\int_{\mathbb{R}^d} \lambda_b(x)dx
\]

\[
= \lambda \int_{\mathbb{R}^d} \left[ l_d(B_d(o, r_o + r_w) \setminus B_d(r, r_r + r_w))P(W_{x1}(r_w) \geq W_o(r_o))
+ l_d(B_d(r, r_r + r_w) \setminus B_d(o, r_o + r_w))P(W_{x2}(r_w) \geq W_r(r_r))
+ l_d(B_d(o, r_o + r_w) \cap B_d(r, r_r + r_w))P(W_{x1}(r_w) \geq W_o(r_o) \cup W_{x2}(r_w) \geq W_r(r_r)) \right] F_r(dr_w).
\]

(5.4)

The probability in (5.2) is

\[
P(\# \text{ of points that win over } [o; r_o] \text{ or } [r; r_r]) = 0
\]

\[= \exp \left\{ - \int_{\mathbb{R}^d} \lambda_b(x)dx \right\}.
\]

(5.5)

Insert (5.4) and (5.5) in (5.2), multiply by \( \lambda^2 \) and the proof is complete.  

\[\blacksquare\]
**Theorem 5.2** Let $\delta_2(r, r_1, r_2) = \lambda(B_{r}(o, r_1) \cap B_{r}(r, r_2))$ with $|o - r| = r$. For the global model with spherical grains, the second-order product density is

$$
q^{(2)}(r) = \lambda^2 \int_0^r \int_0^{r-\lambda r} \int \int \exp \{- \lambda \int \int \int \}
\left[ \int_{w_0}^{\infty} (\kappa_d(r_o + r_w)^d - \delta_d(r, r_o + r_w, r_r + r_w)) F_{W|P_r}(dw) \right.
+ \int_{w_r}^{\infty} (\kappa_d(r_r + r_w)^d - \delta_d(r, r_o + r_w, r_r + r_w)) F_{W|P_r}(dw)
\left. + \int_{\min(w_o, w_r)}^{\min(w_o, w_r)} \delta_d(r, r_o + r_w, r_r + r_w) F_{W|P_r}(dw) \right]
F_{R}(dr_w) F_{W|P_r}(dw_o) F_{W|P_r}(dr_r) F_R(dr_r).
$$

**Proof.** A point in $x$ with its associated radius and weight is denoted by $[x; r_x; w_x]$. The ideas of the proof are the same as for the proof of Theorem 5.1, but condition also on the weights of the two typical points in $o$ and $r$ being $w_o$ and $w_r$ respectively, i.e. (5.2) becomes

$$
M_{o,r}((1, 1)) = \int_0^{\infty} \int_0^{\infty} \int \int 1_{\{|x| > r_o + r_r\}}
\mathbb{P}(\# \text{ of points that win over } [o; r_o; w_o] \text{ or } [r; r_r; w_r]) = 0
$$

$$
F_{W|P_r}(dw_o) F_{W|P_r}(dw_r) F_R(dr_o) F_R(dr_r).
$$

Furthermore, to calculate the expectation of the number of points that beat $o$ or $r$, we must also condition on the radius and the weight of $x$

$$
\int_{\mathbb{R}^d} \lambda \mathbb{P}(A \text{ point in } x \text{ wins over } [o; r_o; w_o] \text{ or } [r; r_r; w_r]) dx
$$

$$
= \lambda \int_{\mathbb{R}^d} \int \int \int \int 1_{B_d(o, r_o + r_w) \cap B_d(r, r_r + r_w)}(x) 1_{|w_x| \geq w_o}
+ 1_{B_d(r_r + r_w) \cap B_d(o, r_o + r_w)}(x) 1_{|w_x| \geq w_r}
+ 1_{B_d(r_r + r_w) \cap B_d(o, r_o + r_w)}(x) 1_{|w_x| \geq \min(w_o, w_r)}]
F_{W|P_r}(dw_o) F_R(dr_w) dx.
$$

The last steps are the same as those in the proof of Theorem 5.1.

**Remark:** If the weight distribution is continuous and independent of the radius it does not matter which form it has.

To evaluate the product density for special cases it is usually necessary to do the integration numerically. Below there is one simple example when it is possible to calculate the product density exactly and another example when numerical integration is necessary.
Example 5.1. Consider a model in \( \mathbb{R}^2 \) with two spheres of radius \( r_1 \) and \( r_2 \) and let \( p_i \) be the probability of a sphere having radius \( r_i \), before thinning. Let the weight distribution be uniform and independent of the radius. An expression for \( \delta_2(r, r_i + r_k, r_j + r_k) \), the area of the intersection of two discs with radii \( r_i + r_k \) and \( r_j + r_k \) at distance \( r \), can be found in Appendix A. Then, for the pairwise model, the intensity after thinning is

\[
\lambda_{thp} = \lambda \sum_{i=1}^{2} p_i \exp \left\{ -\lambda \frac{1}{2} \pi ((r_i + r_1)^2 p_1 + (r_i + r_2)^2 p_2) \right\},
\]

by (2.1) and (2.2). By (5.1), the product density is

\[
\rho_p^{(2)}(r) = \lambda^2 \sum_{i=1}^{2} \sum_{j=1}^{2} 1_{(r_i + r_j < r)} \exp \left\{ -\lambda \sum_{k=1}^{2} \left[ \frac{\pi}{2} ((r_i + r_k)^2 + (r_j + r_k)^2) \right] \right\} - \frac{1}{4} \delta_2(r, r_i + r_k, r_j + r_k) p_k p_j p_i.
\]

Let \( V_i = \sum_{k=1}^{2} p_k \pi (r_i + r_k)^2 \) and \( q_{i,j}(r) = \sum_{k=1}^{2} p_k \delta_2(r, r_i + r_k, r_j + r_k) \). From (2.1), (2.3) and (5.6), the corresponding quantities for the global model are

\[
\lambda_{thg} = \sum_{i=1}^{2} \frac{1 - \exp \left\{ -\lambda \pi \sum_{j=1}^{2} (r_i + r_j)^2 p_j \right\} p_i}{\pi \sum_{j=1}^{2} (r_i + r_j)^2 p_j}
\]

and

\[
\rho_g^{(2)}(r) = \sum_{i=1}^{2} \sum_{j=1}^{2} 1_{(r_i + r_j < r)} \left\{ (V_i - q_{i,j}(r))(V_j - q_{i,j}(r))(V_i + V_j) \right. \\
+ V_i V_j (V_i + V_j - 2q_{i,j}(r)) \exp [-\lambda(V_i + V_j - q_{i,j}(r))] \\
- V_i (V_i + V_j - q_{i,j}(r))(V_j - q_{i,j}(r)) \exp [-\lambda V_j] \\
- V_j (V_i + V_j - q_{i,j}(r))(V_i - q_{i,j}(r)) \exp [-\lambda V_i] \left. \right\} p_i p_j.
\]

The pair–correlation functions, \( \rho^{(2)}/\lambda^2 p^2 \), for both models with parameters \( r_1 = 0.2, r_2 = 0.1, p_1 = 0.5 \) and \( p_2 = 0.5 \), are shown in Figure 6. The intensities before thinning were 10 in the pairwise case and 4.4 in the global case, giving intensity 2.5 for both models after thinning. In the global model after thinning, the probability that a sphere has radius \( r_1 \) is approximately 0.42. In the pairwise model after thinning, the probability that a sphere has radius \( r_1 \) is approximately 0.28. The calculations of these probabilities can be done using Theorem 3.2 in [4]. The jump at \( r = 0.2 \) occurs because the spheres must have a radius which is at least 0.1 and consequently the points must be separated by at least 0.2. The next jump at \( r = 0.3 \) occurs because two spheres with radii which are 0.1 and 0.2, respectively, cannot be closer than 0.3. The final jump at \( r = 0.4 \) is explained in the same way.

\( \square \)
Example 5.2. Consider the pairwise and global models in $\mathbb{R}^2$. Let the radii be Rayleigh distributed with parameter 1, that is mean radius is about 1.25, and take the weight distribution independent of the radii. In Figure 7 there is a plot of the pair–correlations for two versions of the pairwise model and one version of the global model, all with the same intensity after thinning, 0.017. The intensities before thinning were 0.021 for one of the pairwise models and the global model while it was 0.4 for the other pairwise model. The mean radius after thinning was 1.18 for the pairwise model starting with low intensity, for the other pairwise model it was 0.593 and finally for the global model it was 1.19. Pairwise and global models starting with $\lambda = 0.021$ behave almost identically in terms of pair–correlation. When only two spheres overlap, there is no difference between the global model and the pairwise model, hence the similarity of pair–correlations for low starting intensity. In Figure 8 there are simulations of these models in a square of side 50 together with the simulation before thinning.

As we have seen before, the intensity after thinning as a function of the intensity before thinning has a maximum for the pairwise model. In this example it occurs for $\lambda = 0.115$ giving $\lambda_{th} = 0.0373$. In that case the pair-correlation can be found in Figure 9 along with a realisation.

The intensity after thinning of the global model tends to 0.0560 as $\lambda$ tends to infinity. Taking $\lambda = 0.5$ gives $\lambda_{th} = 0.0558$ and the resulting pair–correlation and a simulation is found in Figure 10.
6 Convex, compact grains

Let us instead of spherical grains consider grains with the same shape and orientation as a convex, compact set in $\mathbb{R}^d$. To describe such a set some notation is needed. For a set $A \subseteq \mathbb{R}^d$, the translation of $A$ by $x \in \mathbb{R}^d$ is defined as

$$A_x = \{x + y : y \in A\},$$

the reflection of $A$ is defined as

$$\tilde{A} = \{-x : x \in A\}$$

and the Minkowski-addition of $A$ and $B \subseteq \mathbb{R}^d$ is defined as

$$A \oplus B = \{x + y : x \in A, y \in B\}.$$  

Another useful way to write the Minkowski-addition is

$$A \oplus B = \{x : A \cap (\tilde{B})_x \neq \emptyset\}. \quad (6.1)$$

Define the size of a set $A \in \mathbb{R}^d$ as half its diameter, to have the size of a sphere equal to its radius, i.e. the size is defined as,

$$\frac{1}{2} \sup_{x, y \in A} |x - y|.$$  

The family of convex, compact sets $C$ in $\mathbb{R}^d$ having size 1 and containing the origin is denoted by $C^d$. For $C \in C^d$, let $C(r) = \{ry : y \in C\}$, that is a set of the same shape and orientation as $C$ but of size $r > 0$. By Theorem 4.1 in [4], (2.2) and (2.3) are valid if...
Figure 8: Realisations of pairwise and global models with the same intensity after thinning, 0.017, see Example 5.2, starting with Rayleigh(1) distributed radii. The squares have side 50. The pairwise realisation in (b) was obtained by thinning (a) and the pairwise and global realisations in (d) and (e) respectively were obtained by thinning (e).
Figure 9: Pair–correlation and a simulation for the pairwise model with Rayleigh(1) distributed radii and intensity before thinning 0.115, giving maximal intensity after thinning 0.0373. See Example 5.2.

Figure 10: Pair–correlation and a simulation for the global model with Rayleigh(1) distributed radii and intensity before thinning 0.5, giving close to maximal intensity after thinning, 0.0558. See Example 5.2.
\( \kappa_d(r + y)^\prime \) is replaced by \( \{ x : l_d(C(r) \cap C(y), \neq \emptyset \} \), or equivalently \( l_d(C(r) \oplus \check{C}(y)) \). Take the example where all grains have the same size \( r_o \), the intensity of the Poisson process before thinning is \( \lambda \) and the weight distribution is independent of size. In that case the intensities for the thinned processes are for the pairwise model,

\[
\lambda_{thP} = \lambda \exp \left\{ -\frac{1}{2} \lambda l_d \left( C(r_0) \oplus \check{C}(r_0) \right) \right\}
\]

and for the global model,

\[
\lambda_{thG} = \frac{1 - \exp \left\{ -\lambda l_d \left( C(r_0) \oplus \check{C}(r_0) \right) \right\}}{l_d \left( C(r_0) \oplus \check{C}(r_0) \right)}.
\]

The main difference from spheres is that the second-order product density cannot be written in terms of a distance anymore since the thinned process is not isotropic. However, the process is stationary, meaning that it is enough to consider \( g^{(2)}(a, y) \). The following notation is used in the theorems below. Let \( Q_d(u, r_u, r) = l_d(C(r_u) \oplus \check{C}(r)) \) and \( S_d(o, r_o, y, r_y, r) = l_d((C(r_o) \oplus \check{C}(r)) \cap (C(r_y)) \oplus \check{C}(r))) \).

**Theorem 6.1** For the pairwise model with convex grains of the same shape and orientation as \( C \in \mathbb{C}^d \), the second-order product density is

\[
g^{(2)}(a, y) = \lambda^2 \int_0^\infty \int_0^\infty 1_{\{r_o, r_y : C(r_o) \cap C(r_y) = \emptyset \}} \exp \left\{ -\lambda \int_0^\infty \right\}
\]

\[
\left[ (Q_d(a, r_o, r) - S_d(a, r_o, y, r_y, r)) P(W_1(r_o) \leq W_2(r))
\right.
\]

\[
+ (Q_d(y, r_y, r) - S_d(a, r_o, y, r_y, r)) P(W_3(r_y) \leq W_4(r))
\]

\[
+ S_d(a, r_o, y, r_y, r)) P(W_1(r_o) \leq W_2(r) \cup W_3(r_y) \leq W_4(r))
\]

\[
F_R(dr) | F_R(dr_o) | F_R(dr_y).
\]

**Proof.** The proof is similar to that of Theorem 5.1. We consider one point at the origin and one point in \( y \) and want to find \( M_{o,y}(1, 1) \). The integration corresponding to (5.2) is only performed for sizes of the grains of \( o \) and \( y \) such that these grains are not overlapping, hence the indicator function in (5.2) is changed to \( 1_{\{r_o, r_y : C(r_o) \cap C(r_y) = \emptyset \}} \).

The only other difference compared with spherical grains is the sets where points can win over \( o \) or \( y \). A point with a grain of size \( r \) is a possible candidate for winning over \( o \) if it belongs to the set

\[
\{ x \in \mathbb{R}^d : C(r_o) \cap C(r) \neq \emptyset \} = C(r_o) \oplus \check{C}(r),
\]

where the equality comes from (6.1). Similarly a point in \( C(r_y) \oplus \check{C}(r) \) can win over \( y \). Points common to both these sets can win over either point, that is points in \( (C(r_o) \oplus \check{C}(r)) \cap (C(r_y)) \oplus \check{C}(r)) \).

The remaining steps are the same as those in Theorem 5.1. \( \blacksquare \)
Theorem 6.2  For the global model with convex grains of the same shape and orientation as $C \in C^d$, the second-order product density is

$$\varrho^{(2)}(o, y) = \lambda^2 \int \int \int \int 1_{\{o, r_o, C(o, r_o), C(r_o) = \emptyset\}} \exp\left\{ - \lambda \int \left[ \int_{w_o}^{\infty} (Q_d(o, r_o, r) - S_d(o, r_o, y, r_y, r)) F_{W|\bar{R}}(dw) \\
+ \int_{w_y}^{\infty} (Q_d(y, r_y, r) - S_d(o, r_o, y, r_y, r)) F_{W|\bar{R}}(dw) \\
+ \int_{\min(w_o, w_y)}^{\infty} S_d(o, r_o, y, r_y, r) F_{W|\bar{R}}(dw) \right] \right. $$

$$F_R(dr) F_{W|r_o}(dw_o) F_{W|r_y}(dw_y) F_R(dr_o) F_R(dr_y).$$

Proof.  Apply exactly the same modifications as in the proof above to the proof of Theorem 5.2.

For ellipses and squares of equal sizes in $\mathbb{R}^d$, expressions for the Lebesgue measures needed in this section are stated in Appendix A.

Example 6.3.  For squares of equal size, in $\mathbb{R}^2$, the pair-correlation function is shown in Figure 11.  As in Section 4.2 there are two pairwise models for one intensity after thinning.  A discussion of the behaviour of the two models can be carried out in the same manner as in Section 4.2.
Figure 11: The pair-correlation function for squares of size $\sqrt{2}$, that is side of length 2, in two dimensions. The intensity after thinning is 0.03 for all three models. There are two pairwise models for one intensity after thinning, since the intensity after thinning behaves as in Figure 3. The pair-correlation is 0 for $-2 < x < 2$ and $-2 < y < 2$. 
7 Second-order measures of a point process with two types of marks

This section is a preparation for Section 8, where the mark–correlations for the two thinned processes are obtained. We will consider a point process with two types of marks, later to be thought of as a radius and a 0–1 variable telling whether a point is kept or not when thinning. The global and the pairwise models can be described in this setting. Several second–order factorial moment measures and their relations will be discussed with the objective to find relations such as (7.7) and to state Theorem 7.1. This section follows [7] rather closely, the difference being that we treat the two marks as being separate instead of possibly having a mark vector. Since one type of marks will be used to distinguish between kept and deleted points it is impractical to have the marks in vector form.

Consider $\Phi = \{X_n; K_n; M_n\}$, a simple stationary point process in $\mathbb{R}^d$ with two types of marks in the measurable mark spaces $[K, \mathcal{K}]$ and $[M, \mathcal{M}]$ respectively. Let $N_M = \{\phi = \{x_n; k_n; m_n\} : x_n \in \mathbb{R}^d, k_n \in K, m_n \in M, \phi(B) < \infty \text{ for bounded } B \subseteq \mathbb{R}^d\}$ be the set of all locally finite point configurations and let $N_M$ be the corresponding $\sigma$–algebra. Denote the distribution of $\Phi$ on $[N_M, N_M]$ by $P$. In the following, $B, B_1$ and $B_2$ are Borel sets on $\mathbb{R}^d$, $K_1, K_2 \in \mathcal{K}$, and $M_1, M_2 \in \mathcal{M}$.

The second–order factorial moment measure for a point process without marks is defined in (3.1). With the setting of a marked point process several second–order factorial moment measure can be defined either in terms of points or marks or points and marks. The second–order factorial moment measure for the points and both sorts of marks is defined as

$$
\alpha^{(2)}(B_1 \times K_1 \times M_1 \times B_2 \times K_2 \times M_2)
= \int_{N_M} \sum_{\substack{x_1, x_2, k_1, m_1 \in \phi \\ x_1 \neq x_2}} 1_{B_1(x_1)}1_{B_2(x_2)}1_{K_1}(k_1)1_{K_2}(k_2)1_{M_1}(m_1)1_{M_2}(m_2)P(d\phi). \quad (7.1)
$$

Expressed in words this is the expectation of the number of pairs of distinct points where one is in $B_1$ having marks belonging to the sets $K_1$ and $M_1$ and the other one is in $B_2$ having marks belonging to $K_2$ and $M_2$.

We will go on to introduce more factorial moment measures that will be used later on. Exploiting the relations between these measures, distributions will arise that can be interpreted as conditional distributions given for example points at certain locations. The next second–order factorial moment measure to be introduced is already defined in (3.1). This factorial moment measure concerns the points and disregards the marks of the process, and we can restate it here as

$$
\alpha^{(2)}_P(B_1 \times B_2)
= \int_{N_M} \sum_{\substack{x_1, x_2 \in \phi \\ x_1 \neq x_2}} 1_{B_1(x_1)}1_{B_2(x_2)}P(d\phi). \quad (7.2)
$$
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For all $K_1, K_2, M_1$ and $M_2$, $\alpha^{(2)}(\cdot \times K_1 \times M_1 \times \cdot \times K_2 \times M_2)$ is absolutely continuous with respect to $\alpha^{(2)}_p$, since $\alpha^{(2)}(\cdot \times K_1 \times M_1 \times \cdot \times K_2 \times M_2)$ is zero whenever $\alpha^{(2)}_p$ is zero. Hence by the Radon–Nikodym theorem

$$\alpha^{(2)}(B_1 \times K_1 \times M_1 \times B_2 \times K_2 \times M_2) = \int \int \mathcal{K} M_{x_1, x_2}(K_1 \times M_1 \times K_2 \times M_2) \alpha_p^{(2)}(d(x_1, x_2)),$$

(7.3)

where for fixed $K_1, K_2, M_1$ and $M_2$, $\mathcal{K} M_{x_1, x_2}(K_1 \times M_1 \times K_2 \times M_2)$ is a density. If we instead consider fixed $x_1, x_2 \in \mathbb{R}^d$, $x_1 \neq x_2$, it turns out that $\mathcal{K} M_{x_1, x_2}$ is a distribution on $[\mathbb{R}^2 \times \mathbb{M}^2, \mathcal{M}^2 \times \mathcal{M}^2]$ and it can be interpreted as the conditional distribution of the marks given points at $x_1$ and $x_2$. The last result can for example be found in [2].

Another second–order factorial moment measure is obtained by considering the points and one type of marks, that is,

$$\alpha^{(2)}_M(B_1 \times K_1 \times B_2 \times K_2) = \alpha^{(2)}(B_1 \times K_1 \times M \times B_2 \times K_2 \times M)$$

$$= \int \sum_{\phi} \int \int \int \mathcal{M} M_{x_1, x_2, k_1, k_2}(M_1 \times M_2) \alpha_M^{(2)}(d(x_1, k_1, x_2, k_2)) P(d\phi).$$

(7.4)

Similarly as before, for all $M_1$ and $M_2$, $\alpha^{(2)}(\cdot \times \cdot \times M_1 \times \cdot \times \cdot \times M_2)$ is absolutely continuous with respect to $\alpha^{(2)}_M$ and we get

$$\alpha^{(2)}(B_1 \times K_1 \times M_1 \times B_2 \times K_2 \times M_2)$$

$$= \int \int \int \int \mathcal{M} M_{x_1, x_2, k_1, k_2}(M_1 \times M_2) \alpha_M^{(2)}(d(x_1, k_1, x_2, k_2)),$$

(7.5)

where $\mathcal{M} M_{x_1, x_2, k_1, k_2}$ is a distribution on $[\mathbb{M}^2, \mathbb{M}^2]$ for fixed $x_1, x_2 \in \mathbb{R}^d$, $x_1 \neq x_2$ and $k_1, k_2 \in \mathbb{K}$. The interpretation is as above as the distribution of the second type of marks given points at $x_1$ and $x_2$ with marks $k_1$ and $k_2$ respectively.

By the definitions given in (7.2) and (7.4) we can see that $\alpha^{(2)}_M$ is absolutely continuous with respect to $\alpha^{(2)}_p$. Via the Radon–Nikodym theorem another conditional distribution, $\mathcal{K}_{x_1, x_2}$, arises. For fixed $x_1, x_2 \in \mathbb{R}^d$, $x_1 \neq x_2$, it is a distribution on $[\mathbb{K}^2 \times \mathbb{M}^2, \mathcal{M}^2 \times \mathcal{M}^2]$ with the interpretation as the conditional distribution of the $\mathbb{K}$–marks given points in $x_1$ and $x_2$, that is,

$$\alpha^{(2)}_M(B_1 \times K_1 \times B_2 \times K_2) = \int \int \int \mathcal{K} M_{x_1, x_2}(K_1 \times K_2) \alpha_p^{(2)}(d(x_1, x_2)).$$

(7.6)

Rewriting (7.5) and (7.6) in form of densities and combining we get

$$\alpha^{(2)}(d(x_1, k_1, m_1, x_2, k_2, m_2))$$

$$= \mathcal{M} M_{x_1, x_2, k_1, k_2}(d(m_1, m_2)) \mathcal{K} M_{x_1, x_2}(d(k_1, k_2)) \alpha_p^{(2)}(d(x_1, x_2)).$$

(7.7)

It is now possible to state the following theorem, which is a Campbell type theorem, as in [7] with the notation given above. The theorem can be shown by first showing that it holds for indicator functions, using (7.1) and (7.7), then that it holds for simple functions and finally that it holds for positive functions.
Theorem 7.1 For every measurable $f : \mathbb{R}^d \times \mathbb{K} \times \mathbb{M} \times \mathbb{R}^d \times \mathbb{K} \times \mathbb{M} \rightarrow \mathbb{R}^+$,

$$
\int \sum_{N_M} f(x_1, k_1, m_1, x_2, k_2, m_2) P(d\phi)
= \int \int \int f(x_1, k_1, m_1, x_2, k_2, m_2) \mathcal{M}_{x_1, k_1, x_2, k_2}(d(m_1, m_2))
\cdot \mathcal{K}_{x_1, x_2}(d(k_1, k_2)) \alpha_P^{(2)}(d(x_1, x_2)).
$$

The following simplifications will be useful later. If the underlying point process is Poisson distributed with constant intensity $\lambda$ and the $\mathbb{K}$–marks has distribution $F$ which is independent of the point process and also independent for different points we get

$$
\alpha_P^{(2)}(d(x_1, x_2)) = \lambda^2 dx_1 dx_2, \mathcal{K}_{x_1, x_2}(d(k_1, k_2)) = F(dk_1)F(dk_2)
$$

and hence

$$
\int \sum_{N_M} f(x_1, k_1, m_1, x_2, k_2, m_2) P(d\phi)
= \lambda^2 \int \int \int f(x_1, k_1, m_1, x_2, k_2, m_2) \mathcal{M}_{x_1, k_1, x_2, k_2}(d(m_1, m_2))
\cdot F(dk_1)F(dk_2)dx_1 dx_2. \quad (7.8)
$$

8 A thinned point process and the mark-correlation function

The goal of this section is to find the mark–correlation function for the pairwise and the global models in the case of spherical grains. With the exceptions of Propositions 8.2 and 8.3 the results are valid for any thinned process subject to the limitations that the marks are independent and that the point pattern is Poissonian before thinning. The mark–correlation is a measure of the mean of the product of two marks at certain locations divided by the mean mark squared. If the mark–correlation is larger than one, calculated at some locations of points, there is an indication that marks of points at those locations, are on average larger than the mean mark, or really the product of the marks at those locations are on average larger than the mean mark squared. If it is below one the marks are on average smaller than the mean mark. Let $F_K$ be the mark distribution, then the mean $\mathbb{K}$–mark can be written as

$$
\bar{k} = \int k F_K(dk). \quad (8.1)
$$

Let $K_1, K_2$ be marks of points in $x_1$ and $x_2$ respectively. The formal definition of the mark–correlation function for a marked process is

$$
k_{mm}(x_1, x_2) = \frac{\mathbb{E}_{x_1, x_2}[K_1 K_2]}{\bar{k}^2}, \quad (8.2)
$$
where \( \mathbb{E}_{x_1,x_2} \) is the expectation with respect to, \( \mathcal{K}_{x_1,x_2} \), the conditional distribution of two marks given points in \( x_1 \) and \( x_2 \), that is

\[
\mathbb{E}_{x_1,x_2}[K_1K_2] = \int_{\mathcal{M}} \int_{\mathcal{K}} k_1k_2\mathcal{K}_{x_1,x_2}(d(k_1,k_2)).
\] (8.3)

The following description of the thinned processes will be used when deriving their mark–correlation function. Start with a homogeneous Poisson process with intensity \( \lambda \) and marks that can be thought of as radii of spheres. In the thinning procedure each point is given a second type of mark that is one if the point is kept and zero otherwise. With notation as in Section 7 we have \( \mathcal{M} = \{0,1\} \) and \( \mathcal{K} = \mathbb{R}^+ \). The radii are taken independently and according to distribution \( F_R \) independently of the Poisson process. Let \( \Phi_{th} = \{X_n; K_n\} \) be the process with \( \mathcal{M} \)–marks all ones and let its distribution be denoted \( P_{th} \). Then depending on how the thinning is performed \( P_{th} \) can be either the pairwise process or the global process. We do not need this description yet since the formulas leading up to Lemma 8.1 only uses the fact that we start with a Poisson process, that one type of mark is positive and independent of marks of other points and that the other type of mark is either 0 or 1.

The mark–correlation for the thinned process is defined in terms of the conditional distribution after thinning of the radii of two spheres given their location and the mean radii after thinning as in (8.2). The conditional distribution after thinning of the radii of two points can be identified with the conditional distribution of the radii in the process with two types of marks given the location of the points and that the \( \mathcal{M} \)–marks are both one. This results in the mark–correlation for the thinned process as,

\[
k_{mmth}(x_1,x_2) = \frac{\iint k_1k_2\mathcal{K}_{x_1,x_2,1}(d(k_1,k_2))}{k^2},
\] (8.4)

with \( \mathcal{K}_{x_1,m_1,x_2,m_2} \) defined as \( \mathcal{M} \) in (7.5), but with the roles of \( \mathcal{M} \)–marks and \( \mathcal{K} \)–marks reversed.

By a similar reversion in (7.7),

\[
a^{(2)}(d(x_1,k_1,m_1,x_2,k_2,m_2))
= \mathcal{K}_{x_1,m_1,x_2,m_2}(d(k_1,k_2))M_{x_1,x_2}(d(m_1,m_2))\alpha^{(2)}_p(d(x_1,x_2)).
\] (8.5)

This and (7.7) gives

\[
\mathcal{K}_{x_1,m_1,x_2,m_2}(d(k_1,k_2)) = \frac{M_{x_1,k_1,x_2,k_2}(d(m_1,m_2))\mathcal{K}_{x_1,x_2}(d(k_1,k_2))}{M_{x_1,x_2}(d(m_1,m_2))}.
\] (8.6)

Since the radii are taken independently with distribution \( F_R \) we can make a further simplification and get,

\[
\mathcal{K}_{x_1,m_1,x_2,m_2}(d(k_1,k_2)) = \frac{M_{x_1,k_1,x_2,k_2}(d(m_1,m_2))F_R(dk_1)F_R(dk_2)}{M_{x_1,x_2}(d(m_1,m_2))}.
\] (8.7)

By using this expression and that \( \varrho^{(2)}(x_1,x_2) = \lambda^2 \mathcal{M}_{x_1,x_2}(1,1) \) from Lemma 3.1, the mark–correlation becomes

\[
k_{mmth}(x_1,x_2) = \frac{\iint k_1k_2M_{x_1,k_1,x_2,k_2}(1,1)F_R(dk_1)F_R(dk_2)}{M_{x_1,x_2}(1,1)k^2}
= \frac{\lambda^2 \iint k_1k_2M_{x_1,k_1,x_2,k_2}(1,1)F_R(dk_1)F_R(dk_2)}{\varrho^{(2)}(x_1,x_2)k^2}.
\] (8.8)
This is really all we need to compute the mark–correlation for the pairwise and the global processes, but the numerator can be identified with another second–order factorial moment measure giving a nicer looking expression. To be specific everything will be expressed for the thinned process, but the definitions hold for more general situations also. For a process with non–negative marks it is possible to define a mark–sum measure, see [7],

\[ \Phi_{Sth}(B) = \sum_{[X,K] \in \Phi_{th}} K1_B(X), \]  

that is the sum of all marks of points belonging to the set \( B \). The second–order factorial moment measure for \( \Phi_{Sth} \) is defined as

\[ \alpha_{Sth}^{(2)}(B_1 \times B_2) = \int \sum_{[x_1;k_1] \in \Phi} k_1k_2 1_{B_1}(x_1)1_{B_2}(x_2)P_{th}(d\phi). \]  

We now express this in terms of the original marked point process \( \Phi \) with distribution \( P \),

\[ \alpha_{Sth}^{(2)}(B_1 \times B_2) = \int \sum_{[x_1,k_1,m_1] \in \Phi} \sum_{[x_2,k_2,m_2] \in \Phi} k_1k_2 1_{B_1}(x_1)1_{B_2}(x_2)m_1m_2P(d\phi). \]  

Observe that a term in the sum is zero whenever \( m_1 \) and \( m_2 \) are not both one. With \( \alpha_{Sth}^{(2)} \) written in this way we can apply (7.8) with

\[ f(x_1,k_1,m_1,x_2,k_2,m_2) = k_1k_2 1_{B_1}(x_1)1_{B_2}(x_2)m_1m_2 \]

giving,

\[ \alpha_{Sth}^{(2)}(B_1 \times B_2) = \lambda^2 \int \int k_1k_2 1_{B_1}(x_1)1_{B_2}(x_2)M_{x_1,k_1,x_2,k_2}(1,1) \]
\[ \cdot F_R(dk_1)F_R(dk_2)dx_1dx_2. \]  

Differentiating with respect to the 2–dimensional Lebesgue measure gives the second–order product density for the mark–sum measure

\[ \varrho_{Sth}^{(2)}(x_1,x_2) = \lambda^2 \int \int k_1k_2 M_{x_1,k_1,x_2,k_2}(1,1)F_R(dk_1)F_R(dk_2). \]  

By identifying \( \varrho_{Sth}^{(2)}(x_1,x_2) \) with the numerator in (8.8) we can state the following Lemma.

Lemma 8.1 The mark–correlation function for the pairwise or the global model can be expressed as,

\[ k_{nmth}(x_1,x_2) = \frac{\varrho_{Sth}^{(2)}(x_1,x_2)}{\varrho_{th}^{(2)}(x_1,x_2)k_{th}^2}. \]  
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In fact Lemma 8.1 holds for any marked process with positive marks, see [7]. If the point process \( \Phi_{th} \) is stationary and isotropic we adopt the usual (abuse of) notation and write the mark–correlation in terms of a distance \( r \) between two points,

\[
k_{mooth}(r) = \frac{g_{Sth}^{(2)}(r)}{\ell_{th}^{(2)}(r) k_{th}^{(2)}}.
\]

(8.15)

Now we move on to the specific cases, but choose to state \( g_{Sth}^{(2)} \) instead of the mark–correlation itself, since \( g_{th}^{(2)} \) is given in Section 5.

**Proposition 8.2** For the pairwise model with spherical grains, general weight and radius distributions and notations as in Theorem 5.1 the product–density for the mark–sum measure is

\[
\begin{align*}
\ell_{Sth}^{(2)}(r) &= \lambda^2 \int_0^r \int_0^{r-r_o} r_o r_r \exp\left[ -\lambda \int_0^{\infty} \right] \\
& \left( (k_d(r_o + w)^d - \delta_d(r, r_o + r_w, r_r + r_w)) \mathbb{P}(W_1(r_o) \leq W_2(r_w)) \right. \\
& \left. + (k_d(r_r + r_w)^d - \delta_d(r, r_o + r_w, r_r + r_w)) \mathbb{P}(W_3(r_r) \leq W_4(r_w)) \right) \\
& \left. + \delta_d(r, r_o + r_w, r_r + r_w) \mathbb{P}(W_1(r_o) \leq W_2(r_w) \cup W_3(r_r) \leq W_4(r_w)) \right] \\
& \int F_R(dr_o) \int F_R(dr_r) F_R(dr_o).
\end{align*}
\]

(8.16)

**Proof.** This expression is very similar to the product density in Theorem 5.1 and the proof follows closely that of Theorem 5.1. By (8.13) we need \( M_{o,r_o,rr}((1, 1)) \), that is the probability that both points of a pair are retained if one point located at the origin and the other at distance \( r \) from the origin with radii \( r_o \) and \( r_r \). This is equal to the probability that no other points will win over those two, provided they are far enough apart so that their spheres do not overlap. That is

\[
M_{o,r_o,rr}((1, 1)) = 1_{[r > r_o + r_r]} \mathbb{P}(\# \text{ points that win over } [0; r_o] \text{ or } [r; r_r] = 0),
\]

(8.17)

where the right hand side is found in (5.2). An expression for \( M_{o,r_o,rr}((1, 1)) \) now follows exactly as in the proof of Theorem 5.1 and inserting in (8.13) concludes the proof.

**Proposition 8.3** For the global model with spherical grains, general weight and radius distribution and notations as in Theorem 5.2, the product–density for the mark–sum measure is

\[
\begin{align*}
\ell_{Sth}^{(2)}(r) &= \lambda^2 \int_0^r \int_0^{r-r_o} r_o r_r \int \exp\left[ -\lambda \int_0^{\infty} \right] \\
& \left( \int_{w_o}^{\infty} (k_d(r_o + w)^d - \delta_d(r, r_o + r_w, r_r + r_w)) F_{W|w_o}(dw) \right. \\
& \left. + \int_{w_r}^{\infty} (k_d(r_r + w)^d - \delta_d(r, r_o + r_w, r_r + r_w)) F_{W|w_r}(dw) \right) \\
& \left. + \int_{\min(w_o,w_r)}^{\infty} \delta_d(r, r_o + r_w, r_r + r_w) F_{W|w_o}(dw) \right] \\
& \int F_R(dr_w) \int F_{W|w_o}(dw_o) F_{W|w_r}(dw_r) F_R(dr_r) F_R(dr_o).
\end{align*}
\]

(8.18)
Proof. What we need to find is $M_{o,r,r,r}(1,1)$. It can be expressed as in (8.17) but to get anything useful we must condition on the weights and hence

$$M_{o,r,r,r}((1,1)) = \int \int 1_{[r>r_o+r_r]} \mathbb{P}((\# \text{ of points that win over } [o; r_o; w_o] \text{ or } [r; r_r; w_r]) = 0) \quad (8.19)$$

$$F_{W|o} (\text{d}w_o) F_{W|r} (\text{d}w_r).$$

The result follows from the proof of Theorem 5.2.

The proofs of the theorems in Section 6 can be used in a similar manner to find the second-order product density for the mark–sum measure of the pairwise and global models for convex, compact grains.

Finally, we need the mean radius for the pairwise and the global models. For spherical grains, general radius distribution and continuous weight distribution, the mean radius can be found in [4],

$$\bar{k}_{th} = \frac{\lambda}{\lambda_{th}} \int_{0}^{\infty} k h(k) F_R (dk), \quad (8.20)$$

with the retaining probability, $h$, and intensity after thinning, $\lambda_{th}$, as in Section 2.

Example 8.4. Continuation of Example 5.1. Starting with spheres of radii 0.1 and 0.2 with equal probability, intensity 10 for the pairwise model and intensity 4.4 for the global model gives the mark–correlation function in Figure 12. It is similar to the pair–correlation function discussed in Example 5.1. At small distances between points, less than 0.4, the pair–correlation is less than 1. This means that those points on average have smaller radii than the mean radius. When the pair–correlation is greater than 1, the points tend to have larger radii than on average. For larger distances than 0.8 there is no dependence between the radii. Two spheres of radius 0.2 have no potential points in common that may win over them in the thinning and hence their radii are independent. For distances below 0.2, the mark–correlation is undefined since there cannot be any points at such distances.

Example 8.5. Continuation of Example 5.2. In Figure 13 is the mark–correlation of the three versions of thinning procedures when starting with radii that are Rayleigh distributed with parameter 1 and intensities before thinning giving the same intensity after thinning equal to 0.017. The pairwise model with high starting intensity has mark–correlation above one for distances approximately between 2 and 5, meaning the sizes of spheres at those distances are on average larger than the mean size. As with the pair–correlation the mark–correlation is virtually identical for the pairwise model and the global model when both have the same low starting intensity.

In Figure 14 there is a plot of the mark–correlation for the pairwise model with the same radius distribution as above but with maximal intensity after thinning. The global model with intensity 0.5 before thinning giving intensity after thinning 0.0558 has its pair–correlation in Figure 15.
Figure 12: Mark–correlation function for the pairwise and the global model for spheres with radii 0.1 and 0.2 with the same intensity after thinning, $\lambda_{th} = 2.5$. It is undefined for $r$ less than 0.2.

Figure 13: Mark–correlation function for models starting with Rayleigh distributed radii with parameter 1 and weights independent of the radii. See Example 8.5 for further details.
Figure 14: Mark–correlation for the pairwise model with Rayleigh(1) distributed radii and intensity before thinning 0.115. See Example 8.5.

Figure 15: Mark–correlation for the global model with Rayleigh(1) distributed radii and intensity before thinning 0.5. See Example 8.5.
9 Inclusions in cast iron

The models were originally inspired by images of inclusions in cast iron such as the image in Figure 16 by Stefano Beretta (private communication). The fit of the models will be examined by using the estimated intensity after thinning and estimated radius distribution after thinning to find the intensity and radius distribution before thinning in the models and then checking if the pair–correlation looks similar for the images and the models. Inclusions are important in metal fatigue and in particular the metal is weak were several inclusions occur close, therefore it is reasonable to use the pair–correlation or the mark–correlation as a judge of the model fit.

![Figure 16: Image of cast iron.](image)

The data set consists of about 1200 images of size approximately 1260 times 950 microns corresponding to 768 times 576 pixels. They are inhomogeneous and it is not realistic to fit one stationary model to them all. Examining Figure 16 there seems to be a region across the image consisting of large inclusions surrounded by smaller inclusions. Furthermore, Figure 17 shows a histogram of the number of points in 61 images of separate areas of the same sample. As a comparison the 5th percentile and 95 percentile of a Poisson process with mean 241, the mean of the histogram, is 216 and 267 respectively, which strengthens the inhomogeneities observed by the eye. Because of the inhomogeneities we only pick two of the images, fit the models to each separately and see if the models are good. The inclusions are assumed to be circular and with this idealisation the two images chosen look as in Figure 18. The estimated pair-correlation is shown in Figure 19. The estimator we used for the pair–correlation, see for example [16] or [6], is

\[
\hat{g}(r) = \frac{1}{\pi r \hat{\lambda}^2} \sum_{i=1}^{n} \sum_{j=i+1}^{n} \frac{k_{\delta}(r - \|x_i - x_j\|)}{|W_{x_i} \cap W_{x_j}|},
\]
where \( \hat{\lambda} \) is the intensity estimate, \( x_1, \ldots, x_n \) are the centre points of the inclusions, \( W_{x_i} \) is the sample window translated by \( x_i \) and \( k_b \) is the Epanečnikov kernel

\[
k_b(u) = \begin{cases} \frac{3}{4b} \left( 1 - \left( \frac{u}{b} \right)^2 \right) & \text{if } u/b \leq 1, \\ 0 & \text{otherwise}. \end{cases}
\]

The bandwidth \( b \) was 0.2 divided by the intensity. The left sample in Figure 19 seems to have pair–correlation over 1 for quite short distances. We have seen similar behaviour in both the global and the pairwise model, but more pronounced for the pairwise model, suggesting that it will fit better.

From the images the intensity and the radius distribution were estimated. The radius distribution were assumed to be of gamma type since it is a flexible distribution and gave a quite good fit according to a quantile plot with the only reservation that the minimal radius in the images were determined by the resolution. Hence the radius distribution in the images did not start at zero but at 2.95 microns. This problem is not thought to have a large impact on the estimation. Once the radius distribution and intensity were estimated, the intensity before thinning and the radius distribution before thinning were calculated by an iteration procedure described in [4], with the assumption that the weight distribution is independent of the radii. The intensity after thinning in the left image in Figure 18 was \( 1.61 \cdot 10^{-4} \) and the calculated intensity before thinning was \( 2.31 \cdot 10^{-4} \) for the pairwise model and \( 2.15 \cdot 10^{-4} \) for the global model. The intensity after thinning in the right image in Figure 18 was \( 2.11 \cdot 10^{-4} \) and the calculated intensity before thinning was \( 3.49 \cdot 10^{-4} \) for the pairwise model and \( 3.04 \cdot 10^{-4} \) for the global model. Previously we have seen that the pairwise model and the global model have two different behaviours for the same starting intensity. It does not seem to be the case that we can get two different behaviours when calculating in the other direction.
Figure 18: Two examples of inclusions in cast iron when the inclusions are assumed to be circular.

Now it is possible to numerically compute the theoretical pair-correlations for the fitted models, but due to the fluctuations in the estimated pair–correlation function it might be more informative to simulate and estimate the pair–correlation from simulations. Simulations of both models were made using the estimated intensity and radius distribution before thinning. From each of 1000 simulations the pair–correlation was estimated and for each value of the distance the 97.5 percentile and the 2.5 percentile were estimated. Figure 20 shows the estimated pair–correlation for the image along with a 95% envelope from simulations of the pairwise model. Figure 21 is similar but the envelopes are computed for the global model.

For the left image the pair-correlation is well outside the envelope for both the pairwise and the global model. For the right image the pair–correlation is within the envelopes which might indicate that at least in terms of the pair–correlation function the models are appropriate. Both models seem to behave alike in this context. The possibility for the
Figure 20: Estimated pair–correlation for the images in Figure 18 with approximate 95% envelopes from 1000 simulations of the pairwise model.

Figure 21: Estimated pair–correlation for the images in Figure 18 with approximate 95% envelopes from 1000 simulations of the global model.

The pairwise model to have pair–correlation clearly above one for some distances does not show here, possibly since that phenomenon shows for sparse point patterns. The conclusion is that the two models are not flexible enough to be able to handle all the images of the inclusions. There might be some hope in using the models with weight distribution depending on radius, but it seems hard to choose a reasonable dependence. More promising is probably to use an inhomogeneous Poisson process for the points before thinning since the images are clearly inhomogeneous. The left pair–correlation in Figure 19 have several humps which might be due to inhomogeneities of the kind that inclusions of roughly the same size occur in the same region. One constriction that we applied is the use of the gamma distribution for the radius. Instead a distribution free estimation could be performed, but it would probably not influence the results much. The mark–correlation
could have been an additional tool in assessing the fit, but since the pair-correlation did not show a good fit, it was not used at this point.

10 Concluding remarks

We have considered the second-order product density and the mark–correlation function for two models of non-overlapping grains. In simple cases it is possible to get explicit results and in general we get integrals that need to be calculated numerically. It is an advantage of these models that they allow easy computation of the product density compared to many other models of non-overlapping grains found in literature. Other measures, especially the K–function is commonly used to describe the second order behaviour of point processes. It is possible to calculate the K–function from the pair–correlation function. The mark–correlation and the pair–correlation looks very similar for these two models but that is generally not the case for other marked point processes.

The models are used in an example with inclusion data where it appeared that the data was too inhomogeneous for a good fit. It would be interesting to try using an inhomogeneous Poisson process as the point process before thinning. In that case the results for the pairwise and global models would need to be recalculated. It may also be worthwhile to study the behaviour of the models with different kinds of dependence of the weights on the radii. The most general result in this paper concerns convex grains with the same orientation. It is not hard to generalise further to allow for random orientations.
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A Areas and volumes for some convex sets

A.1 Sphere

<table>
<thead>
<tr>
<th>d</th>
<th>$l_d(B_d(x, r))$</th>
<th>$l_d(B_d(x, h) \cap B_d(x + r, h))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$\pi r^2$</td>
<td>$2h^2 \arccos \frac{r}{2h} - \frac{r}{2} \sqrt{4h^2 - r^2}$</td>
</tr>
<tr>
<td>3</td>
<td>$4/3\pi r^3$</td>
<td>$4/3\pi r^3 \left(1 - \frac{3r}{4h} + \frac{1}{16} \left(\frac{r}{h}\right)^3\right)$</td>
</tr>
</tbody>
</table>

$\delta_2(r, r_1, r_2) = l_2(B_2(x, r_1) \cap B_2(x + r, r_2))$

$= r_1^2 \arccos \left(\frac{r^2 + r_1^2 - r_2^2}{2rr_1}\right) + r_2^2 \arccos \left(\frac{r^2 + r_2^2 - r_1^2}{2rr_2}\right)$

$- \frac{1}{2} \sqrt{2r^2r_1^2 + 2r^2r_2^2 + 2r_1^2r_2^2 - r^4 - r_1^4 - r_2^4}$

A.2 Ellipse

The area of the intersection of two ellipses where the centre of the second ellipse is translated by $s = (x_s, y_s)$ from the centre of the first is

$$l_2(C(r) \cap C(r_s)) = q l_2(B_2(x, r) \cap B_2(x + \sqrt{x_s^2 + (y_s/q)^2}, r)).$$

$$l_2([C(r) \oplus \hat{C}(r)] \cap [C(r_s) \oplus \hat{C}(r_s)])$$

$$= q l_2(B_2(x, 2r) \cap B_2(x + \sqrt{x_s^2 + (y_s/q)^2}, 2r)).$$
A.3 Square

\[ C(r) = \{(x, y) : -r/\sqrt{2} \leq x, y \leq r/\sqrt{2}\}. \]

The area of the intersection of two squares where the centre of the second square is translated by \( s = (x_s, y_s) \) from the centre of the first is

\[ l_2(C(r) \cap C(r_s)) = |\sqrt{2}r - x_s| \cdot |\sqrt{2}r - y_s|. \]

\[ l_2([C(r) \oplus \tilde{C}(r)] \cap [C_s(r) \oplus \tilde{C}(r)]) = |2\sqrt{2}r - x_s| \cdot |2\sqrt{2}r - y_s| \]
The volume fraction of a non–overlapping germ–grain model

Jenny Andersson, Olle Häggström and Marianne Månsson

Abstract

We discuss the volume fraction of a model of non–overlapping convex grains. It is obtained from thinning a Poisson process where each point has a weight and is the centre of a grain, by removing any grain that is overlapped by one of larger or equal weight. In the limit as the intensity of the Poisson process tends to infinity, the model can be identified with the intact grains in the dead leaves model if the weights are independent of the grain sizes. In this case we can show that the volume fraction is at most $1/2^d$ for $d = 1$ or $2$ if the shape is fixed, but the size and the orientation are random. The upper bound is achieved for centrally symmetric sets of the same size and orientation. For general $d$ we can show the upper bound, $1/2^d$, for spherical grains with two–point radius distribution. If dependence between weight and size is allowed, it is possible to achieve a volume fraction arbitrarily close to one.

1 Introduction

The model considered in this paper is a non–overlapping germ–grain model, which is a generalisation of one of Matérn’s hard–core models in [6]. It was proposed by Månsson and Rudemo in [5]. The model is constructed by generating a Poisson process in $\mathbb{R}^d$ and letting each point be the centre of a grain. The sizes and orientations of the grains are random and each grain is given a weight which may depend on its size. The process is thinned by rejecting any grain that intersects with another grain that has equal or higher weight. In [5] the intensity and size distribution of the grains after thinning for this model were given. Furthermore, the asymptotic value of the volume fraction as the intensity before thinning tends to infinity was derived in the case of fixed-sized grains. One result is that centrally symmetric sets of equal size give the volume fraction $1/2^d$.

The aim of the present paper is to study the asymptotic volume fraction, namely if fixed-sized grains give the highest volume fraction in the case where the weights are independent of the grain size and if it is possible to choose weights so that the volume fraction can become arbitrarily close to 1. We believe that $1/2^d$ is an upper limit for the volume fraction in $\mathbb{R}^d$ for any $d$ if the weights are independent of the grain sizes. However we can only show it in general for $d = 1$ or $2$ and for spherical grains with two–point distribution for any $d$. Furthermore, we show that it is possible to achieve a volume fraction arbitrarily close to one by a particular choice of radius distribution and weights depending on the radii.

If the weight distribution is continuous and the intensity tends to infinity, the grains kept in our model are the same as the intact grains in Matheron’s dead leaves model,
It can be defined as follows. Consider a stationary Poisson process \( \{(x_i, t_i)\} \) with unit intensity in \( \mathbb{R}^d \times (-\infty, 0) \). Interpret \( t_i \) as the arrival time of the point \( x_i \in \mathbb{R}^d \). Let \( d \)-dimensional, possibly random, compact grains be implanted at the points \( x_i \) sequentially in time, so that a new grain deletes portions of the “older” ones. At time \( t = 0 \) the space \( \mathbb{R}^d \) is completely occupied, and the grains which are not completely deleted constitute a tessellation of \( \mathbb{R}^d \).

The grains which are intact, that is not intersected by any later grains, constitute a model of non-intersecting grains. The intact grains can also be considered as the limit of the generalisation of Matérn’s hard-core model under study here. Let the weights be continuously distributed on \( (-\infty, 0] \), independent of each other and of the radii. Then the weights can be identified with the time coordinate in the description of the dead leaves model given above. The connection between Matérn’s hard-core model and the dead leaves model in the case of fixed-sized spheres was noted by Stoyan and Schlater [10]. The dead leaves model and generalisations of it, for instance the colour dead leaves, are studied in a number of papers by Jeulin, see e.g. [4]. Results on the intensity and size distribution of the intact grains can be found in [3].

When the intensity of the Poisson process tends to infinity and the grains are spherical an alternative formulation of our model, which is related to the description of the dead leaves model above, can be found in [2]. Consider a \((d+1)\)-dimensional space \( \mathbb{R}^d \times \mathbb{R}^+ \) where \( \mathbb{R}^+ \) is a time dimension. Each point in a Poisson process in this space is the centre of a sphere in \( \mathbb{R}^d \) which is tried to be added to the model and the final coordinate represents the time of the trial. A sphere has radius \( R(t) \) at time \( t \). A sphere is not added if it overlaps with any sphere with smaller value of \( t \) regardless of whether this sphere was rejected or not. The only difference from the formulation in [5] is that the sizes of the spheres are not random. Large times corresponds to small weights in our model and the function \( R(t) \) is similar to weights depending deterministically on the radii.

Obviously volume fraction one is impossible to achieve. However, Gilbert, [2], proves that the volume fraction can be made arbitrarily close to one by choosing the function \( R(t) \) carefully. One choice is

\[
R(t) = \left(1 + \frac{a(d + a)t}{A}\right)^{1/(d + a)}
\]

where \( a \) and \( A > 0 \) are constants and \( |a| < 1 \). Volume fractions close to one are achievable if \( A \) and \( |a| \) are small. If \( a \) is negative, in addition \( A/|a| \) needs to be large. Here we will give an alternative proof of the achievability of volume fractions close to one, based on a “separation of size” argument somewhat reminiscent of the construction of Meester, Roy and Sarkar, [8], to demonstrate the nonuniversality of critical volume fractions in the so-called Boolean model of continuum percolation.

The paper is outlined as follows. In Section 2 we give a detailed description of the model with spherical grains and show that it is stochastically increasing in the intensity of the Poisson process if the weight distribution is independent of the radius. In Section 3 we discuss the volume fraction when the intensity of the Poisson process tends to infinity and the weight distribution is independent of the radius. Our alternative proof that the volume fraction can be made arbitrarily close to one if the weight distribution is dependent of the radius is given in Section 4. The use of more general convex sets in place of spheres is considered in Section 5.
2 Model

For simplicity we give the description of the model for spherical grains, but the generalisation to convex grains is obvious. In Section 5 we give the counterpart to (2.2) for convex grains. The model is constructed by thinning a marked Poisson process, also known as a Boolean model, with proposal intensity $\lambda_{pr}$ in $\mathbb{R}^d$. Each point in the Poisson process is given two marks. One of the marks is the radius of a sphere centred at the point and the other mark is a weight that is allowed to depend on the radius. Points are assigned radii independently and according to a proposal radius distribution $F_{pr}$. The radii are independent of the point process. Weights are also assigned independently of the point process but to stress the possible dependence on radius, the weight distribution is denoted $F_{W|r}$. A point is kept in the thinning only if its sphere is not intersected by any other sphere with equal or higher weight. Note that the radii of the spheres are no longer independent after thinning. One way of quantifying the dependence is by the mark–correlation function, see [1]. Some further notation is needed. Let $\kappa_d$ be the volume of the unit sphere in $\mathbb{R}^d$ and define $\bar{F}(x) = \mathbb{P}(X \geq x)$ for a random variable $X$ with distribution function $F$.

In Sections 3 and 4 we will need some properties of the model, primarily the volume fraction $\rho$. For a stationary model with intensity $\lambda$ and non-overlapping grains of random size it can be written as the intensity times the mean volume of a typical grain $\bar{v}$, that is

$$\rho = \lambda \bar{v}. \quad (2.1)$$

One useful property is the probability that a randomly chosen point with radius $r$ is kept when thinning, henceforth called the retention probability, which from [5] is

$$g(r) = \int_0^\infty \exp \left\{ -\lambda_{pr} \kappa_d \int_0^\infty \bar{F}_{W|y}(w)(r + y)^d F_{pr}(dy) \right\} F_{W|pr}(dw). \quad (2.2)$$

Also from [5] the intensity after thinning is

$$\lambda = \lambda_{pr} \int_0^\infty g(r) F_{pr}(dr) \quad (2.3)$$

and the distribution function of the radius of a randomly chosen sphere after thinning is

$$F(r) = 1 - \frac{\lambda_{pr}}{\lambda} \int_r^\infty g(s) F_{pr}(ds). \quad (2.4)$$

In the following we will mostly be concerned with the case when the intensity of the Poisson process tends to infinity. When the weight distribution is independent of radius, the intensity and the volume fraction after thinning are strictly increasing as functions of the intensity before thinning. In fact the process is increasing in the intensity before thinning as can be seen in the following theorem.

**Theorem 2.1** Consider the model with continuous weight distribution independent of the radii and let $\lambda_1 < \lambda_2$. Let $X$ be the union of the resulting spheres for $\lambda_{pr} = \lambda_1$ and let $Y$ be the union of the resulting spheres for $\lambda_{pr} = \lambda_2$. Then $X$ is stochastically dominated by $Y$. 

Proof. We prove the theorem by a coupling argument. Take a Poisson process in \( \mathbb{R}^d \) with intensity \( \lambda_2 \) and give each point independently a radius with distribution \( F_{pr} \). Furthermore give each point a weight that is uniform \((0, \lambda_2)\). Let \( \tilde{Y} \) consist of the spheres that are left when the thinning is performed. This process has the same distribution as \( Y \). In the Poisson process, consider only those spheres that have weights in the interval \((\lambda_2 - \lambda_1, \lambda_2)\). The intensity of this process is \( \lambda_1 \) and the radius distribution is still \( F_{pr} \) because the weights are independent of the radii. Carry out the thinning and call the resulting process of spheres \( \tilde{X} \). It has the same distribution as \( X \). A sphere before thinning with weight greater than or equal to \( \lambda_2 - \lambda_1 \) will belong to \( \tilde{Y} \) if and only if it belongs to \( \tilde{X} \). A sphere with weight \( \lambda_2 - \lambda_1 \) will only be contained in \( \tilde{Y} \). We have shown \( \tilde{X} \subseteq \tilde{Y} \) and hence \( X \) is stochastically dominated by \( Y \).

The condition that the weight distribution is continuous is necessary in the argument above.

Example 2.1. Let the spheres have equal radii, \( r \), and let the weights be constant. Then all spheres will be removed except those that do not intersect with any other sphere. The intensity after thinning is by using (2.2) and (2.3)

\[
\lambda_{pr} \exp \{-\lambda_{pr} \kappa d 2^d r^d \}.
\]

The intensity after thinning is at most \( 1/(\kappa_d 2^d r^d e) \) for \( \lambda_{pr} = 1/(\kappa_d 2^d r^d) \) and it tends to zero as \( \lambda_{pr} \) tends to infinity. \( \square \)

If the weights are continuous but depend on the radii, the process is not necessarily increasing.

Example 2.2. Let the radii take value 1 or \( a \) with probabilities \( p \) and \( q = 1 - p \) respectively. Let \( N \) be large, \( N = 100 \) say, and let the weight of a sphere of radius 1 be uniform in \((0, \lambda_2)\). The intensity, by (2.2) and (2.3), is

\[
\frac{1}{\kappa_d 2^d} \left\{ \exp \left( -\lambda_{pr} \kappa_d (1 + a) d q \right) \left( 1 - \exp \left( -\lambda_{pr} \kappa_d 2^d d \right) \right) + \frac{1 - \exp \left( -\lambda_{pr} \kappa_d 2^d d a \right)}{a^d} \right\}.
\]

When \( \lambda_{pr} \) tends to infinity \( \lambda \) tends to \( 1/(\kappa_d 2^d d a) \). Let \( d = 2 \), \( a = 2 \) and \( p = q = 1/2 \), then numerical inspection shows that the intensity has maximum approximately 0.027 for \( \lambda_{pr} \approx 0.088 \). The value of \( \lambda \) as \( \lambda_{pr} \) tends to infinity is \( 1/(16 \pi) \approx 0.020 \). \( \square \)

Theorem 2.1 implies that the process exists in the limit as \( \lambda_{pr} \) tends to infinity. If the weights are allowed to depend on the radii, the limit process does not necessarily exist.

Example 2.3. Suppose we have a model with two different radii of the spheres, 1 and 2, with probabilities \( 1/2 \) each. Let \( N \) be large, \( N = 100 \) say, and let the weight of a sphere of radius 1 be uniform in

\[
\bigcup_{i=0}^{\infty} \left( \frac{N^{2i} - 1}{N^{2i}}, \frac{N^{2i+1} - 1}{N^{2i+1}} \right)
\]
and let the weight of a sphere of radius 2 be uniform in

\[
\bigcup_{i=0}^{\infty} \left( \frac{N^{2i+1} - 1}{N^{2i+1}}, \frac{N^{2i+2} - 1}{N^{2i+2}} \right).
\]

The limit process is not well defined since as \( \lambda_{pr} \to \infty \) the process will fluctuate between consisting mostly of spheres of radius 1 and consisting mostly of spheres of radius 2. \( \square \)

3 Volume fraction for the spherical case if the weight distribution is independent of the radius

In this section we will consider the case where the weight distribution is continuous and independent of the radii and \( \lambda_{pr} \to \infty \). As noted earlier the model then coincides with the intact grains of the dead leaves model. We will show that the largest volume fraction achievable is that of the process with all radii being equal. In that case the volume fraction, as shown in [5], is \( 2^{-d} \).

**Theorem 3.1** If the weight distribution is continuous and independent of the radii and \( \lambda_{pr} \to \infty \), then, for \( \mathbb{R}^d \) with \( d = 1 \) or \( 2 \), the volume fraction is at most

\[
\frac{1}{2^d},
\]

with equality if and only if the spheres have equal radii.

**Proof.** First we need to find an expression for the volume fraction. From (2.2) the retention probability for fixed \( r \), when \( \lambda_{pr} \) is the intensity of the Poisson process, is

\[
g(r) = \frac{1 - \exp(-\lambda_{pr} \kappa_d \mathbb{E}[(r + Y)^d])}{\lambda_{pr} \kappa_d \mathbb{E}[(r + Y)^d]},
\]

where \( Y \) has distribution \( F_{pr} \). By (2.4), the expectation of \( R^d \) is

\[
\mathbb{E}[R^d] = \frac{\lambda_{pr}}{\lambda} \int_0^\infty r^d g(r) F_{pr}(dr)
\]

and hence the volume fraction is by (2.1),

\[
\rho = \int_0^\infty r^d \frac{1 - \exp(-\lambda_{pr} \kappa_d \mathbb{E}[(r + Y)^d])}{\mathbb{E}[(r + Y)^d]} F_{pr}(dr).
\]

Letting the intensity tend to infinity gives

\[
\lim_{\lambda_{pr} \to \infty} \rho = \int_0^\infty \frac{r^d}{\mathbb{E}[(r + Y)^d]} F_{pr}(dr). \quad (3.1)
\]

If \( d = 1 \) the function

\[
\frac{r}{r + \mathbb{E}Y}
\]
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is concave and we can use Jensen’s inequality to deduce
\[
\int_{0}^{\infty} \frac{r}{r + \mathbb{E}Y} F_{\nu}(dr) \leq \frac{\mathbb{E}Y}{\mathbb{E}Y + \mathbb{E}Y} = \frac{1}{2}.
\]
We have equality above only if the radius is constant, since otherwise the function is strictly convex.

If \( d = 2 \) the function
\[
f(r) = \frac{r^2}{r^2 + 2r \mathbb{E}Y + \mathbb{E}Y^2}
\]
is not concave but it can be shown to lie below a tangent passing through the origin. Let \( \mu = \mathbb{E}Y \) and \( \gamma = \mathbb{E}Y^2 \) and the equation for the tangent is
\[
t(r) = \frac{r}{2(\mu + \sqrt{\gamma})}.
\]
The difference between the tangent and the curve is
\[
t(r) - f(r) = \frac{r(r - \sqrt{\gamma})^2}{2(\mu + \sqrt{\gamma})(r^2 + 2r \mu + \gamma)}.
\]
Hence \( t(r) - f(r) \geq 0 \) and
\[
\int_{0}^{\infty} \frac{r^2}{r^2 + 2r \mu + \gamma} F_{\nu}(dr) \leq \int_{0}^{\infty} \frac{r}{2(\mu + \sqrt{\gamma})} F_{\nu}(dr) = \frac{\mu}{2(\mu + \sqrt{\gamma})} \leq \frac{1}{4},
\]
where in the last inequality we used \( \gamma \geq \mu^2 \). Since equality holds only for fixed radius, the volume fraction is 1/4 only if that is the case.

We cannot prove that the upper bound of the volume fraction is \( 1/2^d \) for general \( d \). In fact the method used in the proof above gives an upper bound for the volume fraction in \( d = 3 \) as 4/27. This can be seen by considering the function
\[
f(r) = \frac{r^3}{\mathbb{E}[(r + Y)^3]}.
\]
Since \( \mathbb{E}Y^3 \geq (\mathbb{E}Y)^3 \) for \( Y \geq 0 \) we have
\[
f(r) \leq \frac{r^3}{(r + \mathbb{E}Y)^3}.
\]
As before this function lies below a tangent that passes through the origin. The equation of the tangent is
\[
\frac{4r}{27 \mu}.
\]

**Proposition 3.2** For a two point radius distribution and continuous weight distribution independent of the radius in \( \mathbb{R}^d \) and \( \lambda_{pr} \to \infty \), the volume fraction is at most \( 1/2^d \). The upper bound is achieved only if the radius is fixed.
**Proof.** Let the radius take value 1 with probability \( p \) and value \( a \) with probability \( q = 1 - p \). From (3.1) the volume fraction as the intensity of the Poisson process tends to infinity is

\[
\rho = \frac{p}{2^d p + (1 + a)^d q} + \frac{a^d q}{(1 + a)^d p + 2^d a^d q}.
\]

Rewriting with a common divisor gives,

\[
\rho = \frac{(1 + a)^d p^2 + 2^{d+1} a^d pq + (1 + a)^d q^2}{(2^d p + (1 + a)^d q)((1 + a)^d p + 2^d a^d q)}.
\]

By subtracting the volume fraction from \( 1/2^d \) we have

\[
\frac{1}{2^d} - \rho = \frac{((1 + a)^{2d} - 2^d a^d) pq}{(2^d p + (1 + a)^d q)((1 + a)^d p + 2^d a^d q)}.
\]

It is easy to see that \( a = 1 \) is a root to \((1 + a)^{2d} - 2^d a^d = 0\). It is actually a double root and by some tedious manipulation using binomial expansions, we can write

\[
\frac{1}{2^d} - \rho = \frac{(a - 1)^2 pq \left( \sum_{j=0}^{d-1} \sum_{m=0}^{2d-j-2} \sum_{k=0}^{2d-j-2} a^{2d-j-2} + \sum_{j=0}^{d-2} \sum_{m=0}^{2d-j-2} \sum_{k=0}^{2d-j-2} a^{2d-j-2} \right)}{(2^d p + (1 + a)^d q)((1 + a)^d p + 2^d a^d q)},
\]

which is clearly 0 only for \( a = 1 \) and positive otherwise. \(\square\)

Proposition 3.2 gives an indication that Theorem 3.1 holds for any \( d \). Hence we state the following conjecture.

**Conjecture 3.3** If the weight distribution is continuous and independent of the radii and \( \lambda pr \to \infty \), then in \( \mathbb{R}^d \) for any \( d \), the volume fraction is at most

\[
\frac{1}{2^d},
\]

attained by spheres of equal radius.

4 Volume fraction if the weight distribution depends on the radius

As can be seen in the Introduction, Gilbert [2], showed that the volume fraction can be made arbitrarily close to one by choosing the right function \( R(t) \). This is similar in our view to let the weight distribution depend deterministically on the radius. We will make an alternative proof of this fact. The idea is the same in our setting as in Gilberts, namely letting the function \( R(t) \) decrease in such a way that not much space is wasted. In Gilbert’s case \( R(t) \), see \( (1.1) \), is continuous while we have discrete radii.

**Theorem 4.1** If the weight distribution is independent of the radius, it is possible to achieve a volume fraction arbitrarily close to 1 in \( \mathbb{R}^d \) for any \( d \).
Proof. The theorem will be proved by considering a model with spheres having discrete radius distribution with \( k \) possible values. The weight will be proportional to the radius of the sphere. The idea is to let each size of spheres have sufficiently low intensity so that they do not overlap spheres of the same size and to let smaller spheres be so much smaller that not much space is wasted if they overlap partially with a larger sphere.

Fix small \( \alpha > 0 \) and \( \delta > 0 \). Below we will show that we can achieve a volume fraction of at least

\[
1 - \alpha k d (3^d - 1) - 2 \delta. \tag{4.1}
\]

The volume fraction can be made arbitrarily close to one by picking \( \alpha \) and \( \delta \) small. Let the radius of a sphere before thinning take value \( r_i = \varepsilon_i - 1 \) with probability \( \lambda_i / \lambda_{pr} \), \( i = 1, \ldots, k \), where \( \lambda_{pr} \) is the intensity of the Poisson process. Think of \( \varepsilon > 0 \) as being small and \( k \) large. Let the weight of a sphere with radius \( r_i \) be uniform \(( (r_{i-1} + r_i)/2, (r_i + r_{i+1})/2)\). The intensity of spheres of radius \( r_i \) is \( \lambda_i \) before thinning.

The volume fraction after thinning is the same as the probability that the origin is covered after thinning and can be written

\[
\rho = 1 - \mathbb{P}(\text{The origin is not covered after thinning})
= 1 - \mathbb{P}(\text{The origin is not covered before thinning}) \tag{4.2}
- \mathbb{P}(\text{All spheres covering the origin are deleted}).
\]

The number of spheres with radius \( r_i \) that covers the origin before thinning is Poisson distributed with expectation \( \lambda_i k_d r_i^d \) and hence

\[
\mathbb{E}[\# \text{ spheres covering the origin before thinning}] = \sum_{i=1}^{k} k_d r_i^d \lambda_i.
\]

Letting \( \lambda_i = \alpha / r_i^d \) the expectation becomes \( k k_d \alpha \). Pick \( k \) large enough so that

\[
\mathbb{P}(\text{The origin is not covered before thinning}) = \exp(-k k_d \alpha) \leq \delta. \tag{4.3}
\]

To obtain the probability that all spheres covering the origin are deleted we assume that at least one sphere covers the origin before thinning. Let the largest of all such spheres be denoted \( B \). In case several spheres having the same radius cover the origin we let \( B \) be the one with highest weight. If \( B \) has radius \( r_i \), a centre of a sphere with higher weight than \( B \), having radius \( r_j \geq r_i \), that intersects \( B \) must be separated by at least a distance of \( r_j \) from the origin, otherwise we get a contradiction of the definition of \( B \). On the other hand, the centre of \( B \) is at most a distance \( r_i \) from the origin and hence the centre of a sphere with radius \( r_j \) overlapping \( B \) cannot be further away from the origin than \( 2r_i + r_j \). Now we can get an upper bound for the probability that all spheres covering the origin are deleted by

\[
\mathbb{P}(\text{All spheres covering the origin are deleted}) \leq \mathbb{P}(\text{A sphere with radius larger than or equal to } r_i \text{ overlaps } B)
\leq \mathbb{E}[\# \text{ spheres with radius larger than or equal to } r_i \text{ overlapping } B]
\leq \sum_{j=1}^{i} \mathbb{E} \left[ \# \text{ spheres with radius } r_j \text{ and center at distance between } r_j \text{ and } 2r_i + r_j \text{ from the origin} \right].
\]
The number of spheres with radius \( r_j \) is Poisson distributed and

\[
\mathbb{P}(\text{All spheres covering the origin are deleted}) = \sum_{j=1}^{i} \lambda_j \kappa_d ((2r_i + r_j)^d - r_j^d) = \sum_{j=1}^{i} \alpha \kappa_d ((2\epsilon^{i-j} + 1)^d - 1)
\]

(4.4)

\[
= \alpha \kappa_d (3^d - 1) + \alpha \kappa_d \sum_{j=1}^{i-1} ((1 + 2\epsilon^{i-j})^d - 1).
\]

We can choose a small \( \epsilon \) such that, for all \( i \) simultaneously,

\[
\alpha \kappa_d \sum_{j=1}^{i-1} ((1 + 2\epsilon^{i-j})^d - 1) < \delta.
\]

Insert this estimation of (4.4) together with (4.3) in (4.2) and we have shown (4.1).

5 Convex grains

In our model we may replace the spheres with convex sets of different sizes. We introduce a minimum of notation to prove a counterpart to Theorem 3.1 and refer to [5] for a more detailed description.

We begin with some definitions. First, \( D(A) \), denotes the diameter of a set \( A \), that is

\[
D(A) = \sup_{x,y \in A} \|x - y\|.
\]

We let half the diameter be called the size. Let \( C \) be the set of all convex, compact sets \( C \) in \( \mathbb{R}^d \) such that the origin belongs to \( C \) and \( D(C)/2 = 1 \). Moreover let \( C(x, r) \) be the set \( C \) translated by \( x \) and with half its diameter equal to \( r \) and let \( \hat{C} = \{ -x : x \in C \} \) be the reflection of \( C \) in the origin. Finally we denote the Lebesgue measure in \( d \) dimensions by \( l_d \).

In the following we will only consider \( \mathbb{R}^2 \) and \( C \in \mathbb{C}^2 \). Replacing \( \kappa_2 (r+y)^2 \) in (2.2) with \( l_2(\{ x : C(o, r) \cap C(x, y) \neq \emptyset \}) \) gives the retention probability for convex sets with the same shape and orientation as \( C \). Let \( \nu(C, \hat{C}) \) be the mixed volume of \( C \) and \( \hat{C} \), then

\[
l_2(\{ x : C(o, r) \cap C(x, y) \neq \emptyset \}) = (r^2 + y^2) l_2(C) + 2 r y \nu(C, \hat{C}).
\]

If the sets are uniformly rotated about the origin, then \( \kappa_2 (r+y)^2 \) should be replaced by \( \mathbb{E}[l_2(\{ x : C(o, r) \cap mC(x, y) \neq \emptyset \})] \), where \( m \) is a rotation matrix, i.e. orthogonal with determinant 1, and the expectation is taken with respect to an angle of rotation that is uniform \((0, 2\pi)\). Let \( S_1(C) \) be the perimeter of \( C \), then by the generalised Steiner formula

\[
\mathbb{E}[l_2(\{ x : C(o, r) \cap mC(x, y) \neq \emptyset \})] = (r^2 + y^2) l_2(C) + \frac{r y S_1(C)^2}{2\pi}.
\]

Just as in the spherical case the maximal volume fraction, at least in \( \mathbb{R}^2 \), is given by grains of equal size.
Proposition 5.1 Let the grains be convex of the same shape as \( C \in C^2 \) and let the weight distribution be continuous and independent of the size. For grains of the same orientation and when \( \lambda_{pr} \to \infty \), the volume fraction is at most

\[
\frac{l_2(C)}{2(l_2(C) + \nu(C, \tilde{C}))}.
\]

For grains of random orientation and when \( \lambda_{pr} \to \infty \), the volume fraction is at most

\[
\frac{l_2(C)}{2l_2(C) + S_1(C)^2/(2\pi)}.
\]

In both cases the upper bound is attained if and only if all the grains have the same size.

Proof. The volume fraction as \( \lambda_{pr} \to \infty \) is deduced similar to (3.1). For convex sets of the same orientation we have volume fraction

\[
\rho = \int_0^\infty \frac{r^2 l_2(C)}{\int_0^\infty (r^2 + y^2)l_2(C) + 2r\nu(y, C, \tilde{C})} F_{pr}(dy) F_{pr}(dr),
\]

and for uniformly rotated convex sets we have volume fraction

\[
\rho_{rot} = \int_0^\infty \frac{r^2 l_2(C)}{\int_0^\infty ((r^2 + y^2)l_2(C) + \frac{rS_1(C)^2}{2\pi}) F_{pr}(dy)} F_{pr}(dr).
\]

In both cases we take the expectation of a function that can be written as

\[
\frac{r^2}{r^2 + ar + b},
\]

for some positive constants \( a \) and \( b \). The result is shown exactly as for the \( d = 2 \) case in the proof of Theorem 3.1.

In two dimensions it is well-known that for convex \( C \)

\[
l_2(C) \leq \nu(C, \tilde{C}) \leq 2l_2(C)
\]

with equality to the left if and only if \( C \) is centrally symmetric and to the right if and only if \( C \) is a triangle. No convex set has a larger perimeter relative to its area than a circle, more precisely \( S_1(C)^2 \geq l_2(C)4\pi \). By these bounds and Proposition 5.1 it follows that among all dead leaves models with convex grains of equal shape, fixed or uniformly distributed orientations, and independent random radii, the highest volume fraction results for fixed-sized centrally symmetric sets of equal orientation. In this case the volume fraction is 1/4 if \( d = 2 \) and we believe that the bound 1/2\( d \) holds in any dimension. Finally, we generalise Conjecture 3.3 to hold among convex grains of fixed or random orientation and the upper bound is achieved for centrally symmetric sets of fixed size.
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