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Abstract

Microarray technology has become one of the most important tools for genome-wide mRNA
measurements. The technique has been successfully applied to many areas in modern
biology including cancer research, identification of drug targets, and categorization of genes
involved in the cell cycle. Nevertheless, the analysis of microarray data is difficult due to
the vast dimensionality and the high levels of noise. The need for solid statistical methods
is therefore strong.

The main results are presented in six papers. The first three develop a statistical model
for quality assessment and improved gene ranking called Weighted Analysis of Microarray
Experiments (WAME). Here, the customary assumption of independent samples is shown
to be invalid and individual variances for each array and correlations between pairs of arrays
are introduced. Comparisons to other common methods suggest that the proposed model
produces more accurate results. The first paper describes the model for simple experimental
setups for two-channel arrays. This model is then generalized to more complex designs in
paper two and to one-channel microarrays in paper three.

Transcription factors govern gene expression in the cell by binding to short sequences
called cis-regulatory elements. These sequences are located in the promoters, which are
regions of DNA upstream of the genes. In paper four, we show that the lengths of these
promoters are related to gene function. In particular, the promoters for stress responsive
genes are in general longer than those of other genes. This is used in a novel method for
identifying relevant cis-regulatory elements from a list of differentially expressed genes.

Papers five and six present microarray based studies from molecular biology and en-
vironmental toxicology respectively. In paper five, microarrays are used to identify Sac-
charomyces cerevisiae genes with changed mRNA levels under arsenic stress. In paper
six, biomarkers for estrogen exposure in fish are found using both an in-house microarray
experiment and a meta-analysis of several public gene expression datasets.

Keywords: gene expression, DNA microarrays, linear models, empirical Bayes, quality
control, gene regulation, categorical data analysis, logistic regression, heavy metal stress,
ecotoxicology
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Introduction

Many parts of modern biology study life at cellular and molecular level. As stipulated by
the central dogma; genes, the units of inheritance located in the DNA, are transcribed into
mRNA which, in turn, are translated into proteins, the main building blocks of the cell
(Gerstein et al., 2007). Proteins are the primary actors in the cell and are crucial for most
biological processes. It has however been proven difficult to measure protein abundance in
large scale, and much effort has therefore been put into measuring their originators, the
mRNAs.

DNA microarrays (Schulze and Downward, 2001) were introduced in the mid-90s and
have for more than ten years been popular tools for large scale measurement of mRNA
abundance. Indeed, roughly 10,000 datasets have been submitted to the microarray repos-
itories, comprising more than 100,000 microarrays (Barrett et al., 2007; Parkinson et al.,
2007; Demeter et al., 2007). Microarray techniques have been successfully applied to vari-
ous areas in modern biology including categorization of cell cycle genes in yeast (Spellman
et al., 1998), classification of various cancers such as leukemia (Golub et al., 1999) and
breast cancer (Sorlie et al., 2001), and drug target validation (Marton et al., 1998).

The popularity of the microarray technique notwithstanding, the analysis of the data
is far from trivial. In fact, new methods are constantly proposed, indicating that there are
many important issues left to solve. This introduction serves as a short summary of the
microarray field with focus on the statistical and computational issues involved.

Overview of the DNA microarray technology

Several microarray platforms are available for large scale measurements of mRNA abun-
dance. In this section we introduce the most common types and describe their properties.

Spotted cDNA microarrays

cDNA microarrays (Schena et al., 1995; Leung and Cavalieri, 2003) are created from cDNA
libraries, i.e., collections of DNA clones containing the different mRNAs expressed in a
specific tissue or cell culture. These clones, typically a few hundred base pairs long, are
amplified using polymerase chain reaction (PCR) and then spotted onto a glass slide in a
grid-like pattern (Figure 1). The spots have a diameter of 100-300 µm and a single slide
can thus contain over 100,000 spots. Each clone, and hence each spot, corresponds to a
transcript from a specific gene.

To measure gene expression in a tissue or cell culture, mRNA is extracted, reverse
transcribed to cDNA, labeled with a fluorescent dye and then hybridized to the microarray.
Spotted cDNA microarrays are typically of two-channel type, where two sources of mRNA,
labeled with different dyes, are hybridized together in a competitive setting. Thus, for each
spot there are two types of cDNA bound, one from each source.
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Oligonucleotide microarrays

Oligonucleotide arrays (Wodicka et al., 1997) are based on oligonucleotides, short sequences
of single stranded DNA. These sequences are either synthesized from the ground up while
attached to a surface (in situ synthesized oligos) or pre-synthesized and then spotted onto
a glass slide. The length of the oligos ranges from 25 to 70 bases. In situ synthesized arrays
are typically of one-channel type, while spotted oligonucleotide arrays use two channels.

For in situ synthesized microarrays, a set of identical oligos located within a specific
region is called a probe (Figure 1). If short oligos are used , many probes are usually
needed for a single genes, measuring different parts of the transcripts and sometimes even
different splice-variants (Cuperlovic-Culf et al., 2006). If longer oligos are used, one probe
per gene is generally enough. For spotted oligonucleotide microarrays nevertheless, each
gene typically corresponds to a single spot.

Oligo design is done in silico and several methods are available (Rouillard et al., 2003;
Li and Ying, 2006; Wernersson and Nielsen, 2005). The oligos used on a oligonucleotide
microarray should ideally be gene-specific in the sense that they should only be able to form
complementary bindings with a single transcript from a specific gene. Simple principles
are used to achieve this: for a transcript of a specific gene, test all possible oligos of a fixed
length, and score each oligo based on a number of properties such as melting temperature,
tendency to self-fold and position on the transcript. The oligos with highest scores are
then picked to be used on the array. Little is however known about what influences the
hybridization efficiency (Pozhitkov et al., 2006; Peytavi et al., 2005) which makes it hard
to create a good scoring scheme. Furthermore, issues such as different splice variants
(Modrek and Lee, 2002; Brett et al., 2002), paralogous genes (Spring, 2002) and sparse
genome annotation (Baumgartner et al., 2007) make oligo design intricate. Further research
is therefore needed to improve these methods and thus increase the general accuracy of
oligonucleotide microarrays.

To hybridize mRNA to a oligonucleotide microarray, mRNA is converted to cRNA
(RNA derived from cDNA) and labeled with a florescent dye, typically streptavidin, through
a series of steps. For two-channel oligonucleotide microarrays, two sources of mRNA are
hybridized together, while only one source is used for the one-channel arrays.

Pre-processing microarray data

Pre-processing of microarrays is the step of converting the each array in the experiment
into applicable data that can be used to identify differentially expressed genes.

Quantification and image analysis

The amount of mRNA attached to the microarray is quantified using a laser scanner and a
sensor. The laser emits photons at a specific wavelength which the fluorescence dyes absorb,
which in turn, emit photons at a wavelength detectable by the sensor. The process results in
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an image where regions with more labeled mRNA have higher intensity compared to regions
sparse of mRNA (Yang et al., 2001). Scanners for two-channel arrays use two different
lasers, one for each dye, and hence two images are produced. Examples of images from a
two-channel spotted cDNA microarray and from a one-channel oligonucleotide microarray
can be seen in Figure 1.

Figure 1: On the left is an image from one of the channels of a two-channel spotted cDNA
microarray. This particular array is a yeast (Saccharomyces cerevisiae) chip containing all
the 6,000 genes in the genome. To increase the power in the subsequent statistical analysis,
the genes are spotted twice, resulting in roughly 12,000 spots in total. On the right is an
image from the Geniom platform, showing an in situ hybridized one-channel microarray.
Each square in this picture corresponds to a probe, each containing over 10,000 oligos. This
particular array was designed to investigate genes affected by estrogen in zebrafish. Note
that the scales of the two images are different. The spots on the cDNA microarray are
roughly 200 µm in diameter, while the probes on the Geniom microarray measure 34× 34
µm.

Image analysis tools are used to extract gene-specific values from the images. For spot-
ted two-channel microarrays, the two images are first superpositioned and then the spots
and their boundaries are located. For each spot, a foreground and a background intensity
are calculated. Other data, such as the spot area and shape and various quality flags, are
also extracted. Several applications have these methods implemented, for example, Ima-
gene (BioDiscovery, 2007), GenePix (Molecular Devices, 2007), Spot (CSIRO, 2007) and
ScanAlyze (Eisen Lab, 2007). Observe that all these softwares use different algorithms and
will thus produce slightly different results.

For in situ synthesized microarrays, the position of each probe is known by design,
and hence no probe localization is needed. The foreground intensity for each probe is
calculated by averaging intensity over the corresponding region. Software for image analysis
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of in situ synthesized microarrays is typically provided by the manufacturer, for example,
GCOS (Affymetrix microarrays, Affymetrix (2007)) and Geniom Software (Geniom One
microarrays, Febit Biomed (2007)).

Background correction

Non-specific binding, residues from washing and noise from the scanning process give rise
to unwanted background signals. To remove these discrepancies from the spot/probe inten-
sities, a background correction step is performed. For spotted microarrays, the background
is estimated for each spot by taking the average intensity in an area close to, but disjoint
from, the spot area (Yang et al., 2001). For in situ hybridized microarrays, the intensity
of mismatches, i.e. oligos with one or more of the base pairs mismatched to the transcript
it was designed to measure, are used to estimate the background (Urakawa et al., 2003).

Several approaches to background correction has been suggested: subtract, normexp
(Ritchie et al., 2007; Irizarry et al., 2003b; McGee and Chen, 2006), variance stabilization
(Huber et al., 2002), Edwards (Edwards, 2003) and Kooperberg (Kooperberg et al., 2002).
The most commonly used method is subtract, where the background is simply subtracted
from the foreground. This method is however questionable, since there is often a positive
correlation between the foreground and background estimates. Indeed, in a recent paper
(Ritchie et al., 2007), several background correction methods were compared and the per-
formance of subtract were shown to be inferior to all other methods investigated, including
using no background correction at all.

Normalization

Microarray experiments consist of a number of microarrays which need to be compared.
Systematic errors, due to unequal quantities of starting material, different efficiencies in
the labeling steps and different properties of the dyes, can reduce the reproducibility and
hence the quality of an entire experiment. These artifacts can, however, be restrained by
applying proper normalization algorithms.

The data from two-channel spotted microarrays is typically transformed before normal-
ization (Quackenbush, 2002; Smyth and Speed, 2003). Let Rg and Gg be intensities for
gene g (after background correction) for the two channel (as in “red” and “green” channel),
and define the logarithmic fold-change Mg and the average logarithmic intensity Ag as

Mg = log2 Rg − log2 Gg, Ag =
1
2
(log2 Rg + log2 Gg).

The upper part of Figure 2 shows a plot of the transformed data from a spotted two-
channel cDNA microarray with roughly 6000 spots, each one corresponding to a gene in
Saccharomyces cerevisiae (Baker’s yeast). In this experiment, mRNA from arsenite exposed
yeast cells (red channel) are compared to yeast cells without exposure (green channel) (see
Paper 5 for more details). Several systematic trends can be seen in Figure 2a, most
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Figure 2: Plots of the M - and A-values for a yeast microarray measuring the mRNA
difference between arsenic stressed and control cells for all 6000 genes in the genome. The
upper plot shows the data before normalization and a clear trend can be seen (dashed line).
In the lower plot, the data has been normalized with lowess normalization and the trend
is removed. The cloud has also been centered around M = 0.

notably, that (1) the M -values are dependent on A-values and (2) there are more negative
than positive M -values. These phenomena are typical for microarray data and hard to
explain with biological arguments. It is therefore generally believed that they are technical
artifacts from the experiments and should thus be removed.
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Several normalization methods exist for normalization of two-channel spotted microar-
rays: median, lowess (Yang et al., 2002), print-tip lowess (Yang et al., 2002), splines (Work-
man et al., 2002; Baird et al., 2004), wavelets (Wang et al., 2004) and non-parametric meth-
ods based on support vector machines (Fujita et al., 2006). The commonly used lowess
method fits a robust weighted regression line (Cleveland, 1979, 1981) to the MA-plot (Fig-
ure 2), which is then subtracted from the M -values. As can be seen in the lower part of
Figure 2, the M -values are now centered around zero and the dependence between the M
and A values is reduced.

Systematic errors can also affect groups of arrays, e.g. bad batches and time-dependent
phenomena, and thus sets of arrays may require normalization. Several procedures have
therefore been developed to normalize between two-channel spotted microarrays and the
most commonly used are scale (Yang et al., 2002) and quantile-quantile (Bolstad et al.,
2003) normalization.

Correction of one-channel in situ synthesized microarrays are based on a slightly dif-
ferent approach, where a normalization algorithm is applied to the probes (Bolstad et al.,
2003; Welle et al., 2002; Åstrand, 2003), which are then combined to a gene value (Li and
Wong, 2001a,b; Chu et al., 2002). Software, with both these steps implemented, include
dChip (Li and Wong, 2001a), RMA (Irizarry et al., 2003a; Bolstad et al., 2003; Irizarry
et al., 2003b), gcRMA (Wu et al., 2004) and MOID (Zhou and Abagyan, 2002).

Statistical analysis of microarray data

The aim of most microarray experiments is to identify genes with differences in mRNA
levels between the studied conditions. This is in essence a statistical problem where many
traditional methods fail due to the high dimensionality and the high levels of noise. During
recent years, a vast number of methods has been suggested, and some of them are discussed
here.

Identification of differentially expressed genes

Identification of differentially expressed genes from microarray data is done gene-wise,
where a hypothesis test is performed for each gene. The null hypothesis usually states
that there is no change in mRNA levels between the conditions of interest, but more
complex hypotheses are also common. Standard methods such as linear models, including
t- and F-tests, linear regression, and ANOVA, have been proposed (Kerr, 2003; Bretz et al.,
2005). Even though the flexible nature of linear models fit the experimental design of many
microarray experiments, these methods can perform inadequately due to the low number
of replicates usually present.

One way to improve the performance is to penalize the gene-specific variance estimates.
Efron et al. (2001) suggested that a small number should be added to the variance of the
t-statistic, the so called fudge factor. Their optimal value of the fudge factor was derived
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using cross-validation and was shown to be the 90th percentile of the sample variance
distribution. Since the analytical distribution of penalized t-statistics is unknown, the
null-distribution was estimated by permuting the arrays between the conditions. This
approach has been implemented in the popular SAM package (Tusher et al., 2001).

Methods based on Bayesian model assumptions can also be used to control the vari-
ances. This is achieved by assuming a priori distributions for all the gene-specific variances
with low probability close to zero. Since the observations generally are assumed to be nor-
mally distributed, the conjugate inverse gamma distribution is a popular choice. The
hyperparameters can either be estimated from data by using an empirical Bayes approach
(Baldi and Long, 2001; Lönnstedt and Speed, 2002; Smyth, 2004) or assumed to follow
non-informative priors (Lönnstedt and Britton, 2005; Chi et al., 2007). The former ap-
proach results in moderated t- and F-statistics, which have known distributions under the
null hypothesis. The empirical Bayes approach is implemented in the R-package LIMMA
(R Development Core Team, 2007; Gentleman et al., 2004).

The penalized and moderated methods have been shown to outperform the standard
methods (Paper 3) and have become de facto standard when analyzing microarray datasets
with few observations. However, there are situations in which they are not suitable, e.g.
when the gene-specific variance is believed to change between conditions. Furthermore,
they all rely on the assumption of independent replicates, an assumption that has been
shown to be too optimistic. Indeed, in Paper 1, 2 and 3 the assumption of independence is
relaxed and variance heterogeneity and correlations are introduced for the different arrays.
This is also further elaborated in Åstrand et al. (2007a,b).

Bioinformatical tools for gene expression data

Drawing biological conclusions from a list of hundreds of potentially differentially expressed
genes is a non-trivial task and several bioinformatical tools for gene list interpretation have
therefore been developed.

One example is the identification of enrichments of cis-regulatory motifs, which can
be used to gain knowledge about the underlying regulatory mechanisms that gave rise to
the observed differential expression (Bussemaker et al., 2001). The cis-regulatory motifs
are short sequences, typically between 6 and 15 base pairs long, located upstream of the
genes (Matys et al., 2003). When the cell initiates transcription, a transcription factor
protein needs to interact with DNA by binding to its corresponding motif. It is therefore,
given a set of differentially expressed genes, possible to search for enrichments of cis-
regulatory motifs to deduce which transcription factors that were active in the transcription
of the genes. The total number of transcription factors, and thus motifs, are however
unknown and differ between species. In Saccharomyces cerevisiae, there are roughly 130
known transcription factors (Cherry et al., 1997) while the corresponding number is 1500
for Arabidopsis thaliana (Riechmann et al., 2000) and more than 2000 for Homo sapiens
(Brivanlou and Darnell, 2002). Several methods for identification of enriched cis-regulatory
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motifs are available (Bussemaker et al., 2001; Sharan et al., 2003a; Ettwiller et al., 2005) but
there is still room for progress considering the consistently improving genome annotation
(Paper 4) and availability of new types of data (ENCODE Project Consortium, 2007), e.g.
chromatin prediction (Segal et al., 2006; Peckham et al., 2007).

The Gene Ontology (GO) project (Ashburner et al., 2000) is an effort to create a
controlled vocabulary describing different biological processes, functions and entities. In
particular, genes are annotated based on the location and function of their products. As-
sessing enrichments of certain GO terms is therefore a way to gain knowledge about a set of
genes (Zeeberg et al., 2003). This approach has been especially successful for differentially
expressed genes identified by microarrays (Stuart et al., 2003; Zimmermann et al., 2004).
There are however non-trivial statistical aspects when testing overrepresentation of GO
terms, due to the structure of the ontologies (Osier et al., 2004; Goeman and Buhlmann,
2007).

The field of bioinformatical tools designed for analysis of microarray results is vast.
Other successful approaches include pathway analysis (Salomonis et al., 2007; Liu and
Ringner, 2007), protein interaction networks (Breitkreutz et al., 2003), and de novo cis-
regulatory motif identification (Eden et al., 2007; Gasch et al., 2004).
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Summary of papers

Summary of Paper 1 - Weighted analysis of paired microarray experiments

In microarray experiments quality often varies both between samples and between arrays.
In this paper, a model for analysis of paired microarray data using direct comparisions,
is introduced. The model, named WAME, is an extension of a Bayesian model, originally
suggested by Baldi and Long (2001) and later refined by Lönnstedt and Speed (2002) and
Smyth (2004). In the WAME model, the assumption of independent samples is relaxed
and variance heterogeneity and dependencies between the arrays are modelled using a
covariance matrix.

More formally, assume that the experiment consists of n replicates and that a vector
Xg = (Xg1, . . . , Xgn) is observed, consisting of the normalized log2 ratios for gene g, where
g = 1, . . . ,m and m is the number of genes on the arrays (typically >1000). Let Σ be an
n× n covariance matrix and assume that

cg ∼ Inverse Γ(α, 1) and
Xg | cg ∼ N (µg1, cgΣ) ,

(1)

where µg is the expected value, cg is a random gene specific scaling factor and α is a
hyperparameter. Hence, we assume that the microarray data has a global covariance
structure which, for each gene, is scaled appropriately. The aim of this model is to identify
differentially expressed genes, i.e. genes with a difference in mRNA level between the tissue
or cell samples. Thus, using our notation, we want to test the hypothesis

H0 : gene g is not regulated (µg = 0)
HA : gene g is regulated (µg 6= 0),

(2)

for all genes g = 1, . . . ,m.

Derivation of estimators

To fit the model to a given microarray dataset, estimators of the unknown parameters
need to be derived. As described in Section 4.1 in Paper 1, estimation of the covariance
matrix Σ is nontrivial due to the gene specific scaling factor cg. The approach used, is to
assume that µg = 0 for all genes and then remove the scaling by a transformation. If we
let Ug = (Ug1, . . . , Ugn), where

Ugi =
{

Xg1 if i = 1
Xgi/Xg1 if 2 ≤ i ≤ n,
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the distribution of (Ug2, . . . , Ugn) can be derived to

fUg2,...,Ugn | Σ(ug2, . . . , ugn) = K |Σ|−1/2 [
vT
gΣ

−1vg

]−n/2 , (3)

where K is a constant independent of Σ and vg = (1, ug2, . . . , ugn). This distribution is,
as expected, independent of cg and a scale-free version of Σ, here denoted Σ∗, can be
estimated from U1, . . . ,Um using numerical maximum likelihood.

Estimators for the hyperparameter α and the unknown scale of Σ, denoted λ, are
derived under the assumption that Σ∗ is known. Define the statistic Sg as

Sg = (AXg)T(AΣ∗AT)−1AXg,

where A is a an arbitrary n − 1 × n matrix of full rank with each row sum equal to zero.
Conditional on cg, Sg/cg can be shown to have a scaled χ2-distribution with n−1 degrees on
freedom. Thus, unconditionally, Sg has a beta prime distribution (scaled F -distribution)
and hence, based on S1, . . . , Sm, both α and λ can be estimated by maximum likelihood.
The parameters Σ and α are from now on assumed to be known.

Testing for differential expression

A likelihood ratio test for (2) is derived in Section 4.4 in Paper 1. The resulting test
statistic can be shown to be

Tg =
√

1TΣ−11 (NI − 1 + 2α)
X̄w

g√
Sg + 2

where X̄w
g is the weighted mean value for gene g with weights defined by

wT =
1TΣ−1

1TΣ−11
.

Furthermore, under H0, Tg is shown to follow a t-distribution with n − 1 + 2α degrees of
freedom and Tg is therefore called the weighted moderated t-statistic.

Results on simulated data

Simulations were used to compare the proposed model to four other methods; average fold-
change, ordinary t-statistic, Efron’s penalized t-statistic (Efron et al., 2001) and Smyth’s
moderated t-statistic (Smyth, 2004). Data were generated according to the WAME model
and a small proportion (10 %) of the genes were chosen to be regulated (µg 6= 0). Under
these settings, WAME performed substantially better compared to four other methods
(Figure 1 and 2 in Paper 1).
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Results on real data

The WAME model was also applied to three real datasets, one from an experiment using
two-channel cDNA microarrays and two from experiments using one-channel Affymetrix
microarrays in a paired setting. In all cases, the estimated covariance matrix contained
heterogenous variances and high correlations. The resulting weights were shown to differ
substantially, and some of the arrays had weights close to zero. In the polyp dataset
(Section 6.2, Paper 1), one of the biopsies was considerably smaller than the others. The
variance of the corresponding array was considerably larger than the variances for the other
arrays indicating that the estimate of Σ contains biologically meaningful information.

Summary of Paper 2 - Quality optimised analysis of general paired mi-
croarray experiments

In Paper 1, a novel model for the analysis of microarray data from paired direct compar-
isions was suggested. In many situations there are, however, more suitable designs such
as common references and time series. Accordingly, WAME needs to be generalized from
direct comparisions to handle more general paired experimental designs.

The generalized model

To increase the flexibility and make WAME able to handle most of the existing types of
paired experimental designs, the model is reparameterized as a linear model (Arnold, 1980).
Assume that we perform an experiment with s different conditions (s ≥ 2). For each gene
g = 1, . . . ,m, let the vector γg = (γg1, . . . , γgs)T contain the expectation of the logarithm
(base 2) of the amount of mRNA from each of the s conditions. Assume that n pair-wise
differences of some of these conditions are measured, denoted by the vector

Xg = (Xg1, . . . , Xgn).

Let D be an n × s design matrix with rank p such that the expected value of Xg can be
written as

µg = Dγg.

Using this new parametrization, the generalized WAME model can be written as

cg ∼ Γ−1(α, 1),
Xg | cg ∼ N

(
µg, cgΣ

)
,

where cg is a gene specific scaling factor and α is a hyperparameter.
Inference in this generalized model is done by testing linear combinations of the param-

eter vector γg. Let C be a contrast matrix of rank k and let δg = Cγg be the differential
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expression for the linear combinations in question. We assume that C is chosen such that
δg is testable. The hypotheses can then be written as

H0 : δg = 0

HA : δg 6= 0.
(4)

Estimation of parameters

The estimation of the covariance matrix Σ can be performed analogously to the previous
WAME model. As before, the assumption of no differential expression, i.e. µg = 0 for
all g is needed. The hyperparameter α and the scale λ can also be estimated analogously.
Indeed, there exists a statistic Sg (defined in Section 3.2 in Paper 2) such that

Sg | cg ∼ cg × χ2
n−p.

Hence, unconditionally, Sg has as before a beta prime distribution, which can be used to
estimate α and the unknown scale λ using numerical maximum likelihood.

Inference in the generalized model

A likelihood ratio test for (4) was derived and the corresponding test statistic T can be
found in Section 3.3 in Paper 2. It can be shown that T follows a F -distribution with k
and n− p + 2α degrees of freedom under H0.

For contrast matrices with k = 1, a weighted moderated t-statistic can be derived. If
we define the weighted mean value X̄w

g as

X̄w
g = C(DTΣ−1D)−DTΣ−1Xg,

t-statistic can then be written as

T ′ =

√
n− p + 2α

C(DTΣ−1D)−CT

X̄w
g√

Sg + 2
.

Under H0, T ′ follows a t-distribution with n− p + 2α degrees of freedom.

Results on real and simulated data

The generalized model was also evaluated on simulated data and was shown to perform
better than average fold-change, the ordinary t-statistics and the moderated t-statistic.
WAME was also applied to two real datasets and different variances and correlations were
identified.
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Summary of Paper 3 - Weighted analysis of microarray experiments

In Paper 1 and 2, the estimation of the covariance matrix Σ is based on the assumption
that µg = 0 for all genes, an assumption only realistic for paired microarray data. In
this study we relax this assumption, and make WAME applicable to experiments using
one-channel microarray data.

The model assumed is the same as in the previous paper, i.e.

µg = D γg ,

cg ∼ Γ−1(α, 1) ,
Xg | cg ∼ N(µg, cgΣ) ,

(5)

where Xg is the vector of observations, γg is the parameter vector, µg is the expected value
of Xg, D is a design matrix, Σ is a covariance matrix and cg a gene specific scaling factor.
As before, the aim of the model is to identify differentially expressed genes, i.e., to test

H0 : δg = 0

HA : δg 6= 0 .
(6)

where δg = C γg (δg is assumed to be testable).

Estimation of Σ for non-paired data

We will now describe how Σ can be estimated under the less strict assumption that δg = 0
for g = 1, . . . ,m. Let

Yg = Xg −µ̃0
g

where µ̃0
g is any linear estimator of µg which is unbiased under H0. Under the null hypoth-

esis, the expected vector Yg is zero for all genes. Thus, the covariance structure matrix of
Yg, ΣY can be estimated according to the method described in Paper 1. If, for example,
we have two different conditions that we want to compare,

D =



1 0
...

...
1 0
0 1
...

...
0 1


and C =

[
−1 1

]
,

we can set µ̃0
g to be the gene-wise mean value over all arrays. Thus,

Yig = Xig −
1
n

n∑
j=1

Xjg .
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Furthermore, in this paper we also show that the t- and F -statistics described the in
Paper 2 are (i) a likelihood ratio test of (6) and (ii) only dependent on ΣY and not the
full covariance matrix Σ.

Simulations based on resampling

The statistical power of WAME is evaluated by a resample based simulation study. Given
a microarray dataset with sufficient biological replicates from a single condition, two sub-
groups, with four arrays in each, were sampled repeatedly. A small proportion of the genes
were chosen to be regulated and had a signal added to one of the groups. WAME and the
other methods LIMMA, weighted LIMMA and ordinary t-statistic were applied to the data
and the number of correctly identified genes was counted. The power of WAME was shown
to be higher, especially for genes with low expression (Figure 6 in Paper 3). Furthermore,
the p-values generated by WAME were also shown to be more accurate while the p-values
from the other methods typically were too optimistic (Figure 3 and 4 in Paper 3).

Summary of Paper 4 - Evolutionary forces act on promoter length: as-
sessment of enriched cis-regulatory elements.

There is a plethora of bioinformatical tools and methods to infer biological knowledge
from a list of genes regulated in a microarray experiment. One popular approach is to
search for enrichments of cis-regulatory motifs within the promoters of the genes and
hence deduce which transcription factors that are involved in their regulation. Although
the increasing preciseness of genomic data in general improves these methods, they will on
certain occasions perform inaccurately.

In this paper we show that the length of the promoter and the function of the gene
are related. We also show that this can lead to false positives when assessing enrichments
of cis-regulatory motifs using common methods, such as Fischer’s exact test (Agrestri,
2002) and logistic regression (Hosmer and Lemeshow, 2000). Finally we propose a new
regression-type method, which includes the promoter lengths as a critical element.

Evolutionary forces act on promoter length

The simplest definition of a gene’s promoter region is the entire intergenic region located
upstream of the open reading frame (ORF). Applying this definition to the genome of Sac-
charomyces cerevisiae resulted in a median promoter length of 455 base pairs (bp) (Figure
1 in Paper 4). Furthermore, we show that genes with a potentially complex regulatory
pattern, such as genes involved in many different types of stress, have substantially longer
promoters. For example, the common environmental response (CER) genes, defined by
Causton et al. (2001), have a median promoter length of 552, more than 20% longer than
for the other genes in the genome. Moreover, genes with a less complex regulatory pattern,
such as essential genes, have short promoters (see Table 1 in Paper 4 for more examples).
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These phenomena are also present in the fungi Schizosaccharomyces pombe and the plant
Arabidopsis thaliana suggesting that evolutionary forces act on promoter length.

Finding enriched cis-regulatory motifs

One of the most frequently used methods to test for overrepresented cis-regulatory motifs
is Fisher’s exact test (Hughes et al., 2000; Sharan et al., 2003b; Nelander et al., 2005). For
a given set of genes, this test is performed by observing the number of genes in the set that
has the motif present. Under the assumption of independence, this number has a known
distribution (hypergeometic) and hence significance can be derived.

Various kinds of regression models have also been suggested for identification of enriched
motifs. In particular, logistic regression is commonly used (Copley, 2005; Keles et al.,
2004). In contrast to Fisher’s exact test, significance in regression models is derived by
large sample approximations.

Their popularity notwithstanding, both the hypergeometric test and the logistic re-
gression model assume, directly or indirectly, that there is no difference in promoter length
between the sets of genes. We therefore proposed a new method to find enrichments of
cis-regulatory motifs in the promoters of a set of genes. The procedure extends logistic
regression and includes the promoter lengths as a critical element. The method is for-
mulated as a generalized additive model (GAM) with a logit link (Hastie and Tibshirani,
1990; Wood, 2006). In general, GAMs can be seen as an extension of generalized linear
models (GLMs) (McCullagh and Nelder, 1983) where non-linear relations of covariates are
modelled non-parametrically by smoothing functions.

Assume that there are N genes in the genome and that we want to search for enrichment
of a fixed motif in a subset A, consisting of n genes. For g = 1, . . . , N , let yg be a binary
0-1 valued variable indicating whether the motif is present in the promoter of g. Let xg be
another binary variable indicating if gene g is in the set A. The regression model can then
be stated as

log
P(yg = 1)
P(yg = 0)

= α + βxg + f(lg),

where α and β are coefficients and f is an unknown smooth function. Our main objective
is to test if there are more motifs among the genes in A compared to the remaining genes.
This will be done by testing the hypothesis

H0 : α = 0
HA : α > 0.

(7)

Observe that if f is removed, this model becomes an ordinary logistic regression model.
In such a case, iterated reweighted least squares (IRLS) is typically used to find numerical
maximum likelihood estimates of the coefficients α and β. For GAMs, this approach
is extended and an outer iteration, which estimate the smoothness parameter λ of f , is
added to the procedure. In the IRLS step λ is kept fixed and f is estimated using penalized
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regression splines. For fixed values of α, β and f , λ is then estimated by minimizing the
mean square error of the model. These two steps are repeated until convergence.

It is possible to show that β̂, the estimate of β, is approximately normally distributed
when n is large enough. The estimate is however biased, which makes confidence intervals
troublesome. Nevertheless, under the null hypothesis, E[β̂] = 0, which makes it possible
to test (7) using standard procedures. Further details regarding GAMs are available in
Chapter 4 in Wood (2006).

The proposed model is evaluated in a simulation study and is shown to generate fewer
false positives than Fisher’s exact test and logistic regression. The model also identifies
several relevant enriched cis-regulatory elements among genes induced under arsenic stress
(see Paper 5).

Summary of Paper 5 - Quantitative transcriptome, proteome and sulfur
metabolite profiling of the Saccharomyces cerevisiae response to arsenite

Arsenic is toxic but still used as a drug against a number of diseases such as leukemia.
Since this metalloid element is ubiquitously present in the environment, all organisms
have evolved a defense system protecting them against exposure. However, little is known
about these defense mechanisms and their function. In this paper, we explored how Sac-
charomyces cerevisiae (Baker’s yeast) responds to arsenic exposure by measuring gene
expression using microarrays.

Experimental setup

Two-channel spotted cDNA microarrays, containing all of the roughly 6,000 genes in yeast,
were used to identify differences in mRNA levels between control and arsenite (As3+)
treated yeast. Measurements were made at five different time points after exposure (0, 15
min, 30 min, 60 min and 120 min) and for two different concentrations (0.2 and 1 mM
As3+). Additionally, the effects of arsenite were also studied in two gene deletion mutants
(∆YAP1 and ∆MET4). All experiments were repeated at least three times, resulting in
30 arrays in total.

Analysis

The microarray data was analyzed using the R-package LIMMA (R Development Core
Team, 2007; Gentleman et al., 2004). No background correction was performed, due to the
high correlation between estimates of the background and the spot intensities. Intensity
dependent trends were removed by lowess normalization (Yang et al., 2002), where a robust
regression line is fitted between the M- and A-values and then subtracted from the M-values.
Regulated genes were identified using the empirical Bayes model with the corresponding
moderated t-statistic described by Smyth (2004).
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Enrichment analysis of all transcription factors available at the Saccharomyces Genome
Database (SGD) (Cherry et al., 1997, 1998) was performed among genes with high differ-
ence in mRNA levels (absolute M-value greater than 2). Since the promoter lengths of
these genes were substantially longer than the other genes in the genome, an early version
of the procedure described in Paper 4 was used.

Results

Many genes had their expression stimulated by arsenite. Among those were genes involved
in arsenic detoxification and oxidative stress defense as well as genes encoding components
of the sulfur assimilation and GSH biosynthesis pathways. Transcription factors that were
enriched among the regulated genes include Yap1 and Msn2/4, which both are impor-
tant in the regulation of stress responses in yeast. Furthermore, the transcription factors
Cbf1, Met31 and Met32, which controls the expression of sulfur assimilation and GSH
biosynthesis encoding genes, were also enriched.

Summary of Paper 6 - Sensitive and robust gene expression changes in
fish exposed to estrogen - a microarray approach

An environmental biomarker is a biological response to a chemical or chemicals which
gives a measure of exposure (Peakall, 1994).For estrogens, important contributors to the
feminization of fish downstream from sewage treatment works, vitellogenin (VTG) has long
been a well established biomarker. However, recent studies performed on fish (Örn et al.,
2003; Parrott and Blunt, 2005) suggest that effects of estrogen can be seen at concentrations
which are not sufficient to give rise to a measurable VTG response. Hence, more sensitive
biomarkers could be useful.

A good biomarker should in general be specific, sensitive and robust. Specificity and
sensitivity means that the biomarker should respond to a single substance even at low
concentrations. Robustness means, for example, that it should be measurable at differ-
ent temperatures, different exposure times, by different techniques, in different labs and
preferably also in different species.

The main objective of this study was to use microarrays to screen for novel, sensitive and
robust biomarkers for estrogenic exposure in male juvenile rainbow trout (Oncorhynchus
mykiss). To identify sensitive gene responses, fish exposed to high and low concentrations
of estrogen were compared to control fish. Additionally, a meta-analysis, using three other
recently published microarray datasets, were performed to identify robust responses. The
result from these two approaches were then combined to identify candidate biomarkers.

Description of the microarray

Sequence information about the transcriptome of the species of interest is vital for mi-
croarray based studies. For species without a fully sequenced genome such as rainbow
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trout, spotted cDNA microarrays are therefore used, since they only need a sequenced
cDNA library to be analyzed. The microarray used in this study was manufactured by
the Consortium for Genomic Research on All Salmonids Program (cGRASP) (Rise et al.,
2004) and contains 13,000 cDNAs from Atlantic salmon (Salmon salar) and 2,500 cDNAs
from rainbow trout. The lack of rainbow trout cDNAs on the chip was not believed to be
a problem since the Atlantic salmon and rainbow trout are very similar genome-wise and
cross-species use of the array work satisfactory (Rise et al., 2004).

Experimental setup

Rainbow trouts, divided into three aquaria, were exposed to none, a low and a high con-
centration of a estrogen. The low concentration was chosen to correspond to the levels
observed in water downstream of sewage treatment works. After two weeks, the fish were
sacrificed and mRNA was extracted from the liver and hybridized to microarrays. Each
fish exposed to the estrogen was paired against a control fish based on individual weights
and lengths and both were hybridized to the microarray. In total, four microarrays for the
high concentration and eight microarrays for the low concentration were used.

Analysis

The microarray data were analyzed using the R package LIMMA (R Development Core
Team, 2007; Gentleman et al., 2004). The data was normalized using lowess (Yang et al.,
2002) and no background correction was performed. Regulated genes were identified using
the moderated t-statistic (Smyth, 2004).

Identification of robust biomarkers using meta-analysis

To identify robust gene responses, our results were compared to three other microarray
experiments on estrogen exposed fish (Table 2 in Paper 6). Performing such a meta-
analysis was however non-trivial due to the fact that two different species and three different
microarray platforms were used (Jarvinen et al., 2004). Furthermore, none of the species
had fully sequenced genomes, which further complicated the comparison.

The approach used in this study was to use Danio rerio (zebrafish) as a reference
species. The zebrafish had its full genome sequenced and more than 60% of the genes were
known (Hubbard et al., 2007), making it, by far, the best annotated fish genome-wise.
Regulated genes from the four experiments were mapped to the zebrafish transcriptome
using tBLASTx (Altschul et al., 1997). The zebrafish genes were then ranked according
to the number of studies with hits. Finally, these hits were clustered together based on
sequence similarity of their proteins.
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Results

As expected, VTG was highly up-regulated in fish exposed to the high concentration of the
estrogen while no regulation could be seen in fish exposed to the low concentration (Figure
1, Paper 6). Furthermore, other known estrogen responsive gene were also regulated (zona
pellucida proteins). These genes were, in addition, verified to be robust by the meta-
analysis (Figure 2, Paper 6). Candidates for novel, sensitive and robust biomarkers were
found by combining genes that were regulated in both high and low concentration with
genes found robust by the meta-analysis. One such gene was nucleoside disphosphate
kinase (nm23), which was also verified to be up-regulated by quantitative PCR. However,
nm23 needs to be further evaluated to find if it is useful as a biomarker.

25



Additional papers

1. Sven Nelander, Erik Larsson, Erik Kristiansson, Robert Månsson, Olle Nerman, Mag-
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sity of Technology and Göteborg University, Department of Mathematical Statistics,
http://www.math.chalmers.se/Math/Research/Preprints/2007/32.pdf.
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Mats Rudemo‡ Olle Nerman∗∗

∗Chalmers University of Technology, first two authors contributed equally,
erikkr@math.chalmers.se

†Chalmers University of Technology, first two authors contributed equally, an-
ders.sjogren@math.chalmers.se

‡Chalmers University of Technology, rudemo@math.chalmers.se
∗∗Chalmers University of Technology, nerman@math.chalmers.se

Copyright c©2005 by the authors. All rights reserved. No part of this publication may
be reproduced, stored in a retrieval system, or transmitted, in any form or by any means,
electronic, mechanical, photocopying, recording, or otherwise, without the prior written
permission of the publisher, bepress, which has been given certain exclusive rights by the
author. Statistical Applications in Genetics and Molecular Biology is produced by The
Berkeley Electronic Press (bepress). http://www.bepress.com/sagmb



Weighted Analysis of Paired Microarray

Experiments∗
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1 Introduction

DNA microarrays are strikingly efficient tools for analysing gene expression
for large sets of genes simultaneously. They are often used to identify genes
that are differentially expressed between two conditions, e.g. before and after
some treatment. A drawback is that the technology involves several consec-
utive steps, each exhibiting large quality variation. Thus there is a strong
need for quality assessment and quality control to handle occurrences of poor
quality, as is clearly pointed out in Johnson and Lin (2003) and Shi et al.
(2004).

Despite the observed need for effective quality control, standard operat-
ing procedures for quality assurance of the entire chain of processing steps
have only recently been proposed (Ryan et al., 2004, for one-channel experi-
ments). However, even utilising an optimal quality control procedure aiming
at removing low quality arrays and/or individual gene measurements (e.g.
spots), there will always be a marginal region with some measurements be-
ing of decreased quality without being worthless, as noted in Ryan et al.
(2004). Consequently, it should be possible to make progress by integrating
quality control quantitatively into the analysis following the lab steps and
low-level analysis, taking quality variations into account.

When integrating the quality concept into the analysis, the quality of
different parts of the dataset should ideally be estimated from data and used
in the subsequent selection of differentially expressed genes. Here we intro-
duce a method, called Weighted Analysis of paired Microarray Experiments
(referred to as WAME), for the analysis of paired microarray experiments,
e.g. comparison of pairs of treatment conditions and many two-colour exper-
iments. WAME aims at estimating array- or repetition-wide quality devia-
tions and integrates the quality estimates in the statistical analysis. Only the
observed gene expression ratios are used in the quality assessment, making
the method applicable to most paired microarray experiments, independent
of which DNA microarray technology is used.

In short WAME identifies and downweights repetitions (biological or tech-
nical) of pairs (corresponding to individuals or to arrays) with decreased
quality for many genes. Repetitions with positively correlated variations, e.g.
caused by shared sources of variation, are similarly down-weighted. Thus,
estimates of differential expression with improved precision and tests with
increased power are provided.

As a useful complement to the WAME analyses we suggest pair-wise plots
of log-ratios of gene expression measurements. Such plots are supplied for all
three real datasets analysed, and are particularly useful for understanding
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which patients or arrays are up- or down-weighted.
In the adopted model, log ratios of measured RNA-levels are assumed

normally distributed. The covariance structure is specified by parameters of
two types: (i) a global covariance matrix signifying different quality for dif-
ferent repetitions and (ii) gene specific multiplicative factors. The latter have
inverse gamma prior distribution with one gene-specific parameter, which is
estimated by an empirical Bayes method.

The paper is organised as follows. In Section 2, some background on
microarray quality and a selected literature review are presented. This is
followed by a detailed description of our model. Methods for estimating the
parameters and a likelihood ratio test for identifying differentially expressed
genes are derived. We give a summary of the computational procedure in-
cluding a reference to R code available from the Internet. In the following
section simulations are used to compare WAME to four currently used meth-
ods: (i) average fold change, (ii) ordinary t-test, (iii) the penalized t-statistic
of Efron et al. (2001), and (iv) the moderated t-statistic of Smyth (2004).
Next, WAME is applied to three real datasets, the Cardiac dataset of Hall
et al. (2004), the Polyp dataset of Benson et al. (2004) and the Swirl dataset
(Dudoit and Yang, 2003). The results obtained are discussed in a subse-
quent section and some derivations and mathematical details are given in an
appendix.

2 Background

To put the quality control aspect of our model into context, the different
steps and sources of variation in typical paired microarray experiments are
outlined below. In addition, a selection of publications dealing with quality
control for microarray experiments are briefly reviewed.

2.1 Sources of variation in typical microarray experi-
ments

The first step, after decision on experimental design, of a microarray ex-
periment aiming at identifying differentially expressed genes would typically
be to determine how biological samples should be acquired. In experiments
dealing with homogeneous groups of single cell organisms, such as yeast, in
highly controlled environments, this task is typically less complex than when
dealing with heterogeneous groups of multicellular organisms, such as hu-
mans. Here selection of subjects and cells from the relevant organ, e.g. by
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biopsy or laser dissection, are complicated tasks.
From the biological sample the following lab-steps are performed: RNA

extraction, reverse transcription (and in vitro transcription), labelling, hy-
bridisation to arrays and scanning. The parts of the scanned images corre-
sponding to the different genes (i.e. spots or probe-pairs) are identified and
quantified. In addition, background correction may be performed. Subse-
quently, normalisation of the quantified measurements is performed to han-
dle global differences. In the case of Affymetrix type arrays, 11-20 pairs of
quantitative measurements are combined into one expression level estimate
for each gene. For an experiment of paired type, one log2-ratio of the expres-
sion level estimates is calculated for each pair and gene. These log2-ratios
are then used to examine which genes are differentially expressed.

In several of the steps mentioned above there are substantial quality varia-
tions. For example, the quantity and quality of the RNA in biopsies may vary
considerably. There are sometimes evidence of poor quality making it pos-
sible to remove obviously worthless samples. Nevertheless, there will always
be a marginal region with measurements of reduced quality without being
worthless. In addition, some variations are hard to detect before the actual
normalised log2-ratios are computed, e.g. non-representative tissue distribu-
tion in human biopsies. An additional aspect of quality control is systematic
errors, where the variations of different repetitions are correlated. This could
be due to shared sources of variation, such as simultaneous processing in lab
steps or non-representative tissue composition in the biopsies.

Another potentially important factor is the quality of the arrays used for
the measurements. Flaws in the manufacturing process might make mea-
surements for individual genes inferior. This is more of a problem in the
case of spotted arrays, for which there are only one or a few spots per gene.
However, such bad spots can often be detected. The quality control in the
actual manufacturing of microarrays is certainly very important but will not
be further discussed here.

2.2 A brief review of some relevant publications

In Johnson and Lin (2003) and Shi et al. (2004) the general need for improved
quality assurance in the context of DNA microarray analysis is emphasised.
Tong et al. (2004) implement a public microarray data and analysis software
and note that “Although the importance of quality control (QC) is generally
understood, there is little QC practise in the existing microarray databases”.
They include some available measures of quality for different steps in the
analysis in their database.
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Dumur et al. (2004) survey quality control criteria for the wet lab steps
of Affymetrix arrays, going from RNA to cDNA. Additionally, three sources
of technical variation (hybridisation day, fluidic scan station, fresh or frozen
cDNA) are evaluated using an ANOVA model.

Ryan et al. (2004) present guidelines for quality assurance of Affymetrix
based microarray studies, utilising a variety of techniques for the different
steps, some of which are shown to agree. A sample quality control flow
diagram is suggested, including steps from extracted RNA to the quantified
arrays.

Chen (2004) aims screens out ineligible arrays (Affymetrix type) using a
graphical approach to display grouped data. Park et al. (2005) similarly aim
at identifying outlying slides in two-channel experiments by using scatterplots
of transformed versions of the signals from the two channels.

Tomita et al. (2004) use correlation between arrays (Affymetrix type) to
evaluate the RNA integrity of the individual arrays, by forming an average
correlation index (ACI). The ACI is shown to correlate with several existing
quality factors, such as the 3’-5’ ratio of GAPDH.

Li and Wong (2001) and Irizarry et al. (2003) introduce estimates of
expression levels for probe-sets in Affymetrix type arrays, based on linear
models of probe-level data. Bolstad (2004) extend the use of such probe-
level models (PLM), e.g. by plotting residuals from the robust regression. It
is thereby possible to visually assess the quality of the actual scanned and
hybridised arrays, potentially detecting errors in certain steps of microarray
experiments based on Affymetrix type arrays.

Several papers have been written on the quality control of individual
measurements of genes (spots or probes). Wang et al. (2001, 2003) define a
spot-wise composite score from various quantitative measures of quality of
individual spots in spotted microarrays. They further perform evaluations
on several in-house datasets, showing that when bad spots are removed, the
variance of all gene-specific ratios in one chip is decreased. In Hautaniemi
et al. (2003) Bayesian networks are used to discriminate between good and
bad spots with training data provided by letting experienced microarray users
examine the arrays by hand.

In the papers discussed above the countermeasure against low-quality
spots or arrays is to treat them as outliers and to remove them. Again,
there will always be a marginal region with some measurements being of
decreased quality without being worthless. An interesting approach using
weighted analysis of the microarray gene expression data is due to Bakewell
and Wit (2005). The starting point is a variance component model for the
log expression mean for a spot i with variance σ2

b + σ2
i /mi, where σ2

b is
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the variance between spots while σ2
i is the variance between pixels in spot

i and mi is the effective number of pixels. For each gene the spots are
weighted inversely proportional to estimated variances, and different genes
are essentially treated independent of each other. Only quality deviations of
the actual hybridised spots are included in the model.

In Yang et al. (2002) the variance of different print tip groups or arrays
in cDNA experiments are estimated by a robust method. The need for scale
normalisation between slides is determined empirically, e.g. by displaying box
plots for the log ratios of the slides.

The model we propose (WAME) assesses the quality of different arrays
quantitatively by examining the computed log2-ratios. Thus, quality devi-
ations in all steps leading to the gene expression estimates are included, as
long as the quality deviations occur for a wide variety of measured genes.
Furthermore, shared systematic errors are taken care of via estimated covari-
ances between repetitions. The assessed qualities are incorporated into the
analysis based on the statistical model presented in the next sections.

In microarray experiments there are often relatively few replicates, result-
ing in highly variable gene-specific variance estimates. To use the information
in the large number of measured genes to handle this problem, an empirical
Bayes approach (Robbins, 1956; Maritz, 1970) can be taken, determining a
prior distribution from the data, thus moderating extreme estimates. This
approach has been used in Baldi and Long (2001), Lönnstedt and Speed
(2002) and Smyth (2004).

3 The model

The experimental layouts studied in the present paper are restricted to
comparisons of paired observations from two conditions. For each gene
g = 1, . . . , NG and each pair of measurements i = 1, . . . , NI , let Xgi with
expected value µg be the normalised log2-ratio of the observed gene expres-
sions from the two conditions. Thus, µg measures the expected log2 ratio of
the RNA concentrations of the two conditions.

In Section 2.1 it was noted that there may exist dependencies between
repetitions, e.g. due to systematic errors. Furthermore, different arrays may
have different precision in their measurements of the gene expressions. To
describe this, we use a covariance structure matrix Σ which models precision
as individual variances for the different repetitions and dependencies between
repetitions as covariances.

Due to both technical and biological reasons the observations for the dif-
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ferent genes have different variability, and a gene-specific multiplicative factor
cg for the covariance matrix is introduced. The cg-variables for different genes
are assumed to be independent. Given cg the vector Xg consisting of all rep-
etitions for gene g is assumed to have a NI-dimensional normal distribution
with mean vector µg1 and covariance matrix cgΣ. The vectors Xg for dif-
ferent genes are also assumed independent. This independence assumption
is optimistic but we believe that it is not critical in the Σ-estimation step
owing to the large number of genes.

In microarray experiments, the number of experimental units is typically
fairly small and estimates of cg utilising only information from the mea-
surements with gene g may be highly variable. Therefore prior information
is introduced as a prior distribution for cg, which serves to moderate the
estimates of cg. The prior for cg is assumed to be an inverse gamma dis-
tribution with a parameter α determining the spread of the distribution, in
effect determining the information content in the prior. The inverse gamma
distribution is a conjugate prior distribution for the variance of a normal
distribution and has as such been used in Bayesian and empirical Bayesian
analysis of microarray data before (Baldi and Long, 2001; Lönnstedt and
Speed, 2002; Smyth, 2004).

The model can be summarised as follows: We observe Xg = (Xg1, . . . , XgNI
)

where g = 1, . . . , NG. Let Σ be a covariance matrix with NI rows and
columns, cg a set of gene-specific variance scaling factors and α a hyperpa-
rameter determining the spread of the prior distribution for cg. Then for
fixed µg, Σ and α,

cg ∼ Γ−1(α, 1) and

Xg | cg ∼ NNI
(µg1, cgΣ) ,

(1)

and all variables corresponding to different genes are assumed independent.

4 Inference

4.1 Estimation of a scaled version of the matrix Σ

Estimating Σ may appear easy but it turns out to be rather intricate and
there are several issues involved.

Firstly, there are trivial solutions that give infinite likelihood of the model.
For instance, if the gene-specific mean value µg is equal to the observation
of one of the repetitions the likelihood goes to infinity as the corresponding
variance goes to zero. To avoid this complication the assumption that the
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differential expression of most genes is approximately zero is introduced tem-
porarily. This assumption is not as consequential as it might sound, since it is
made by most of the procedures that have become de facto standard in the
(preceding) normalisation step, one example being the loess normalisation
method (Yang et al., 2002). Nevertheless, it does limit the set of experimen-
tal setups that can be treated and the proportion of genes that are regulated
must not be too large. The impact of this assumption is further investigated
by the simulation study in Section 5.2. For the rest of Section 4.1, µg is thus
set equal to zero for all g = 1, . . . , NG.

Another issue is the scaling of Σ. For each gene, the covariance matrix is
scaled with the random variable cg which has an inverse gamma distribution
with a parameter which is unknown in a first stage. To address this issue, the
estimation of Σ is performed in two steps. In the first step, a transformation
is applied to Xg such that the transformed vector has a distribution that is
independent of cg. To simplify notation the index g will be dropped from Xg

and cg in the rest of this section. Let U = (U1, . . . , UNI
) where

Ui =

{
X1 if i = 1
Xi/X1 if 2 ≤ i ≤ NI

. (2)

The distribution of the vector U has the density

fU | c,Σ(u) = fX | c,Σ(x(u))|J(u)|

where J is the corresponding Jacobian. Some algebra shows that the scaling
factor c cancels for U2, . . . , UNI

and by integrating over U1, we get the density

fU2,...,UNI
| Σ(u2, . . . , uNI

) =

∫ ∞

−∞
fU | c,Σ(u) du1

= C |Σ|−1/2 [
vTΣ−1v

]−NI/2
,

(3)

where C is a normalisation constant and v = (1, u2, . . . , uNI
). The distribu-

tion (3) is independent of c and the marginal distribution of ui is a Cauchy

distribution translated with ρ1,iσi,i/σ1,1 and scaled with
√

1− ρ2
1,iσi,i/σ1,1,

where ρ1,i is the correlation between X1 and Xi and σi,i is the variance of
Xi. This shows that ρ1,i and σi,i/σ1,1 are identifiable. Analogously, from the
one dimensional Cauchy distributions of Uj/Uk = Xj/Xk, , j = 2, . . . , NI ,
k = 2, . . . , NI and j 6= k, it follows that all other correlations and variance
ratios are identifiable as well.

From (3) we see that the distribution of (U2, . . . , UNI
) is unchanged if we

multiply Σ with a constant. Let us therefore fix one element of Σ, e.g. we

7Kristiansson et al.: Weighted Analysis of Paired Microarray Experiments

Produced by The Berkeley Electronic Press, 2005



set the first element in the first row equal to one. Let Σ∗ denote the matrix
thus obtained. Then

Σ∗ = λΣ, (4)

and the constant λ will be estimated together with the hyperparameter α as
described below in Section 4.2. Thus estimation of the covariance matrix Σ
will be carried out in two steps: first estimate Σ∗ with one element fixed and
then estimate λ.

Numerical maximum likelihood based on the distribution (3) is used to
produce a point estimate of Σ∗. Here the number of unknown parameters are
NI(NI + 1)/2, growing as N2

I . To get an efficient implementation C/C++ is
combined with R (R Development Core Team, 2004). The resulting compu-
tational time for three arrays is less than a second and for 30 arrays it takes
a few hours.

4.2 Estimation of the hyperparameter α and the scale λ

In this section, we develop methods for estimation of the hyperparameter α as
well as the scale parameter λ in (4). From the model assumptions in Section
3 we recall that cg has an inverse gamma distribution with hyperparameter
α, e.g.

cg | α ∼ Γ−1(α, 1).

The inference of α will be based on the statistic

Sg = (AXg)
T(AΣAT)−1AXg,

where A is an arbitrary NI − 1×NI matrix with full rank and each row sum
equal to 0. It follows that the distribution of Sg conditioned on cg is a scaled
chi-square distribution with NI − 1 degrees of freedom,

Sg | cg ∼ cg · χ2
NI−1 .

The unconditional distribution of Sg can be calculated by use of the fact
that a gamma distribution divided by another gamma distribution has an
analytically known distribution, a beta prime distribution (Johnson et al.,
1995, page 248). Thus,

Sg | α ∼ 2× β′ ((NI − 1)/2, α) , (5)

which has the density function

fSg | α(sg) =
1

2

Γ(α + (NI − 1)/2)

Γ(α)Γ((NI − 1)/2)

(sg/2)(NI−1)/2−1

[1 + sg/2]α+(NI−1)/2
.
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In the same fashion, denote the variance estimator based on Σ∗ in (4) by S∗
g ,

that is,
S∗

g = (AXg)
T(AΣ∗AT)−1AXg . (6)

It follows that, S∗
g = Sg/λ so

S∗
g | α, λ ∼ 2/λ× β′ ((NI − 1)/2, α) . (7)

Assuming independence between the genes, α and λ can now be estimated
by numerical maximum likelihood. The estimated value of the (unscaled)
covariance matrix Σ can then be calculated from Equation (4). Results from
simulations show that the estimation of α and λ is accurate enough for real-
istic values (results not shown). In the following sections, these parameters
are therefore assumed to be known.

4.3 The posterior distribution of cg

The posterior distribution of cg is not explicitly used in the calculations
above, but still of general interest. As previously mentioned, the distribution
of Sg conditioned on cg is a scaled chi-square distribution with NI−1 degrees
of freedom. Since chi-square distributions and inverse gamma distributions
are conjugates, the posterior distribution of cg given Sg is an inverse gamma
distribution as well. We find

cg ∼ Γ−1 (α, 1)

cg | Sg ∼ Γ−1

(
α + (NI − 1)/2, 1 +

Sg

2

)
,

and the prior can be interpreted as representing 2α pseudo observations,
which add a common variance estimate to all genes. A discussion regarding
the use of this model in microarray analysis can be found in Lönnstedt and
Speed (2002) and Smyth (2004) and a general discussion in Robert (2003)
Section 4.4.

4.4 Inference about µg

In this section we derive a statistical test for differential expression based on
the WAME model. The hypotheses for gene g can be formulated as

H0 : gene g is not regulated (µg = 0)

HA : gene g is regulated (µg 6= 0).
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A test suitable for the hypothesis H0 is the likelihood ratio test (LRT) based
on the ratio of the maximum values of the likelihood function under the
different hypotheses. With our notation we reject H if

sup
HA

L (µg|xg)

sup
H0

L (µg|xg)
=

sup
µg 6=0

L (µg|xg)

L (0|xg)
≥ k, (8)

where k, 1 ≤ k < ∞, sets the level of the test. To calculate the likelihood
function, we need to integrate over cg, e.g.,

L (µg|x) =

∫
fX | µg ,cg ,Σ(x)fcg | α(cg) dcg

= (2π)−NI/2 |Σ|−1/2 Γ(NI/2 + α)

Γ(α)

[
(xg − µg1)T Σ−1 (xg − µg1)

2
+ 1

]−(α+NI/2)

.

It is now straight forward to calculate the denominator L(0|xg) in (8) and
some algebra shows that the numerator is maximised by µ̂g = x̄w

g , where

x̄w
g =

1TΣ−1

1TΣ−11
xg , (9)

is a weighted mean value of the observations. Analogously, we define the
random variable X̄w

g by replacing xg with Xg. Then,

X̄w
g |cg ∼ N

(
µg,

cg

1TΣ−11

)
and it can be shown that

wT =
1TΣ−1

1TΣ−11
(10)

is the weight vector that minimises the variance of wTXg. The weights in
equation (10) will depend on the covariance matrix as follows. A repeti-
tion with high variance will have a low weight while a repetition with low
variance will have a high weight. Moreover, a positive high correlation be-
tween repetitions will cause decreased weights. Note that if a repetition is
highly correlated with a repetition with lower variance, its weight can actu-
ally become negative. According to the theory, this is nothing strange but
practically this is of course not satisfying. Fortunately, such extreme cases
seem to be rare in the microarray context and if they appear, the source of
the correlation should be investigated and one could consider removing the
negatively weighted repetition.
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Evaluation of the likelihood function at 0 and x̄w
g and a few calculations

show that the inequality (8) is equivalent to

|x̄w
g |√

sg + 2
≥ k′

where sg is the observed value of Sg defined in Section 4.2 and k′ is some
non-negative constant. Define

Tg =
√

1TΣ−11 (NI − 1 + 2α)
X̄w

g√
Sg + 2

(11)

and reject the null hypothesis if

|Tg| ≥ k′′,

where k′′ is another non-negative constant. The statistic Tg will be referred
to as the weighted moderated t-statistic since it is a weighted generalisation of
the moderated t-statistic derived by Lönnstedt and Speed (2002) and refined
by Smyth (2004). Indeed, if all repetitions have equal estimated variances and
no estimated correlations, Tg becomes equivalent to the result in Section 3
in Smyth (2004). To calculate the value of k′′ that corresponds to a given
level of the test, the distribution of Tg needs to be derived. Under the null
hypothesis, it turns out to be a t-distribution with 2α + NI − 1 degrees of
freedom,

Tg ∼ t2α+NI−1 . (12)
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4.5 Summary of the computational procedure

The computational procedure is summarized below in eight steps including
three types of model control. R code corresponding to these steps is available
from http://wame.math.chalmers.se.

(i) To estimate Σ∗, optimize numerically the product of the right members
of (3) for all genes as a function of Σ with the element in the upper
left corner set equal to 1. For each gene v = (1, u2, . . . , uNI

) with
u2, . . . , uNI

given by (2).

(ii) Compute S∗
g , g = 1, . . . , NG, in (6) for some full rank NI−1×NI matrix

A with zero row sums.

(iii) Estimate α and λ by numerical maximum likelihood with the distribu-
tion (7) for S∗

g , g = 1, . . . , NG, assumed to be independent.

(iv) Compute Σ = (1/λ)Σ∗.

(v) For each gene g compute X̄w
g from (9) with xg replaced by Xg and

compute Tg from (11) with Sg = λS∗
g . From the Tg-values p-values may

be computed from the distribution (12) and a gene ranking list may be
produced.

(vi) Compute the empirical distribution of Tg, g = 1, . . . , NG, and plot it
together with the density of the theoretical distribution (12) as a model
control. The corresponding q-q plot is expected to coincide with the
theoretical distribution in the central part but typically not in the tails.

(vii) Compute the empirical distribution of Sg, g = 1, . . . , NG, and plot it
together with the density of the theoretical distribution (5) as a model
control.

(viii) As an additional model control, plot pairwise log2-ratios for repetitions
as in Figures 3, 6 and 8 below.
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5 Results from simulations

5.1 Comparison to similar gene ranking methods

A simulation study was done to compare the performance of WAME to four
published methods. These methods were

• Average fold-change

• Ordinary t-statistic

• Efron’s penalized t-statistic

• Smyth’s moderated t-statistic

The average fold-change for a gene is simply the mean value over all the
observed log2-ratios and the ordinary t-statistic is the average fold-change
divided by the corresponding sample standard deviation. These two methods
have traditionally been popular gene ranking methods and it is therefore
interesting to see how they perform. Another method introduced in Efron
et al. (2001) is the penalized t-statistic which is a modified version of the
ordinary t-statistic where a constant has been added to the sample standard
deviation. The motivation for this adjustment is the unreliability of the t-
statistic in situations when only a few repetitions are used. The constant
used here was chosen as the 90th percentile of the empirical distribution of
the sample standard deviations, according to Efron et al. (2001). Finally,
the moderated t-statistic is included. It was developed and implemented by
Smyth (2004) and it is available in the R package LIMMA (Smyth et al.,
2003). The moderated t-statistic can be seen as a refined version of the
B-statistic which was first presented in Lönnstedt and Speed (2002). In the
paired microarray context, WAME is a generalisation of LIMMA in the sense
that the two models are identical when all repetitions have the same variance
and no correlations exist.

All methods were applied to a series of simulated datasets with different
settings and the number of true positives as a function of false positives was
plotted, generating several so called receiver operating characteristic (ROC)
curves. The average over 100 datasets was used to produce a single curve
where each dataset was created as follows. The number of genes (NG) was
fixed to 10000, the number of repetitions (NI) to 4 and the hyperparameter
α to 2. These values were chosen since they are typical for real datasets.
The covariance matrix Σ is fixed and for each gene g the following steps were
done.
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1. cg was sampled from an inverse gamma distribution according to the
model specification.

2. A vector of NI = 4 independent observations was drawn from a normal
distribution with mean value zero and variance one. This vector was
then multiplied by the square-root matrix of Σ.

3. If this particular gene was selected to be regulated, then the absolute
mean value for each of the NI elements was drawn from a uniform
distribution between 0 and 2.

5% of the genes were randomly selected and set to be upregulated. Analo-
gously, 5% were downregulated resulting in totally 10% regulated genes. It
should be noted that it is only the total number of regulated genes that had
an impact on the performance for the different methods, not the number of
upregulated genes compared to the number of downregulated genes.

Four cases, all with different covariance matrices, were studied. In the
first case, all of the repetitions had variances equal to 1 and there were no
correlations, thus Σ was an identity matrix. The ROC curves produced by
the simulated data can be seen in the upper part of Figure 1. WAME and
LIMMA performs best, closely followed by the penalized t-statistic. Note
that WAME and LIMMA have almost identical performance in this case
and, as mention above, this was expected since the weighted moderated t-
statistic and the moderated t-statistic are almost equivalent for this setting.
Another interesting detail is the weak performance of the t-statistic due to
its instability issues when only few repetitions are used.

In the second case, different variances were introduced. Σ was again a
diagonal matrix but with the values 0.5, 1, 1.5 and 2 on the diagonal, thus all
correlations were again zero. The ROC curves can be seen in the lower part
of Figure 1. As before, WAME and LIMMA are the methods that performs
best, but in this case, WAME performs better since it put less weight on the
repetitions with high variance.

To investigate the impact of correlations, the third case used

Σ =


1.0 0.4 0.2 0.0
0.4 1.0 0.4 0.2
0.2 0.4 1.0 0.4
0.0 0.2 0.4 1.0

 . (13)

This corresponds to a case when there are both high and low correlations
between the repetitions. The upper part of Figure 2 shows that WAME
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performs slightly better than both LIMMA and the penalized t-statistic since
it estimates the correlations and takes them into account.

Finally, in the fourth case both different variances and correlations were
included. The variances and correlations were identical to the ones in the
second and third cases respectively, i.e. variances of 0.5, 1.0, 1.5, 2.0 and
correlations of 0, 0.2 and 0.4, the latter placed according to (13). The result
can be seen in the lower part of Figure 2. Here, the largest advantage of
using WAME can be seen. For a rejection threshold such that half of the
selected genes are true positives, using WAME results in almost a third less
false positives which can correspond to hundreds of genes.

All four simulations show that WAME and its weighted moderated t-
statistic perform at least as good as the moderated and penalized t-statistics.
In the case of both different variances and correlations between the repeti-
tions, WAME performs clearly better than all of the included methods. Both
the average fold-change and the ordinary t-statistic have poor performance
in the current setting with only four repetitions.

5.2 Evaluation of the point estimator of Σ

The estimation of Σ is one of the crucial steps when applying WAME since
errors made will affect estimates of other entities such as α and the weighted
mean value x̄w

g . The resulting precision and accuracy when numerical max-
imum likelihood is applied to the distribution in equation (3) are therefore
interesting questions, both when the model assumptions hold and when they
are violated. In an attempt to partially answer these questions, Σ was es-
timated from different simulated datasets and the results were compared to
the true values. The datasets were created according to the description in
the previous section and the same parameters were used, i.e. NG = 10000,
NI = 4 and α = 2. Five different cases, listed in Table 1, were examined. As
in the previous section, 100 datasets were simulated for each setting and for
each such dataset the covariance matrix Σ and the hyperparameter α were
estimated according to Section 4. Table 2 summarises the result where the
true value of Σ, the mean value of the estimated Σ as well as the standard
deviations are listed. It should be noted that in all cases, except for case III,
α is estimated with high accuracy and precision.

In the first two cases (I and II), the covariance matrix was estimated with-
out any bias and with low standard deviation showing that the methods are
accurate under the model assumptions. In case III the normal distribution
was substituted against a t-distribution with 5 degrees of freedom, having
substantially heavier tails. The estimated Σ seems to be slightly biased to-
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Figure 1: ROC curves from simulated data. The pair at the top, from the
first case, show the performance of the evaluated methods on data with equal
variances of 1 for all replicates and no correlations. The pair at the bottom,
from the second case, analogously show the performance on data with differ-
ent variances of 0.5, 1, 1.5, 2 and no correlations. The parameters used for
these two simulations were as follows. NG = 10000, NI = 4, α = 2 and 10%
of the genes were regulated. The figures to the right are magnifications of
the dashed boxes to the left.
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Figure 2: ROC curves from simulated data. The pair at the top, from
the third case, show the performance of the evaluated methods on data with
equal variances of 1 for all replicates and correlations of 0, 0.2 and 0.4, placed
according to (13). The pair at the bottom, from the fourth case, analogously
show the performance on data with different variances of 0.5, 1, 1.5, 2 and
correlations of 0, 0.2 and 0.4, placed according to (13). The parameters used
for these two simulations were as follows. NG = 10000, NI = 4, α = 2 and
10% of the genes were regulated. The figures to the right are magnifications
of the dashed boxes to the left.
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Case Correlation Heavy tails Regulated genes Filter
I No No None No
II Yes No None No
III Yes Yes None No
IV Yes No Yes, 10% No
V Yes No Yes, 10% Yes, 5% removed.

Table 1: Descriptions of the five different settings used in this simulation
study. When correlations are used, they follow the structure in equation
(13).

ward higher variances and α was estimated to be 1.55 instead of 2. This
pattern was also seen when the degrees of freedom were increased to 10 and
15 (results not shown). In case IV 10% of the genes were set to be regulated
and since no differentially expressed genes are assumed, the regulation leads
to positive correlations and increased variance estimates. Having 10% of the
genes regulated is a rather high number, but not extreme. Therefore, a filter
was applied to minimise the impact of regulated genes on the estimation of
the covariance matrix. For each gene g, the filter calculates the minimal ab-
solute value of the fold change, which will be denoted Xg,min. Removing the
top 5% of the genes with highest Xg,min gave a much better estimate of Σ,
which is included as case V. Note that the genes were only removed from the
the estimate of Σ∗, i.e. the arbitrarily scaled Σ, and not from the estimates
of α and λ. Also note that the number 5% depends on several parameters,
such as the total number of regulated genes and the covariance matrix itself.
The results of the filtering procedure on real data is presented in the next
section.

6 Results from real data

WAME was run on three real data sets: the ischemic part of the dataset of
Hall et al. (2004), the dataset of Benson et al. (2004) (henceforth referred to
as the Cardiac and Polyp datasets, respectively) and the Swirl dataset (de-
scribed in Section 3.3 of Dudoit and Yang, 2003). These datasets represent
microarray experiments with different characteristics; different laboratories,
both two-colour cDNA and one-channel oligonucleotide (Affymetrix) arrays,
different tissues and two different species (human and zebrafish). The Car-
diac and Swirl datasets are publicly available.
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True Σ Mean estimated Σ Sample
standard deviation

I
0.50 0.00 0.00 0.00
0.00 1.00 0.00 0.00
0.00 0.00 1.50 0.00
0.00 0.00 0.00 2.00

0.50 0.00 -0.00 -0.00
0.00 1.01 -0.00 0.00

-0.00 -0.00 1.51 -0.00
-0.00 0.00 -0.00 2.02

0.01 0.01 0.01 0.01
0.01 0.04 0.02 0.01
0.02 0.02 0.05 0.02
0.01 0.01 0.01 0.07

II
0.50 0.28 0.17 0.00
0.40 1.00 0.49 0.28
0.20 0.40 1.50 0.69
0.00 0.20 0.40 2.00

0.50 0.28 0.17 0.00
0.40 1.00 0.50 0.29
0.20 0.40 1.51 0.70
0.00 0.20 0.40 2.00

0.02 0.01 0.01 0.01
0.01 0.04 0.02 0.03
0.01 0.01 0.06 0.04
0.01 0.01 0.01 0.11

III
0.50 0.28 0.17 0.00
0.40 1.00 0.49 0.28
0.20 0.40 1.50 0.69
0.00 0.20 0.40 2.00

0.51 0.29 0.18 -0.00
0.40 1.01 0.50 0.28
0.20 0.40 1.52 0.70

-0.00 0.20 0.40 2.03

0.02 0.01 0.01 0.01
0.01 0.04 0.02 0.02
0.01 0.01 0.05 0.03
0.01 0.01 0.01 0.07

IV
0.50 0.28 0.17 0.00
0.40 1.00 0.49 0.28
0.20 0.40 1.50 0.69
0.00 0.20 0.40 2.00

0.61 0.39 0.28 0.11
0.48 1.11 0.60 0.39
0.28 0.45 1.61 0.80
0.10 0.25 0.43 2.11

0.02 0.02 0.02 0.01
0.01 0.04 0.03 0.01
0.01 0.01 0.06 0.04
0.01 0.01 0.01 0.08

V
0.50 0.28 0.17 0.00
0.40 1.00 0.49 0.28
0.20 0.40 1.50 0.69
0.00 0.20 0.40 2.00

0.46 0.21 0.11 -0.02
0.33 0.90 0.38 0.22
0.14 0.34 1.39 0.59

-0.02 0.16 0.36 1.93

0.01 0.01 0.01 0.02
0.01 0.02 0.02 0.02
0.01 0.02 0.06 0.03
0.02 0.01 0.01 0.07

Table 2: Result from the estimations of Σ from each of the five different
cases. Correlations are shown in italic and covariances in non-italic. The
parameter values used were NG = 10000, NI = 4 and α = 2. The mean
values and sample standard deviations were calculated from the results of
100 simulated datasets. Refer to Table 1 for a description of the different
cases.
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The Cardiac dataset is described to have been strictly quality controlled
by a combination of several available methods. The dataset is therefore
interesting to examine to see if WAME detects relevant differences in quality
even in an example of a quality controlled, publicly available dataset. The
Polyp dataset includes one biopsy that was previously thought to be an
outlier and therefore discarded, thus providing a case with one seemingly
lesser quality to be detected. In the Swirl dataset, two highly differentially
expressed genes exist. Therefore, it is of interest to check that those genes are
highly ranked by WAME. Furthermore, the Swirl dataset has been analysed
previously in Smyth (2004).

6.1 Cardiac dataset

In the public dataset from Hall et al. (2004), heart biopsies from 19 patients
with heart failure were harvested before and after mechanical support with
a ventricular assist device. The aim of the study was to “define critical
regulatory genes governing myocardial remodelling in response to significant
reductions in wall stress”, where a first step was to identify differentially
expressed genes between the two conditions.

Affymetrix one-channel oligonucleotide arrays of type HG-U133A were
used in the study, each containing 22283 probe-sets. The quality of the ar-
rays was controlled using quality measures recommended by Affymetrix as
well as by the program Gene Expressionist (GeneData, Basel, Switzerland).
The quality of the different lab steps leading to the actual hybridisations
were controlled using standard methods. The 19 patients were divided into
three groups: ischemic (5 patients), acute myocardial infarction (6 patients)
and non-ischemic (8 patients). The ischemic group was the smallest and
consequently the one where quality variations might make the biggest dif-
ference. It was therefore chosen for further examination using WAME, to
see if relevant quality variations could be detected despite the close quality
monitoring.

The dataset was retrieved in raw .CEL-format from the public repository
Gene Expression Omnibus (Edgar et al., 2002). The .CEL-files were subse-
quently processed using RMA (Irizarry et al., 2003) on all the arrays of the 19
patients simultaneously. Patient-wise log2-ratios of the five ischemic patients
were then formed by taking pairwise differences of the log2 measurements
before and after implant.

Applying WAME to the patient-wise log2-ratios provided interesting re-
sults. The estimated covariance matrix (see Table 3) suggests that two of the
five patients (I13 and I7) were substantially more variable than the others,
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while the correlations between patients were rather limited. These numbers
seem credible when examining Figure 3, where for each pair of patients, the
respective log2-ratios of all genes were plotted against each other. The plots
clearly show that the observations of the two patients in question (I13 and
I7) are more variable than the others.

The corresponding weights, derived from the estimated covariance matrix
Σ, are shown in Table 4. As was discussed in Sections 4.1 and 5.2, when
estimating Σ all genes are assumed to be non-differentially expressed. To
examine the impact of potentially regulated genes on the estimation of Σ,
the analysis was redone, removing genes with high lowest absolute log2-ratio
in the estimation of Σ, as described in Section 5.2. The individual elements
of the estimated covariance matrix and of α changed only slightly, even when
as much as 50% of the data was removed (data not shown). This is reflected
in the weights in Table 4.

Patient
Patient I12 I13 I4 I7 I8

I12 0.046 0.003 0.001 0.012 0.002
I13 0.033 0.196 -0.014 0.007 -0.001
I4 0.023 -0.126 0.065 0.013 0.002
I7 0.111 0.030 0.102 0.258 -0.017
I8 0.040 -0.011 0.038 -0.152 0.047

Table 3: Estimated covariance-correlation matrix, Σ, for patients in the Car-
diac dataset. (Correlations in italic, covariances in non-italic.)

Patient
Removed genes I12 I13 I4 I7 I8

none 0.297 0.091 0.232 0.053 0.326
5% 0.301 0.089 0.233 0.054 0.323
10% 0.303 0.087 0.235 0.053 0.321
50% 0.323 0.082 0.240 0.046 0.308

Table 4: Weights for patients in the Cardiac dataset. Different numbers of
potentially regulated genes were removed in the estimation of Σ, to check
their influence. Potential regulation was measured by minimal absolute log2-
ratio among the patients.

The hyperparameter α related to the spread of the gene-specific variance
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Figure 3: Pair-wise plots of the log2-ratios of the patients in the Cardiac
dataset. The plots to the lower-left show two-dimensional kernel density
estimates of the distribution of log2-ratios in each pair of patients. This pro-
vides information in the central areas where the corresponding scatterplots
are solid black (cf. Figure 6 in Huber et al., 2003). The colour-scale is, in
increasing level of density: white, grey, black and red.
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scaling factors, cg, was estimated to be 1.92, giving a heavy tail for the
prior distribution. Thus removing cg by transformation when estimating Σ
(Section 4.1) is justified.

Inspecting the fitted distribution of Sg given α = 1.92 against the em-
pirical distribution of Sg reveals a good fit (see Figure 4), implying that the
family of inverse gamma prior distributions is rich enough for this dataset.
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Figure 4: Empirical distribution of Sg in the Cardiac dataset, together with
the density of Sg given α = 1.92.

Examining the observed values of the statistic, Tg, compared to the ex-
pected null distribution reveals a good overall concordance (see Figure 5).
Some genes have a larger tg than can be explained by the null distribution,
which points toward some of them being up-regulated by the treatment (see
the qq-plot in Figure 5).

6.2 Polyp dataset

In the dataset from Benson et al. (2004), biopsies from nasal polyps of five
patients were taken before and after treatment with local glucocorticoids.
The goal was to examine closer the mechanisms behind the effect of the
treatment and one step was to identify differentially expressed genes. Tech-
nical duplicates stemming from the same extracted RNA were run for each
biopsy on Affymetrix HG-U133A arrays. This gave a dataset of 20 arrays
and 22283 probe-sets.

Comparing each of the arrays in the dataset with all arrays from other
patients and/or conditions, by looking at pair-wise scatterplots, the arrays
from before treatment of patient 2 consistently showed larger variation than
any other. The biopsy in question was found to be considerably smaller than
the others, providing possible explanations such as non-representativeness
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Figure 5: To the left, a histogram of the observed Tg-values together with the
density of the null distribution (in red), in the Cardiac dataset. To the right, a
quantile-quantile plot where the observed values of Tg are plotted against the
quantiles of Tg under the null hypothesis. The central part of the empirical
distribution follows the identity line well, showing good concordance with
the null distribution. For high positive Tg-values, the observations clearly
deviate from the predicted ones, pointing at the existence of up-regulated
genes.

in tissue distribution. The data from patient 2 was therefore excluded in
Benson et al. (2004).

WAME would preferably identify the patient 2 observation as having
larger variation and downweight it. The data was processed using RMA
(Irizarry et al., 2003) and the log2-ratio for each patient was formed by taking
differences between the averages over the technical duplicates, before and
after treatment, combining 4 arrays for each patient into one set of log2-
ratios. Making one scatter plot of the two sets of log2-ratios for each pair
of patients (Figure 6) clearly indicates that patient 2 is more variable than
patients 1,3 and 5. Interestingly, the measurements from patients 1 and 2
seem to be highly correlated and patient 4 seems to have high variability.

Estimating the covariance matrix, Σ, the correlation between patients 1
and 2 is estimated to 0.82 (see Table 5), which is high but not unbelievable
when studying Figure 6. The variance of patient 2 is furthermore estimated
to be four times that of patient 1. Examining the resulting weights, patient 2
actually receives a weight of −2% (see Table 6). The negativeness is a result
of its variance being much higher than that of patient 1, together with them
being highly correlated. As negative weights seem questionable, a natural
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Figure 6: Pair-wise plots of the log2-ratios of the patients in the Polyp
dataset. The plots to the lower-left show two-dimensional kernel density
estimates of the distribution of log2-ratios in each pair of patients. This pro-
vides information in the central areas where the corresponding scatterplots
are solid black (cf. Figure 6 in Huber et al., 2003). The colour-scale is, in
increasing level of density: white, grey, black and red.
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solution is to remove patient 2, which was done in (Benson et al., 2004).
Beside the result of the very low weight for patient 2, the other patients
receive distinctly different weights, which is interesting.

Patient
Patient 1 2 3 4 5

1 0.300 0.493 0.000 -0.012 -0.067
2 0.822 1.200 0.004 0.041 -0.157
3 0.002 0.012 0.091 -0.071 -0.055
4 -0.038 0.067 -0.417 0.319 0.102
5 -0.291 -0.340 -0.434 0.430 0.178

Table 5: Estimated covariance-correlation matrix, Σ, for patients in the
Polyp dataset. (Correlations in italic, covariances in non-italic.)

Patient
Removed genes 1 2 3 4 5

none 0.179 -0.026 0.483 0.104 0.260
5% 0.181 -0.025 0.481 0.104 0.259
10% 0.180 -0.024 0.482 0.103 0.259
50% 0.157 -0.015 0.506 0.100 0.252

Table 6: Weights for the patients in the Polyp dataset. Different numbers of
potentially regulated genes were removed, to check their potential influence in
the estimation of Σ. Potential regulation was measured by minimal absolute
log2-ratio among the patients.

The hyperparameter α, related to the spread of the gene-specific variance
scaling factors, cg, was estimated to 1.97, giving infinite variance for the
distribution of cg. The fit of Sg given α = 1.97 was very good (see Figure 10
in the Appendix).

As in the Cardiac dataset, the weights were steadily estimated when
potentially regulated genes were removed in the estimation of the covariance
matrix Σ (see Table 6). The estimated correlations between patients 3, 4
and 5 were reduced somewhat. Removing 5% of the genes reduced those
correlations by 0.03-0.04 and removing 10% reduced them by 0.06-0.07. The
high correlation between patient 1 and 2 was only slightly reduced (<0.03),
even when 50% of the genes were removed.
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Examining the observed values of the statistic, Tg, compared to the ex-
pected null distribution (see Figure 7) reveals a good overall concordance.
Some genes have a more extreme Tg than can be explained by the null distri-
bution, which points toward many of them being regulated by the treatment
(see the qq-plot in Figure 7).
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Figure 7: To the left, a histogram of the observed Tg-values together with the
density of the null distribution (in red), in the Polyp dataset. To the right, a
quantile-quantile plot where the observed values of Tg are plotted against the
quantiles of Tg under the null hypothesis. The central part of the empirical
distribution follows the identity line well, showing good concordance with
the null distribution. For extreme Tg-values, the observations clearly deviate
from the predicted ones, pointing at the existence of regulated genes.

6.3 Swirl dataset

In the Swirl experiment (Dudoit and Yang, 2003), one goal was to identify
genes that are differentially expressed in zebrafish carrying a point mutated
SRB2 gene, compared to ordinary, wild-type zebrafish. SRB2 and one of its
known targets, Dlx3 are expected to be highly differentially expressed in this
experiment, thus these genes should be highly ranked using WAME. The
Swirl dataset has been examined in Smyth (2004).

The dataset consists of four two-colour cDNA microarrays with 8448
spots, with publicly available data. We used standard pre-processing to
compensate for effects such as background and dye bias. Background cor-
rection subtract and within-array normalisation print tip loess were used in
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the LIMMA package (Smyth et al., 2003). Between-array scale normalisation
(Yang et al., 2002) was not performed in contrast to the analysis in Smyth
(2004). When including between-array scale normalisation in combination
with LIMMA in the simulation study of Section 5.1 the performance was not
notably increased (results not shown). However, the model used for simu-
lation leaves the signals unaffected when noise levels varies, which may be
questionable for some sources of variation.

Making one scatter plot of the log2-ratios for each pair of arrays (Figure 8)
indicates that array 2 is less variable than the others, while the genes with
lowest log2-ratio on array 1 seem to be outliers, since they are not extreme in
any other array. Examining the estimated covariance matrix (see Table 7),
array 2 indeed receives the highest variance. In addition, there are substantial
correlations between arrays 1 and 3, 2 and 4 and 3 and 4, which is also
indicated by the scatter-plots (Figure 8).

Array
Array 1 2 3 4

1 0.128 0.007 0.079 0.017
2 0.066 0.086 -0.002 0.038
3 0.489 -0.017 0.203 0.076
4 0.136 0.371 0.482 0.124

Table 7: Estimated covariance-correlation matrix, Σ, for the arrays in the
Swirl dataset. (Correlations in italic, covariances in non-italic.)

When re-performing the estimation of Σ after removing potentially regu-
lated genes (in analogy with the analyses of the Polyp and Cardiac datasets),
the correlations were decreased somewhat. Removing 5% of the genes de-
creased the three high correlations by 0.02-0.06, while removing 10% de-
creased them by 0.04-0.08. However, the corresponding weights only changed
marginally (see Table 8).

The hyperparameter α was estimated to 1.89. Further analysis of the
dataset shows that the distribution of Sg fits the predicted distribution of Sg

well given α = 1.89 (see Figure 11 in in the Appendix). The observed values
of the statistic, Tg, seem to fit the null distribution well (see Figure 9).

Since the point mutated gene, SRB2 and one of its known targets, Dlx3,
are expected to be highly differentially expressed, their actual ranking is of
interest. In Table 9 below, the top 20 genes as ranked by WAME are listed.
The values of some widely used statistics are included for comparison. The
rankings by WAME and the moderated t-statistic (Smyth et al., 2003) are

28 Statistical Applications in Genetics and Molecular Biology Vol. 4 [2005], No. 1, Article 30

http://www.bepress.com/sagmb/vol4/iss1/art30



Figure 8: Pair-wise plots of the log2-ratios of the arrays in the Swirl dataset.
The plots to the lower-left show two-dimensional kernel density estimates of
the distribution of log2-ratios in each pair of patients. This provides infor-
mation in the central areas where the corresponding scatterplots are solid
black (cf. Figure 6 in Huber et al., 2003). The colour-scale is, in increasing
level of density: white, grey, black and red.
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Array
Removed genes 1 2 3 4

none 0.289 0.474 0.072 0.165
5% 0.288 0.469 0.076 0.166
10% 0.290 0.462 0.075 0.173
50% 0.282 0.447 0.087 0.184

Table 8: Weights for the arrays in the Swirl dataset. Different numbers of
potentially regulated genes were removed, to check their potential influence in
the estimation of Σ. Potential regulation was measured by minimal absolute
log2-ratio among the arrays.
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Figure 9: To the left, a histogram of the observed Tg-values together with the
density of the null distribution (in red), in the Swirl dataset. To the right, a
quantile-quantile plot where the observed values of Tg are plotted against the
quantiles of Tg under the null hypothesis. The central part of the empirical
distribution follows the identity line well, showing good concordance with
the null distribution. For extreme Tg-values, the observations clearly deviate
from the predicted ones, pointing at the existence of regulated genes.
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quite similar, while the rankings by the ordinary t-statistic and the average
log2-ratio (i.e. fold change) are rather different than the one by WAME,
which was expected. All four spots for the two validated genes are included
in WAME’s top 20 list (see Table 9). It could be noted that the ordinary t-
statistics and LIMMA’s moderated t-statistics are both generally numerically
larger than the WAME values. One reason for this seems to be that the
reference distributions of the ordinary t-statistics and LIMMA’s moderated
t-statistics show q-q plots that differ from the reference distribution by a
higher slope also in the central part (data not shown but compare the figure
on page 24 in Smyth et al. (2003)) in contrast to the plot in the right part
of Figure 9. We have also performed a simulation study with a covariance
matrix as in Table 7 and with 10% of the genes differentially expressed. It
shows better ROC curves with WAME than with the other two methods
(data not shown) in a similar way as in Figure 2.

7 Discussion

A problem with the microarray technology is that it involves several consec-
utive steps, each exhibiting large quality variations. Thus there is a strong
need for quality assessment and quality control to handle occurrences of
poor quality. In this paper, we introduce the WAME method for the anal-
ysis of paired microarray experiments, which aims at estimating array- or
repetition-wide quality deviations and integrates these estimates in the sta-
tistical analysis.

The quality deviations are modelled here as different variances for differ-
ent repetitions (e.g. arrays) as well as correlations between them in a covari-
ance matrix Σ, catching both unequal precision and systematic errors. Genes
have different variability (biological and technical), which is modelled by a
gene-specific variance scaling factor cg. Given this structure, the pair-wise
measured log2-ratios for each gene are assumed to be normally distributed.

Estimation of the covariance matrix is complicated by the gene-specific
scaling factors and unknown differential expressions µg. We assume that
most genes are not differentially expressed (µg = 0) and the gene-specific
scaling factors are removed by a transformation. A scaled version of Σ is
estimated by numerical maximum likelihood. The assumed restricted dif-
ferential expression restrains the experimental setups that can be analysed,
but similar assumptions are made in procedures that have become de facto
standard in the (preceding) normalisation step.

Since most microarray experiments contain only a few repetitions, the
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Name ID average ordinary moderated WAME
log2-ratio t-statistic t-statistic

fb85d05 18-F10 -2.66 -18.41 -20.79 -15.15
fb58g10 11-L19 -1.60 -14.32 -14.15 -11.51
control Dlx3 -2.19 -15.91 -17.57 -11.17
control Dlx3 -2.19 -13.58 -16.08 -9.84

fb24g06 3-D11 1.32 19.52 13.62 9.80
fb54e03 10-K5 -1.20 -25.74 -13.11 -9.66
fc22a09 27-E17 1.26 24.76 13.68 9.50
fb40h07 7-D14 1.35 14.15 12.69 9.12
fb85a01 18-E1 -1.29 -17.35 -13.01 -8.81
fb87f03 18-O6 -1.08 -27.90 -12.06 -8.80
fb37e11 6-G21 1.23 14.37 11.94 8.47
fb94h06 20-L12 1.28 15.41 12.54 8.46
fb87d12 18-N24 1.28 12.96 11.87 8.39
control BMP2 -2.24 -8.63 -11.78 -8.33
fc10h09 24-H18 1.20 15.05 11.92 8.23
fb85f09 18-G18 1.29 11.50 11.38 8.22
control BMP2 -2.33 -8.37 -11.58 -7.95

fb26b10 3-I20 1.09 15.50 11.17 7.81
fb37b09 6-E18 1.31 11.57 11.55 7.78
fc22f05 27-G10 -1.19 -10.42 -10.44 -7.70

Table 9: The top 20 most probably regulated genes in the Swirl dataset
according to WAME.

32 Statistical Applications in Genetics and Molecular Biology Vol. 4 [2005], No. 1, Article 30

http://www.bepress.com/sagmb/vol4/iss1/art30



estimates of the gene-specific variance scaling factors cg are imprecise, which
may lead to false conclusions. An empirical Bayes approach is used with an
inverse gamma prior distribution that moderates extreme estimates similar
to (Baldi and Long, 2001; Lönnstedt and Speed, 2002; Smyth, 2004). The hy-
perparameter α determining the spread of the prior distribution is estimated
by numerical maximum likelihood together with the scale of the previously
estimated arbitrarily scaled Σ.

In the present paper, quality is modelled in a general manner by the
covariance structure matrix Σ. In some microarray experiments, additional
information is available, for example, shared sources of variation may be
known. Quantitative quality measures may also be available, e.g. spot shape
features or residuals from the fitting of probe-level models (Bolstad, 2004).
It is possible to explicitly model some such sources of variation, for example
using random or fixed effects (cf. Bakewell and Wit (2005)) and to include
quality measures as covariates. However, such models would likely focus on
some of the clearer sources of variation but leave out more involved and hard
modelled sources. One can view our method as an attempt to identify the
effects on the single gene level of those variability sources, with the prior
distribution modelling the noise structure of a random gene from the whole
gene population. An approach combining explicit modelling with a general
covariance structure would be interesting as future work.

To identify differentially expressed genes a likelihood-ratio test is derived,
resulting in the weighted moderated t-statistic, which is a generalisation of
the moderated t-statistic in Smyth (2004). The estimated covariance matrix
Σ is used to produce both weights for the different repetitions and gene-
specific variance estimates. The weighted mean is the estimate of differential
expression with minimal variance.

As discussed above, array- or repetition-wide quality deviations in all
steps leading to the observed log2-ratios are estimated and incorporated in
the analysis. The current paper is restricted to paired two-sample settings
where most genes are non-differentially expressed. A generalisation similar
to Smyth (2004) should be possible for experiments with pairwise measure-
ments. The scaled estimate of the covariance matrix Σ could be calculated
according to the procedure in the current paper (cf. Section 4.1). The un-
known scale of the covariance estimate, as well as the parameter α of the
prior distribution for the gene-specific variance scales, could be estimated
utilising generalised residual sums of squares for all genes, appropriately de-
fined through the norm determined by Σ (cf. Sg in Section 4.2). Tests for
single or multiple identifiable linear combinations of expected values could
be derived as in the current paper to get weighted moderated t-statistics and
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modified F -statistics. Work on generalisations, with simulated and real data
sets is in progress.

A simulation study was done to compare the performance of WAME
to four published methods. On data without correlations and with equal
variances between repetitions, WAME performs as well as the moderated
t-statistic which assumes this structure. When correlations and/or unequal
variances are included, WAME performs better than the other methods. In
one case, using WAME results in almost a third less false positives which
can correspond to hundreds of genes. Evaluating the point estimator of the
covariance matrix Σ revealed good precision and accuracy when no regulated
genes were present. Including 10% regulated genes resulted in a bias, which
was partly handled by removing genes likely to be regulated. In both cases
estimation of the hyperparameter α was nearly unbiased and accurate. The
estimate of Σ was essentially unbiased when heavy tails were introduced in
contrast to the estimate of α which was 1.55 instead of 2. As a practical con-
sideration, filtering of seemingly regulated genes may be appropriate when
a relatively large number of genes can be expected to be regulated. How-
ever, results from real and simulated data indicate that such filtering results
in largely unchanged weights, reducing its importance. Also, in the cases
studied the unfiltered statistic is slightly conservative (results not shown).

Three real datasets were analysed: the ischemic part of the dataset of
Hall et al. (2004), the dataset of Benson et al. (2004) and the Swirl dataset
(Dudoit and Yang, 2003). In all cases, relevant correlations and differences in
precision between replicates were found, even in the first dataset which had
been quality controlled using several available methods. The exact origin
of the correlations is an interesting, open question. In the second dataset
one previously identified outlier was practically removed by WAME. In the
Swirl dataset, expected differentially expressed genes are ranked among the
top 20. Relevant empirical distributions showed good fit to the theoretical
distributions, indicating that the family of prior distributions for cg is flexible
enough and that the normality assumption is satisfactory.

The model used in WAME is optimistic in several ways. Exact normality
is not to be expected and the independence between the genes is hard to
fully justify. The noise structure may also be different for the regulated
genes, e.g. if there are several normalising procedures involved in the pre-
processing step. This may affect the power, which points towards the use of
a moderated impact of Σ on the weights in the final analysis. Thus, even
if simulations under the model assumptions show highly promising results,
there are many experimental situations where the model assumptions may
not be justified. We intend to look further into different robustness questions

34 Statistical Applications in Genetics and Molecular Biology Vol. 4 [2005], No. 1, Article 30

http://www.bepress.com/sagmb/vol4/iss1/art30



for model deviations in the future.
The role of microarray experiments is often to test for regulation of tens

of thousands of genes as an exploratory tool to derive candidate ranking
lists of potentially regulated genes, which in subsequent steps will be biologi-
cally interpreted and validated by more precise techniques. We find that our
approach competes well with other methods in the production of such lists.

To summarise, WAME estimates and integrates array- or repetition-wide
quality deviations in the analysis of paired microarray experiments. An em-
pirical Bayes approach is used to moderate the gene-specific variance esti-
mates, resulting in a weighted moderated t-statistic with a derived distribu-
tion. The performance of WAME has been evaluated on both simulated and
real microarray data. The simulations show a considerable advantage relative
to four other methods studied, particularly for data with unequal variances
or correlations among repetitions. The three real datasets studied indicate
that data with unequal variances or correlations should be quite common.
The model controls with diagnostic plots also show satisfactory results for
all three real datasets.
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Appendix

Additional Figures
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Figure 10: Empirical distribution of Sg in the Polyp dataset, together with
the density of Sg given α = 1.97.
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Figure 11: Empirical distribution of Sg in the Swirl dataset, together with
the density of Sg given α = 1.89.
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Mathematical details

We observe Xg = (Xg1, . . . , XgNI
) where g = 1, . . . , NG. Let Σ be a covari-

ance structure matrix for the NI repetitions, cg a set of gene-specific variance
scaling factors and α a hyperparameter determining the shape of the prior
distribution for cg. Then for fixed µg, Σ and α,

cg ∼ Γ−1(α, 1),

Xg | cg ∼ NNI
(µg1, cgΣ)

and all variables corresponding to different genes are assumed independent.

Estimation of a scaled version of the matrix Σ

Assume that µg = 0 for all g. Under this assumption, it is possible to derive
a scale independent estimate of the covariance matrix Σ by a transformation
of the vector Xg. This is done as follows (the index g is dropped to increase
the readability). Let U = (U1, . . . , UNI

) where

Ui =

{
X1 if i = 1
Xi/X1 if 2 ≤ i ≤ NI .

The inverse becomes

Xi =

{
U1 if i = 1
UiU1 if 2 ≤ i ≤ NI

and the Jacobian can be derived to

J(u1, . . . , uNI
) = uNI−1

1 ,

so for U ∈ RNI the density becomes

fU | c,Σ(u) = fX | c,Σ (x(u)) |J(u)|

= (2π)−NI/2 c−NI/2 |Σ|−1/2 |u1|NI−1e−
u2
1

2c
vTΣ−1v.

where v = (1, u2, . . . , uNI
)T. Integration over u1 yields

fU2,...,UNI
| Σ(u2, . . . , uNI

| Σ) =

∫ ∞

−∞
fU | c,Σ(u | c, Σ) du1

= C |Σ|−1/2 [
vTΣ−1v

]−NI/2
,

(14)
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where C is a normalisation constant and v is defined as above. This density
is scale invariant with respect to the parameter Σ in the sense that for any
scalar λ,

fU2,...,UNI
| Σ(u2, . . . , uNI

|λΣ) = fU2,...,UNI
| Σ(u2, . . . , uNI

|Σ).

Thus, it is also independent of c and under the assumption of independent
genes, the log-likelihood function becomes

l(Σ) = C ′ − NG

2
log (|Σ|)− NI

2

Ng∑
g=1

log
(
vT

gΣ
−1vg

)
,

where C ′ is a constant that is independent of Σ. Numerical maximisation
yields a scaled version of Σ, denoted Σ∗. Here the first element in the first
row of Σ∗ is fixed to one.

Estimation of the hyperparameter α and the scale λ

From the model assumptions, we know that

cg ∼ Γ−1(α, 1).

Assume that Σ is known and define

Sg = (AXg)
T(AΣAT)−1AXg,

where A is a contrast matrix, i.e. a matrix of dimension NI − 1 × NI , with
full rank and with each row sum equal to 0. It follows that

Sg ∼ cg × χ2
NI−1 .

The unconditional distribution of Sg can be derived by integrating over cg,
i.e.,

fSg | α(sg) =

∫ ∞

0

fSg | cg(s)fcg | α(cg) dcg

=
1

2

(s/2)(NI−1)/2−1

Γ (α) Γ((NI − 1)/2)

∫ ∞

0

c−α−(NI−1)/2−1e−(s/2+1)/cg dcg

=
1

2

Γ(α + (NI − 1)/2)

Γ(α)Γ((NI − 1)/2)

(s/2)(NI−1)/2−1

[1 + s/2]α+(NI−1)/2
.

This is a beta prime distribution (also called a beta distribution of the second
kind) (Johnson et al., 1995) with parameters NI − 1 and α which is denoted
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β′(NI−1, α). Since only a scaled version of Σ, denoted Σ∗, is assumed known
from the primary estimation step, the following entities are defined. Let

Σ∗ = λΣ

S∗
g = (AXg)

T(AΣ∗AT)−1AXG = Sg/λ,

where λ is the unknown scale for Σ∗. It follows that

S∗
g ∼ 2/λ× β′(NI − 1, α).

The log likelihood function for S∗
g can be derived to

l(α, λ|{sg}NG
g=1) = C + NG [(NI − 1)/2 log(λ) + log Γ(α + (NI − 1)/2)− log Γ(α)]

− (α + (NI − 1)/2)

NG∑
g=1

log(sgλ/2 + 1).

Numerical maximum likelihood is used to estimate α and λ, which together
with Σ∗ can be used to calculate an estimate for Σ.

Inference about µg

The hypotheses that are interesting to test are if different genes are regulated
or not, that is for each g,

H0 : gene g is not regulated (µg = 0)

HA : gene g is regulated (µg 6= 0).

To test these hypotheses a maximum likelihood ratio (LRT) test is derived.
For each g, we reject H0 if

sup
µg 6=0

L (µg|xg)

L (0|xg)
≥ k,

where 1 ≤ k < ∞. The likelihood L can be calculated by integration over
cg, i.e.

L (µg|x) =

∫
fX | µg ,cg ,Σ(x)fcg | α(cg) dcg

= (2π)−NI/2 |Σ|−1/2 Γ(NI/2 + α)

Γ(α)

[
(xg − µg1)T Σ−1 (xg − µg1)

2
+ 1

]−NI/2−α

.
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To calculate the numerator in the likelihood ratio we need to maximise L
over µg, which is the same as minimising

(xg − µg1)T Σ−1 (xg − µg1) .

A little algebra shows that this optimum corresponds to the argument

µ̂g =
1TΣ−1

1TΣ−11
xg .

We will use x̄w
g to denote this weighted sum and it can be shown to be

the weighted mean with least variance. The maximum value of the likelihood
function becomes

L(x̄w
g |xg) = (2π)−NI/2 |Σ|−1/2 Γ(NI/2 + α)

Γ(α)

[
xT

gΣ
−1xg − (x̄w

g )21TΣ−11

2
+ 1

]
.

Using this, the likelihood ratio test statistic can be rewritten as

L
(
x̄w

g |xg

)
L (0|xg)

=

[
xT

gΣ
−1xg + 2

xT
gΣ

−1xg −
(
x̄w

g

)2
1TΣ−11 + 2

]NI/2+α

=

[
1 +

(
x̄w

g

)2
1TΣ−11

xgΣ−1xg −
(
x̄w

g

)2
1TΣ−11 + 2

]NI/2+α

=

[
1 +

(
x̄w

g

)2
1TΣ−11(

xg −
(
x̄w

g

)
1
)T

Σ−1
(
xg −

(
x̄w

g

)
1
)

+ 2

]NI/2+α

=

[
1 +

(x̄w
g )21TΣ−11

(Awxg)
T Σ−1 (Awxg) + 2

]NI/2+α

where Aw is the contrast matrix

Aw =


1− w1 −w2 −w3 . . . −wNI

−w1 1− w2 −w3 . . . −wNI

. . . . . . . . . . . . . . .
−w1 −w2 −w3 . . . 1− wNI


and wi is the i:th element of the vector

1TΣ−1

1TΣ−11
.
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The next step is to show that

(Awxg)
T Σ−1 (Awxg) = sg . (15)

To do that, we first note that for any pair of contrast matrices A1 and A2

with NI columns and of rank NI − 1, with each row sum equal to zero,

(A1xg)
T (A1ΣAT

1)
− (A1xg) = (A2xg)

T (A2ΣAT

2)
− (A2xg) .

Here a generalised inverse is used, defined as BB−B = B, which gives

B−1 = B−

when B is invertible. Now,

sg = (Axg)
T (AΣAT)−1 (Axg) = (Awxg)

T (AwΣAT

w)− (Awxg) ,

so we can prove (15) by showing that

(Awxg)
T Σ−1 (Awxg) = (Awxg)

T (AwΣAT

w)− (Awxg) .

Since Aw is idempotent, this is the same as proving that

(AwΣAwT)− = AT

wΣ−1Aw .

Writing Aw as

Aw = I − 1
1TΣ−1

1TΣ−11

it follows that

AwΣAT

w

(
AT

wΣ−1Aw

)
AwΣAT

w =AwΣAT

wΣ−1AwΣAT

w

=

[
I − 1

1TΣ−1

1TΣ−11

]
Σ

[
I − 1

1TΣ−1

1TΣ−11

]T

Σ−1

×
[
I − 1

1TΣ−1

1TΣ−11

]
Σ

[
I − 1

1TΣ−1

1TΣ−11

]T

=

[
Σ− 11T

1TΣ−11

]
Σ−1

[
Σ− 11T

1TΣ−11

]
=Σ− 11T

1TΣ−11
= AwΣAT

w .

Thus,
(AwΣAT

w)− = AT

wΣ−1Aw
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and (15) is proved.
Using this result, we can write the LRT as

|x̄w
g |√

sg + 2
≥ k′, (16)

where 0 ≤ k′ < ∞ is a new constant. To derive the distribution of the
statistic that corresponds to (16) under the null hypothesis, we proceed as
follows. Let

Tg =
√

1TΣ−11 (NI − 1 + 2α)
X̄w

g√
Sg + 2

.

Then since
X̄w

g ∼ N
(
0,

cg

1TΣ−11

)
it can be shown that X̄w

g is independent to all elements of AwXg and thus
to Sg. Furthermore,

Tg =
X̄w

g /
√

cg/1TΣ−11√
Sg/cg + 2/cg/

√
NI − 1 + 2α

,

where the numerator is independent of Sg and has the same normal distri-
bution conditionally on all cg (and thus also unconditionally), showing that
the denominator in this ratio expression is independent of the numerator. A
similar argument shows that Sg/cg and 2/cg are independent, and since they
are chi-square distributed with NI−1 and 2α degrees of freedom respectively,
the sum is chi-square distributed with NI−1+2α degrees of freedom. Hence,
under the null hypothesis, Tg is a t-distribution with NI − 1 + 2α degrees of
freedom,

Tg | Σ, α ∼ tNI−1+2α .

We call Tg the weighted moderated t-statistic.
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In microarray experiments, several steps may cause sub-optimal quality and the need for qual-
ity control is strong. Often the experiments are complex, with several conditions studied simul-
taneously. A linear model for paired microarray experiments is proposed as a generalisation of
the paired two-sample method by Kristiansson et al. (2005). Quality variation is modelled by dif-
ferent variance scales for different (pairs of) arrays, and shared sources of variation are modelled
by covariances between arrays. The gene-wise variance estimates are moderated in an empirical
Bayes approach. Due to correlations all data is typically used in the inference of any linear com-
bination of parameters. Both real and simulated data are analysed. Unequal variances and strong
correlations are found in real data, leading to further examination of the fit of the model and of
the nature of the datasets in general. The empirical distributions of the test-statistics are found to
have a considerably improved match to the null distribution compared to previous methods, which
implies more correct p-values provided that most genes are non-differentially expressed. In fact,
assuming independent observations with identical variances typically leads to optimistic p-values.
The method is shown to perform better than the alternatives in the simulation study.
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1 Introduction

Microarray experiments involve a series of steps, ranging from selection of
biological samples to hybridisation and scanning of arrays, each producing
data with varying quality. There is therefore a pressing need for quality
control (Johnson and Lin, 2003).

In Kristiansson et al. (2005) an analysis procedure called Weighted Anal-
ysis of Paired Microarray Experiments (WAME) was proposed for paired
two-sample microarray experiments. Quality was modelled as a common
covariance structure for all genes, giving each pair of observations a vari-
ance estimate and catching shared sources of variation by covariances. To
reflect the different variability of different genes, gene-specific scaling factors
for the covariance structure matrix were introduced, having inverse gamma
prior distribution (cf. Lönnstedt and Speed (2002) and Smyth (2004)). A
weighted moderated t-test was derived to identify differentially expressed
genes between the two conditions. For three real datasets both distinctly dif-
ferent variances and high correlations were estimated, rendering substantial
differences between the array- or patient-specific weights. Furthermore, the
empirical distributions of the respective resulting p-values were considerably
improved compared to the examined alternative methods.

In the present paper, a generalisation of Kristiansson et al. (2005) is
suggested, allowing for general paired experiments. This is now stated in
a generalised linear model framework (Arnold, 1980; Smyth, 2004). The
covariance structure is general, allowing correlations between all pairs. Tests
for contrast type linear combinations of parameters are derived, analogous to
the test for differential expression between conditions in the two-sample case.
This results in moderated t- and F -tests. Results from analyses of simulated
data are presented briefly to assess the benefit of the method in cases where
the model assumptions are true.

Two real datasets with multiple conditions are investigated, with inter-
esting results. In one case, a two-colour cDNA microarray experiment is
investigated, comparing gene expression of wild-type and knock-out mice to
a common reference pool. Here correlations may be expected, since one chan-
nel originates from the very same mRNA pool, sharing multiple sources of
variation. In the other case, 19 human patients divided into 3 groups are in-
vestigated before and after treatment with a ventricular assist device. Some
relatively high correlations between measurements from patients in different
groups are detected. In tests for differential expression within one group data
from other groups is therefore included. The results are compared with the
corresponding results of Kristiansson et al. (2005).
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2 The generalised linear model

2.1 Model assumptions and formulation

The model introduced in this paper is designed for microarray experiments
with paired observations from s different conditions (s ≥ 2). For each gene
g = 1, . . . , NG let the vector γg = (γg1, . . . , γgs)

T contain the expectation of
the logarithm (base 2) of the amount of mRNA from each of the s conditions.
Assume that n ≥ 2 pair-wise differences of some of these conditions are
observed, denoted by the vector

Xg = (Xg1, . . . , Xgn).

Let µg be the expectation of the vector Xg and let D be an n × s design
matrix with rank p such that

µg = Dγg.

Since all observations are pair-wise differences, D will have row sums equal
to zero.

As discussed in Kristiansson et al. (2005), there may exist both differ-
ences in precisions and systematic effects between the paired observations
and therefore, a gene-independent unknown covariance structure matrix Σ
is introduced. The gene-specific variability is modelled by scaling Σ with a
factor cg, which is assumed to be independent for different genes. The vec-
tors Xg are also assumed to be independent and, conditional on cg, normally
distributed, i.e.,

Xg | cg ∼ N
(
µg, cgΣ

)
. (1)

The subspace V ⊂ Rn will denote the p-dimensional vector space spanned
by the columns of D, thus µg ∈ V . Conditional on cg, this model is sometimes
referred to as a generalised linear model (Arnold, 1980).

Many microarray experiments consist of few observations for each gene,
which makes gene-specific variance estimates imprecise. Therefore, a prior
distribution for cg is introduced and assumed to be an inverse gamma distri-
bution with unknown shape parameter α and the scale parameter fixed to 1,
i.e.

cg ∼ Γ−1(α, 1).

This choice is motivated by the fact that the inverse gamma distribution is a
conjugate prior for the variance of a normal distribution. An empirical Bayes
approach will be used to estimate the hyperparameter α, a method that has
been proven successful in the context of microarray analysis (Baldi and Long,
2001; Lönnstedt and Speed, 2002; Smyth, 2004; Kristiansson et al., 2005).
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2.2 Examples of parametrisation

The model described above is suitable for a vast number of experimental
setups and two examples will now be given. Figure 1(a) shows an illustration
of a direct comparison (Churchill, 2002) where the conditions A1 and A2 are
compared against B1 and B2 respectively. Two observations are used for
each pair of conditions resulting in four observations in total. One way to
parametrise such a design is to let

γg = (γA1 , γA2 , γB1 , γB2)
T

and use the design matrix

D =


1 0 −1 0
1 0 −1 0
0 1 0 −1
0 1 0 −1

 .

����
??

����
����
??

����
A1 A2

B2B1

(a)

����
A

AAK
A

AAK

����
�
���

�
���

����
A B

CR

(b)

Figure 1: Two examples of experimental setup in microarray analysis; (a) is a
direct comparison and (b) a common reference design. Circles corresponds to
different conditions and arrows corresponds to pair-wise observations between
the conditions. The heads of the arrows indicate which of the conditions that
are numerators in the pair-wise log-ratios (i.e. colored ”red”).

Note that the model suggested in Kristiansson et al. (2005) only works
for direct comparisons between two conditions and is a special case of the
more general model described here.

Another widely used experimental setup is the common reference design
where two or more conditions are compared through one or more references
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(Churchill, 2002; Steibel and Rosa, 2005). In Figure 1(b) conditions A and
B are compared through a single reference called CR. A suitable parametri-
sation for this setup is obtained by putting

γg = (γA, γB, γCR)T

and then choosing the design matrix D as

D =


1 0 −1
1 0 −1
0 1 −1
0 1 −1

 .

2.3 Notation

We end this section with some words about notation. In this paper, Rn will
be regarded as a vector space and ‖X‖ will denote the Euclidean norm,

‖X‖2 =
n∑

i=1

X2
i ,

for a random vector X ∈ Rn. For any subspace V , the projection on V based
on the Euclidean norm will be denoted PV X. This projection is by definition
the unique element Y ∈ V such that ‖X−Y‖ is minimised. Moreover, V ⊥

will denote the subspace consisting of all elements in Rn orthogonal to all
the elements in V .

3 Theory

In this section, estimators of the parameters Σ and α are derived together
with a test procedure for linear restrictions of the elements in γg. Many
of the details, especially in Section 3.1 and 3.2, are parallel to Section 4 of
Kristiansson et al. (2005) and are therefore excluded. Implementations in
the statistical language R (R Development Core Team, 2004) for all methods
presented here are available from http://wame.math.chalmers.se.

3.1 Estimation of the covariance matrix

The estimation of the covariance matrix Σ is complicated for a number of
reasons. First there is a scale factor cg that for each gene g scales Σ uniquely.

4 Statistical Applications in Genetics and Molecular Biology Vol. 5 [2006], No. 1, Article 10

http://www.bepress.com/sagmb/vol5/iss1/art10



To remove this dependence of cg, a scale-independent method is used. More-
over, estimating a covariance matrix when the mean value is unknown is
generally not straight forward since there are trivial solutions that give in-
finite likelihood (e.g. take the mean value equal to one observation and the
corresponding variance equal to zero). To circumvent this problem, no reg-
ulated genes between any pair of conditions is assumed, i.e. µg = 0 for all
g. This assumption is temporary for this section and of course not true in
general, but it turns out to be good enough to generate results for data where
a clear majority of the genes are not differentially expressed.

The estimator of Σ can now be derived in a similar way to Kristiansson
et al. (2005). Fix a gene g and put

Ugi =

{
Xg1 if i = 1
Xgi/Xg1 if 2 ≤ i ≤ n.

The distribution of Ug = (Ug1, . . . , Ugn) can be calculated, and by integration
over Ug1, the distribution of (Ug2, . . . , Ugn) is obtained,

fUg2,...,Ugn(ug2, . . . , ugn) = C|Σ|−1/2
(
vT

gΣ
−1vg

)−n/2
,

where vg = (1, ug2, . . . , ugn). This is a multivariate Cauchy distribution,
which is a special case of the multivariate t-distribution (Tong, 1990). Note
that the covariance matrix multiplied by an arbitrary scalar determines the
parameters of this distribution uniquely. Numerical maximum likelihood can
therefore be used to estimate a positive definite matrix Σ∗, which is Σ scaled
by an unknown scalar λ, i.e.,

Σ∗ = λΣ. (2)

To make Σ∗ and λ unique the upper left element in Σ∗ is fixed to one.

3.2 Estimation of the shape and scale parameters

In this section, estimators of the scale λ introduced in the previous sec-
tion and the hyperparameter α are derived. The provisional assumption of
µg = 0 made in the last section is henceforth dropped. Moreover, the scaled
covariance matrix Σ∗ is assumed to be known.

Since both λ and α are associated with the variance of the genes, the esti-
mator will be based on the information available in the vectors independent
(conditionally on cg) of the projection of Xg on V (the maximum likelihood
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estimate of µg). To simplify understanding, we start by transforming Xg

with the square-root of the scaled covariance matrix, i.e.,

X∗
g = Σ∗−1/2Xg,

where Σ∗−1/2 is a positive definite matrix such that Σ∗−1/2Σ∗−1/2 = Σ∗−1

holds. This results in a new model where the variance heterogeneity and
correlations are removed, i.e,

X∗
g | cg ∼ N

(
µ∗

g,
cg

λ
I
)

,

µ∗
g = Σ∗−1/2µg ∈ V ∗ = {Σ∗−1/2v : v ∈ V } for all g. Let S∗

g be the square

length of the projection of X∗
g on V ∗⊥, i.e.,

S∗
g = ‖PV ∗⊥X

∗
g‖2.

Conditional on cg, the distribution of S∗
g will be a scaled chi-squared distri-

bution with n− p degrees of freedom,

S∗
g | cg ∼ cg/λ× χ2

n−p

(Theorem 3.12, Arnold (1980)). Using the model assumption that cg follows
an inverse Γ-distribution, the unconditional distribution of S∗

g can be shown
to be a scaled β′-distribution with parameters (n − p)/2 and α (Johnson
et al., 1995, page 248), i.e.,

S∗
g ∼ 2/λ× β′ ((n− p)/2, α) .

From this, the parameters α and λ can be estimated by numerical maximum
likelihood and Σ can then be estimated from (2). Due to the large number
of genes, the estimates of Σ and α are expected to be precise, so Σ and α are
from now on assumed to be known.

3.3 Inference about γg

Statistical tests of linear hypotheses based on γg will now be derived. For
a fixed gene g, such a hypothesis H0 and the corresponding alternative hy-
pothesis HA can be written as

H0 : Cγg = 0

HA : Cγg 6= 0,
(3)
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where C is a matrix of rank k. We assume that this hypothesis is testable,
i.e., for each row c in C there should exist a vector a ∈ Rn such that aTXg

is an unbiased estimator of cγg. In other words, it should be possible to
estimate the linear combinations of parameters that will be tested. From
testability, it follows that there exists a matrix A with rank k such that

Cγg = Aµg.

Furthermore, let V0 ⊂ V be the null space of A, that is the space of all
possible µg ∈ V such that Aµg = 0. The hypotheses in (3) can then be
stated as H0 : µg ∈ V0, HA : µg ∈ V \ V0.

Two likelihood ratio tests will be derived. First a weighted moderated
F -test, which under the previously described assumptions will work for any
testable hypothesis. Moreover, a weighted moderated t-statistic will be devel-
oped for the case when C only has a single row. In this case, the hypothesis
concerns one linear combination of the elements of the vector µg. This t-test
will of course generate p-values equivalent to the F -test but the form of the
statistic itself has some advantages, such as a sign to indicate up and down
regulation just like the ordinary t-statistic. We start with the more generally
applicable F -statistic.

As in the previous section, the model will be transformed to make the
theory more straight forward. This time Σ is known, so we let X̃g = Σ−1/2Xg.
It follows that

X̃g | cg ∼ Nn

(
µ̃g, cgI

)
where µ̃g = Σ−1/2µg. Moreover, let D̃ = Σ−1/2D and define the spaces Ṽ and

Ṽ0 analogous to V and V0, i.e., let Ṽ be the space spanned by the columns
in D̃ and Ṽ0 be the space with all µ̃g ∈ Ṽ such that Ãµ̃g = 0. As before,

Ã = AΣ1/2 is a matrix with rank k such that Cγg = Ãµ̃g holds.
The likelihood ratio test will be derived as in Kristiansson et al. (2005).

The likelihood function L of the transformed model is calculated by integra-
tion over the prior distribution, resulting in

L(µ̃g|x̃g) =

∫
fX̃g | cg

(x̃g)fcg(cg) dcg = K

[‖x̃g − µ̃g‖2

2
+ 1

]−n/2−α

,

where K is a normalisation constant not depending on x̃g or µ̃g. The likeli-

hood ratio test can now be formed; we reject µ̃ ∈ Ṽ0 if

sup
µ̃g∈Ṽ

L(µ̃g|X̃g)

sup
µ̃g∈Ṽ0

L(µg|X̃g)
> κ (4)
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for a suitable constant κ. The suprema are achieved when µ̃g is the projection

of X̃g on the spaces Ṽ and Ṽ0 respectively,

arg max
µ̃g∈Ṽ

L(µ̃g|X̃g) = P Ṽ X̃g and

arg max
µ̃g∈Ṽ0

L(µ̃g|X̃g) = P Ṽ0
X̃g.

Using some algebra and the Pythagorean theorem it is possible to write the
likelihood ratio test (4) as

‖P Ṽ X̃g − P Ṽ0
X̃g‖2

‖X̃g − P Ṽ X̃g‖2 + 2
=

‖P Ṽ ⊥0 ∩Ṽ X̃g‖2

‖P Ṽ ⊥ X̃g‖2 + 2
> κ′, (5)

where κ′ is a new constant. The subspace Ṽ ⊥
0 ∩ Ṽ consists of all elements

that are in Ṽ and are orthogonal (in the metric induced by the Euclidean
norm) to the elements in Ṽ0, and the subspace Ṽ ⊥ consists of all vectors in
Rn orthogonal to the vectors in Ṽ .

Under the null hypothesis, the distribution of the statistic (5) can be
deduced. Using Theorem 3.11 and Theorem 3.12 in Arnold (1980) it follows
that conditionally on cg, the squared norms of the projections in (5) are
independent and χ2 distributed. The space Ṽ ⊥

0 ∩ Ṽ has dimension k and Ṽ ⊥

has dimension n− p so, conditionally on cg,

‖P Ṽ ⊥0 ∩Ṽ X̃g‖2 ∼ cg × χ2
k

‖P Ṽ ⊥ X̃g‖2 ∼ cg × χ2
n−p.

If we let

T =
n− p + 2α

k

‖P Ṽ ⊥0 ∩Ṽ X̃g‖2

‖P Ṽ ⊥ X̃g‖2 + 2
,

and divide both the numerator and the denominator by cg and use the facts
that 2/cg ∼ χ2

2α and that the sum of two independent χ2 distributed random
variables is χ2 distributed itself, it follows that

T ∼ Fk,n−p+2α.

Explicit formulas for ‖P Ṽ ⊥0 ∩Ṽ X̃g‖2 and ‖P Ṽ ⊥ X̃g‖2 are straight forward
to derive, i.e,

‖P Ṽ ⊥0 ∩Ṽ X̃g‖2 =

XT

gΣ
−1D(DTΣ−1D)−CT

[
C(DTΣ−1D)−CT

]−
C(DTΣ−1D)−DTΣ−1Xg
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and
‖P Ṽ ⊥ X̃g‖2 = XT

g(Σ
−1 − Σ−1D(DTΣ−1D)−DTΣ−1)Xg,

where for any matrix M , M− is used to denote the generalised inverse.
When the matrix C has a single row and thus k = 1, it is also possible to

derive a t-test equivalent to the F -test. Define

X̄w
g = C(DTΣ−1D)−DTΣ−1Xg.

Since C only has one row, X̄w
g is a weighted mean value and hence, condi-

tionally on cg, normally distributed,

X̄w
g ∼ N

(
Cγg, cgC(DTΣ−1D)−CT

)
. (6)

Define the weighted moderated t-statistic as

T ′ =

√
n− p + 2α

C(DTΣ−1D)−CT

X̄w
g√

Sg + 2
,

where
Sg = ‖P Ṽ ⊥ X̃g‖2. (7)

Under the null hypothesis where Cγ = 0, it is possible to show by using
similar arguments as for the F -statistic that

T ′ ∼ tn−p+2α.

4 Simulations

In this section, a simulated time course experiment is used to evaluate the
derived statistics. First, the performance is compared with two other com-
mon methods; the moderated F -statistic (Smyth, 2004) and the ordinary F -
statistic. Then, effects of correlation between arrays at different time-points
are examined.

4.1 Description of the simulated dataset

The simulated experiment consists of three conditions that each is compared
to a common reference condition by three replicates. We will think of this
setup as a time course with three time points and we call the conditions T1,
T2 and T3. An illustration of the design can be seen in Figure 2.
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Figure 2: The experimental design used for the simulation studies.

Each time point had 1% of the genes regulated exclusively. Genes reg-
ulated at more than one time point were also chosen; time point one and
two had 1% genes regulated, time point two and three had 1% regulated
genes and finally, time point one, two and three had 1% regulated genes.
All groups of regulated genes were mutually exclusive and the genes were
selected randomly. Thus, totally 3% of the genes at time point one, 4% of
the genes at time point two and 3% of the genes at time point three were
chosen to be regulated. The expected values of the regulated genes were
sampled independently from a uniform distribution between −2 and 2. For
genes regulated at several time points, the expected values were the same for
all those time points.

T1 1 T1 2 T1 3 T2 1 T2 2 T2 3 T3 1 T3 2 T3 3
T1 1 1.00 0.57 0.61 0.14 0.38 0.34 0.00 0.12 0.34
T1 2 0.40 2.00 0.73 0.28 0.64 0.54 0.10 0.23 0.56
T1 3 0.35 0.30 3.00 0.44 0.90 0.73 0.24 0.35 0.78
T2 1 0.10 0.14 0.18 2.00 0.98 0.49 0.24 0.31 0.68
T2 2 0.22 0.26 0.30 0.40 3.00 0.52 0.42 0.45 0.93
T2 3 0.34 0.38 0.42 0.35 0.30 1.00 0.31 0.30 0.59
T3 1 0.00 0.04 0.08 0.10 0.14 0.18 3.00 0.69 0.86
T3 2 0.12 0.16 0.20 0.22 0.26 0.30 0.40 1.00 0.42
T3 3 0.24 0.28 0.32 0.34 0.38 0.42 0.35 0.30 2.00

Table 1: The covariance matrix Σ used for the simulation studies. Variances
are underlined and correlations are written in italic below the diagonal.
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The total number of genes used was 10000 and the hyperparameter α
was fixed to 2. These values are typical for real datasets. The covariance
matrix for the experiment was chosen so that there are moderate correlations
between the arrays within time points and low to moderate correlations be-
tween arrays from different time points (Table 1). Observations for each gene
g were then simulated according to the model.

4.2 Comparison with other methods

To investigate if the assumption of a general covariance matrix results in a sig-
nificantly improved performance, WAME was compared to two other meth-
ods; the moderated F -statistic (Smyth, 2004) and the ordinary F -statistic.
The moderated F -statistic is based on a linear model with an empirical Bayes
approach similar to WAME but variance homogeneity and uncorrelated ar-
rays are assumed. This method is available as an R-package called LIMMA
(Smyth et al., 2005) and can be retrieved from the Bioconductor repository
(Gentleman et al., 2004). Since this package contains a function to calcu-
late weights used in the estimation of the expected values, LIMMA was used
both with and without this feature and will be referred to as weighted and
unweighted LIMMA respectively.

First, a test of regulation in time point two was used, i.e. a contrast ma-
trix with a single row was used. All methods were applied to the simulated
time course experiment (as described in Section 4.1) and by counting the
number of true positives as a function of the number of false positives, Re-
ceiver Operating Characteristic (ROC) curves were plotted. The simulation
results (see Figure 3) show that WAME clearly performs better than the
other methods. Moreover, the performance in LIMMA is only marginally
improved when weights are used. The ordinary F -statistic has the worst
performance.

Next, the test of no regulation at any time point was performed and
the corresponding ROC plots were plotted (Figure 4). As in the previous
simulation, WAME performs better than the other methods.

4.3 The effects of correlations between conditions

To investigate the impact of correlations between arrays from different time
points, the simulated time course experiment was used once more. This
time, three different versions of WAME were compared, each with the scaled
covariance matrix Σ∗ given instead of estimated. The scale λ and the hyper-
parameter α were estimated as usual.
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Figure 3: Receiver Operating Characteristic curves for testing regulation at
time point two. Four methods are compared on simulated data; WAME,
LIMMA with and without weights and the ordinary F -statistic. The figure
to the right is a magnification of the dashed box to the left.
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Figure 4: Receiver Operating Characteristic curves for testing regulation at
all time points. Four methods are compared on simulated data; WAME,
LIMMA with and without weights and the ordinary F -statistic. The figure
to the right is a magnification of the dashed box to the left.
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The first version used the true matrix shown in Table 1, the second version
used the true matrix altered by setting the correlations between groups to
zero. Finally, the third version used an identity matrix which results in
a model equivalent to the model presented in Smyth (2004) and will thus
perform similar to LIMMA. The setup of this simulation is summarised in
Table 2.

WAME version 1 True covariance matrix including both different
variances for different arrays and correlations between
all pairs of arrays.

WAME version 2 True covariance matrix but all correlations between
pairs of arrays from different time points set to zero.

WAME version 3 Identity matrix, i.e. same variance for all arrays and
no correlations. Equivalent to LIMMA.

Table 2: The experimental setup used in the simulation study to investigate
the impact of the correlations. The result can be seen in Figure 5.

The test used is the same as in the first simulation study, i.e. a test
for regulation in time point two and the results can be seen in Figure 5.
As expected, the version with the true covariance matrix performs best,
followed by the version with independence between time points and finally
the version which uses an identity matrix. It is interesting to see that the
performance loss when correlations between the time points are ignored, is
relatively large. This shows that a potential method that focuses on each of
the groups independently will be far from optimal.

5 Results from real data

Here, two real datasets are examined. First, the apoAI dataset (Callow
et al., 2000) is analysed, where two-colour spotted cDNA microarrays are
used to compare eight knockout mice to eight control mice through a common
reference. Then the Cardiac dataset (Hall et al., 2004) is investigated. In
this experiment heart biopsies was harvested from 19 patients before and
after treatment with a ventricular assist device. One-channel oligonucleotide
microarrays from Affymetrix Inc. have been used to create this dataset.
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Figure 5: Simulated Receiver Operating Characteristic curves for testing
three versions of WAME, all using given covariance matrices. Version 1 uses
the correct covariance matrix, version 2 uses the correct covariance matrix
but with all correlations between the time points set to zero and finally,
version 3 uses an identity matrix.

5.1 The apoAI dataset

The apoAI dataset (Callow et al., 2000) comes from a study of high-density
lipoprotein (HDL) metabolism in mice. In the study, mRNA from eight mice
with the apolipoprotein AI gene inactivated were compared to mRNA from
eight control mice through a common reference, which was created by pooling
mRNA from the controls (see Figure 6). The samples from the knockouts and
controls were labeled with Cy3 and the samples from the common reference
were labeled with Cy5. In total, 16 two-channel cDNA microarrays were
hybridised.

The pre-processing of this data is described in Callow et al. (2000) and
is summarised here. ScanAlyze was used to analyse the scanned arrays and
the background estimation and correction were done in Spot (Buckley, 2000).
The resulting files containing background corrected raw intensities are pub-
licly available at

http://www.stat.berkeley.edu/users/terry/zarray/Html/apodata.html

Array elements with missing values were removed (totally 158 genes out of
6226) and print-tip loess normalisation (Yang et al., 2002) was used to remove
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Figure 6: Experimental design for the apoAI dataset. The conditions C and
K correspond to the control mice and knockout mice respectively. CR is
the common reference which was created by pooling the mRNA from the
controls. The mRNA from the control mice and the knockout mice were
labeled with Cy5 and the mRNA from the common reference were labelled
with Cy3. In total 16 arrays were used in this experiment.

systematic errors.
In the present paper, the linear model developed in Section 3 will be

used to analyse this dataset. Three conditions are used to parametrise this
experiment; the control (C), the knockout (K) and the common reference
(CR). The contrast of interest is the difference between the knockout and
control. Note that due to the experimental design, this dataset could not be
analysed by the simpler model presented in Kristiansson et al. (2005).

WAME was applied to the normalised values and the estimated covariance
matrix (see Table 3) reveals differences in the variance structure between the
two groups. In the first group, which consists of the eight control mice, all
arrays have fairly similar variances (between 0.16 and 0.10). In the knockout
group however, there are several arrays with quite high variances, e.g. array
1 (0.29), array 5 (0.24) and array 6 (0.23).

The estimated covariances are positive for all pairs of arrays. In fact,
only a few pair of arrays have a correlation lower than 0.10 and the majority
have a correlation above 0.20. These correlations can be verified by exami-
nation of the high density parts of the clouds in Figure 7. These moderate
correlations can be a result of the common reference design that is used in
the experiment. By hybridising mRNA from the same pool on all the arrays,
sources of variation will undoubtedly be shared.

The weights that correspond to the contrast comparing the knockouts
to the controls are shown in Table 4. As mentioned earlier, the variance
in the control group is homogeneous which results in fairly equal weights.
In the knock-out group however, the variance and thus the weights differ
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Figure 7: Pair-wise plots of the log2-ratios for all the 16 arrays in the apoAI
dataset. The lower left half shows kernel density estimates of the two-
dimensional distribution according to the colour-scale: white, grey, black
and red (in increasing level of density). A standalone image in the lossless
PNG format can be found at http://wame.math.chalmers.se.

16 Statistical Applications in Genetics and Molecular Biology Vol. 5 [2006], No. 1, Article 10

http://www.bepress.com/sagmb/vol5/iss1/art10



c1 c2 c3 c4 c5 c6 c7 c8 k1 k2 k3 k4 k5 k6 k7 k8
c1 0.16 0.03 0.04 0.04 0.05 0.02 0.03 0.04 0.08 0.03 0.03 0.04 0.05 0.05 0.05 0.05
c2 0.23 0.11 0.05 0.06 0.02 0.04 0.03 0.03 0.04 0.06 0.06 0.02 0.05 0.02 0.02 0.03
c3 0.32 0.50 0.11 0.06 0.02 0.05 0.03 0.03 0.04 0.06 0.08 0.02 0.06 0.02 0.02 0.03
c4 0.26 0.45 0.52 0.14 0.02 0.04 0.04 0.03 0.04 0.07 0.08 0.02 0.07 0.03 0.02 0.04
c5 0.31 0.13 0.15 0.12 0.14 0.03 0.05 0.05 0.07 0.01 0.02 0.04 0.04 0.06 0.08 0.07
c6 0.19 0.42 0.44 0.37 0.26 0.10 0.04 0.04 0.03 0.05 0.06 0.02 0.05 0.03 0.03 0.04
c7 0.21 0.28 0.29 0.33 0.40 0.39 0.11 0.04 0.04 0.04 0.05 0.02 0.06 0.04 0.05 0.05
c8 0.27 0.28 0.28 0.26 0.45 0.41 0.40 0.11 0.06 0.03 0.04 0.03 0.05 0.05 0.06 0.07
k1 0.38 0.20 0.25 0.18 0.34 0.19 0.21 0.32 0.29 0.05 0.04 0.06 0.07 0.08 0.08 0.09
k2 0.22 0.43 0.50 0.50 0.09 0.42 0.30 0.26 0.24 0.15 0.08 0.03 0.07 0.04 0.02 0.04
k3 0.21 0.45 0.59 0.54 0.12 0.47 0.36 0.29 0.21 0.56 0.15 0.02 0.08 0.03 0.02 0.03
k4 0.27 0.18 0.19 0.17 0.25 0.12 0.16 0.23 0.29 0.20 0.13 0.15 0.05 0.08 0.04 0.05
k5 0.24 0.29 0.38 0.38 0.22 0.30 0.34 0.28 0.27 0.36 0.40 0.28 0.24 0.07 0.05 0.06
k6 0.24 0.14 0.15 0.19 0.35 0.22 0.25 0.30 0.30 0.21 0.13 0.43 0.28 0.23 0.07 0.08
k7 0.32 0.18 0.20 0.15 0.60 0.28 0.37 0.48 0.41 0.14 0.17 0.29 0.28 0.38 0.14 0.08
k8 0.34 0.25 0.21 0.24 0.49 0.35 0.37 0.51 0.44 0.25 0.21 0.32 0.29 0.43 0.55 0.16

Table 3: Estimated covariance matrix for the apoAI dataset. The variances
are underlined and correlations are written in italic below the diagonal.

substantially. Here, the arrays 1, 5 and 6, which all have a large variance,
get heavily down-weighted.

Array c1 c2 c3 c4 c5 c6 c7 c8 Sum
Weights -0.08 -0.09 -0.16 -0.13 -0.15 -0.13 -0.11 -0.16 -1

Array k1 k2 k3 k4 k5 k6 k7 k8 Sum
Weights 0.01 0.17 0.25 0.10 0.05 0.03 0.23 0.15 1

Table 4: The weights used in testing difference in gene expression between
the knockouts and the controls in the apoAI dataset.

For all array elements p-values were calculated for three different meth-
ods; the weighted moderated t-statistic (WAME), the moderated t-statistic
(LIMMA) and the ordinary t-statistic. The 15 most extreme elements accord-
ing to WAME can be seen in Table 5. The first entry in this list corresponds
to the removed apoAI gene and it is found to be heavily down-regulated as
one would expect. The next seven entries correspond to three other genes,
which all have been verified to be differentially expressed (Callow et al.,
2000).

Two quantile-quantile plots are shown in Figure 8. To the left, the ob-
served t-values from WAME are plotted against the theoretical values under
the null hypothesis. The eight verified elements are marked with crosses and
they clearly stand out compared to the other elements. To the right, a blow
up of the dashed box is shown. In this figure, quantile-quantile curves for
the weighted moderated t-statistic (WAME) and the moderated t-statistic
(LIMMA) are plotted. WAME seems to follow the diagonal line well while
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LIMMA deviate slightly towards higher observed absolute t-values. A simi-
lar deviation can also be seen in the quantile-quantile curve of the ordinary
t-statistic (results not shown).

Name Average Ord. t-test LIMMA WAME
log2-ratio p-value p-value p-value

Apo AI, lipid-Img -3.18 1.51× 10−12 4.98× 10−15 6.11× 10−15

Est, highly similar to apolipoprotein A-I precursor, lipid-UG -2.96 1.21× 10−8 1.63× 10−10 2.53× 10−10

Catechol O-Methylthansferase, membrane-bound, brain-Img -1.76 1.21× 10−8 3.14× 10−10 1.95× 10−9

Est, Weakly similar to C-5 Sterol Desaturase, lipid-UG -0.96 3.39× 10−9 7.52× 10−10 5.24× 10−9

Est, Highly similar to Apolipoprotein C-III precursor, lipid-UG -1.01 3.30× 10−7 4.56× 10−8 2.47× 10−8

Apo CIII, lipid-Img -0.90 5.53× 10−8 1.22× 10−8 2.99× 10−8

Est -0.92 3.01× 10−7 4.65× 10−8 6.27× 10−8

Similar to yeast sterol desaturase, lipid-Img -0.94 4.50× 10−6 7.09× 10−7 3.79× 10−7

Similar to Hypothetical protein 1 - fruit fly -0.57 4.62× 10−3 2.63× 10−3 2.52× 10−4

Fatty acid-binding protein, epidermal, lipid-UG -0.48 5.66× 10−4 2.49× 10−4 3.06× 10−4

BLANK 0.44 5.65× 10−3 4.65× 10−3 4.13× 10−4

estrogen rec 0.42 1.43× 10−3 1.03× 10−3 7.10× 10−4

Cy5RT 0.71 4.14× 10−3 1.68× 10−3 1.03× 10−3

Tbx6 -0.33 5.62× 10−3 7.93× 10−3 1.18× 10−3

Est 0.47 1.30× 10−2 9.63× 10−3 1.32× 10−3

Table 5: The 15 genes in the ApoAI dataset with smallest p-values according
to WAME. The table also shows the corresponding fold-changes and p-values
for the ordinary and moderated t-statistics.

To highlight the impact of the generalised linear model used in WAME,
the empirical distributions of the weighted mean (WAME) and the ordinary
(i.e. unweighted) mean (LIMMA) were compared. Under the model as-
sumptions, the weighted mean should have a smaller variance and thus the
distribution should have a smaller spread. This is in fact observed when the
empirical distributions are estimated by a kernel density estimator (see Fig-
ure 9). This suggests that the estimator of the fold-changes in WAME has
higher precision than the corresponding estimator in LIMMA.

5.2 The Cardiac dataset

In Hall et al. (2004) heart biopsies from 19 patients with heart failure were
harvested to investigate differences in gene expression before and after treat-
ment with a ventricular assist device. The role of the study was to identify
genes involved in vascular signaling networks. The patients were divided
into three groups; the ischemic group (I) with 5 patients that had evidence
of coronary artery disease, the acute myocardial infarction group (IM) with
6 patients that had an acute myocardial infarction within 10 days of the
implant and finally the nonischemic group (N) where the 8 patients did not
show any evidence for coronary artery disease. Each mRNA sample was
prepared and hybridised to one Affymetrix one-channel oligonucleotide array
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Figure 8: To the left a quantile-quantile plot comparing the estimated
weighted moderated t-statistic (WAME) to its corresponding theoretical null
distribution. The eight elements marked with a cross corresponds to the four
genes that were verified to be differentially expressed. To the right is a blow
up of the dashed box. This plot also contains the quantile-quantile curve for
the moderated t-statistic (LIMMA).

Figure 9: Kernel density estimates of the distributions of the mean values
from WAME and LIMMA. The spread of the former is smaller which suggests
that the estimator in WAME is more precise.
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(HG-U133A) resulting in two arrays for each patient, i.e. 38 arrays in total.
The resulting raw data was made publically available by the authors and can
be found at the Gene Expression Omnibus repository (Edgar et al., 2002).

The .CEL-files for all 38 arrays were retrieved and then pre-processed and
normalised by RMA (Irizarry et al., 2003). The paired observations were used
to form log2-ratios according to the experimental design shown in Figure 10.
The ischemic group (I) of this dataset was analysed in Kristiansson et al.
(2005) where patients with different variances and substantial correlations
were identified.

In the present paper the ischemic group will be analysed once more, but
this time using the more general model. In this framework, all patients will
be incorporated, even if we only test for differential expression for patients
in a single group. This is a major difference to the model in Kristiansson
et al. (2005) which can only take advantage of the arrays from one group of
interest, i.e. it can only analyse direct comparisons with two conditions. In
this section, the results from the new analysis are presented and compared
to the corresponding old results.

After

Before ��
��
IB

��
��

IA

?
×5

��
��
IMB

��
��
IMA

?
×6

��
��
NB

��
��
NA

?
×8

Figure 10: Experimental design for the cardiac dataset. All three groups have
a condition before the treatment (IB, IMB and NB) and a condition after
the treatment (IA, IMA and NA). The dataset consists of 19 observations in
total.

The estimated covariance matrix for all 19 pairs of arrays is shown in
Table 6. The variances in this dataset differ considerable, both between and
within the three groups. For example, the IM group has three arrays with
high variance and three arrays with rather low variance, while the variances
in I and N group are more homogeneous.

The correlations in this dataset are in general small, but there are ex-
ceptions. The first patient in the IM group (IM1) has a high positive cor-
relation with IM4 (0.54) but also negative correlations with I7 (−0.64) and
IM7 (−0.55). These correlations can also be seen in Figure 11. A closer

20 Statistical Applications in Genetics and Molecular Biology Vol. 5 [2006], No. 1, Article 10

http://www.bepress.com/sagmb/vol5/iss1/art10



I12 I13 I4 I7 I8 IM1 IM3 IM4 IM5 IM6 IM7 N2 N22 N3 N4 N6 N7 N8 N9
I12 0.04 0.00 0.00 0.01 0.00 -0.01 0.01 -0.00 -0.01 0.00 0.01 -0.01 0.00 0.01 0.00 0.01 -0.00 0.00 0.01
I13 0.03 0.17 -0.01 0.01 -0.00 0.10 0.11 0.08 0.07 0.02 -0.05 0.01 -0.06 -0.01 0.03 -0.02 -0.06 -0.05 0.01
I4 0.04 -0.13 0.06 0.01 0.00 -0.03 0.00 -0.01 -0.01 0.00 0.02 -0.01 0.01 0.00 0.01 0.02 -0.01 0.02 -0.00
I7 0.11 0.07 0.09 0.23 -0.02 -0.26 0.07 -0.04 0.03 -0.01 0.04 -0.06 0.01 -0.00 0.02 0.05 -0.03 0.05 0.01
I8 0.03 -0.02 0.04 -0.16 0.04 0.04 -0.02 0.01 -0.00 0.00 -0.00 0.01 0.00 0.01 -0.00 0.00 0.01 -0.01 0.00

IM1 -0.04 0.29 -0.15 -0.64 0.22 0.73 -0.06 0.18 0.10 0.06 -0.14 0.14 -0.07 0.02 -0.02 -0.10 -0.04 -0.18 0.00
IM3 0.11 0.41 0.02 0.22 -0.12 -0.11 0.43 0.04 -0.04 0.02 -0.02 -0.07 -0.04 -0.01 0.06 -0.01 -0.06 -0.01 0.03
IM4 -0.01 0.50 -0.06 -0.24 0.12 0.54 0.17 0.14 0.07 0.02 -0.04 0.02 -0.04 -0.01 0.00 -0.00 -0.04 -0.05 0.01
IM5 -0.09 0.29 -0.05 0.09 -0.00 0.19 -0.09 0.32 0.35 0.01 -0.03 0.05 -0.03 -0.01 -0.00 0.03 -0.03 -0.05 -0.00
IM6 0.10 0.20 0.02 -0.13 0.08 0.29 0.15 0.22 0.06 0.06 -0.01 0.00 -0.01 0.01 0.00 -0.01 -0.01 -0.02 0.00
IM7 0.09 -0.41 0.27 0.31 -0.06 -0.55 -0.09 -0.39 -0.20 -0.20 0.08 -0.03 0.03 0.01 0.00 0.04 0.03 0.05 -0.00
N2 -0.12 0.06 -0.08 -0.29 0.10 0.40 -0.25 0.15 0.22 0.05 -0.28 0.17 -0.01 0.00 -0.02 -0.02 -0.01 -0.05 -0.01

N22 0.04 -0.49 0.12 0.04 0.02 -0.28 -0.20 -0.36 -0.19 -0.08 0.38 -0.10 0.09 0.01 -0.01 0.01 0.03 0.02 -0.00
N3 0.11 -0.10 0.04 -0.01 0.14 0.07 -0.04 -0.06 -0.05 0.10 0.09 0.03 0.20 0.06 -0.00 0.00 0.01 -0.00 0.01
N4 0.03 0.20 0.08 0.12 -0.03 -0.08 0.28 0.04 -0.01 0.04 0.05 -0.11 -0.08 -0.02 0.10 0.01 -0.01 0.01 0.00
N6 0.09 -0.14 0.21 0.30 0.03 -0.35 -0.03 -0.04 0.14 -0.13 0.36 -0.15 0.13 0.03 0.10 0.11 0.02 0.05 0.01
N7 -0.06 -0.41 -0.07 -0.18 0.07 -0.15 -0.27 -0.27 -0.15 -0.14 0.28 -0.04 0.31 0.14 -0.05 0.16 0.12 0.03 -0.01
N8 0.01 -0.28 0.20 0.21 -0.06 -0.46 -0.03 -0.27 -0.17 -0.17 0.41 -0.28 0.16 -0.04 0.04 0.36 0.21 0.20 -0.01
N9 0.26 0.13 -0.01 0.09 0.06 0.02 0.22 0.10 -0.01 0.00 -0.01 -0.08 -0.04 0.09 0.06 0.10 -0.12 -0.05 0.05

Table 6: Estimated covariance matrix for the cardiac dataset. The variances
are underlined and correlations are written in italic below the diagonal.

examination of the log2-ratios revealed that both IM1 and I7 have skewed
distributions, IM1 towards positive values and I7 towards negative values.
This may be a result from either the experiment itself or from pre-processing
steps and can explain the unexpected negative correlations. However, we
will still keep these arrays in the further analysis, since their high variance
will result in a low weight and thus a low impact on the final result. The
hyperparameter α was estimated to 1.73 which means that the resulting t-
distribution will gain approximately 3.5 degrees of freedom.

The weights used in the test for differential expression in group I can
be seen in Table 7. Not surprisingly, the patient I7 gets the lowest weight,
while I12 and I8, which both have low variance and small correlations, get
the highest weights. Note that these weights sum to 1.

It is also interesting to examine the weights in the IM and N group. Due
to correlations between patients from different groups, these weights will be
non-zero but sum to zero. Due to the high variances in the IM group, the
corresponding weights are relatively low. In the N group, N7 and N6 have
relatively high weights (0.10 and −0.06), which stems from that the fact
that they both have a low variance and correlates with group I (N7 mostly
negative and N6 mostly positive).

To test for differential expression in group I, the weighted moderated t-
statistic was calculated. Figure 12 show the resulting quantile-quantile plot
where the theoretical t-distribution has approximately 19.5 degrees of free-
dom. Most genes follow the diagonal line well which suggest relatively few
regulated genes and a good model fit. A few genes have a larger absolute
t-value than can be explained by the null distribution which points towards
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Figure 11: Pair-wise plots of the log2-ratios for all the 19 patients in the
cardiac dataset. The lower left half shows kernel density estimates of the
two-dimensional distribution according to the colour-scale: white, grey, black
and red (in increasing level of density). A standalone image in the lossless
PNG format can be found at http://wame.math.chalmers.se.
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Patient I12 I13 I4 I7 I8 Sum
Weight 0.28 0.13 0.21 0.10 0.28 1
Patient IM1 IM3 IM4 IM5 IM6 IM7 Sum
Weight 0.03 -0.01 -0.02 -0.00 -0.01 0.01 0
Patient N2 N22 N3 N4 N6 N7 N8 N9 Sum
Weight 0.03 0.05 -0.05 -0.02 -0.06 0.10 0.01 -0.05 0

Table 7: Weights for the patients in the cardiac dataset when differential
expression in the ischemic (I) group is studied.

some of them being regulated. Note that the gene expression in this experi-
ment is asymmetric with more genes seemingly up-regulated than seemingly
down-regulated.

Figure 12: This figure shows the quantile-quantile plots of the weighted mod-
erated t-statistic for the test of differential expression in group I.

When the results are compared to the corresponding analysis restricted
to the arrays from group I (the analysis in Kristiansson et al. (2005)) there
are both similarities and differences. The estimated scaled covariance matrix
for the 5 patients in group I are similar and both the scaled variances and
the correlations above 0.10 change less than 10%. The hyperparameter α is
estimated to 1.92 when only the patients from group I are used instead of
1.73 when all 19 patients are used. This results in a slightly different scaling
factor λ (0.046 instead of 0.042) and thus a different covariance matrix.
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Moreover, there are interesting differences between the weights from the
two models. Under the general model (Table 7), the weights are more con-
servative than under the restricted model (Table 8). For example, the weight
for patient I7 increases from 0.05 to 0.10.

Patient I12 I13 I4 I7 I8 Sum
Weight 0.30 0.09 0.23 0.05 0.33 1

Table 8: The weights from the I group calculated by the old model in Kris-
tiansson et al. (2005). These weights are less conservative than the weights
in Table 7.

Ranking lists sorted by the p-values were produced for both models.
Among the top 100 and 500 genes, 38% and 52% respectively, appear on
both lists. To compare the deviating genes, quantile-quantile plots of the
p-values on a logarithmic scale (base 10) were made (Figure 13). In the plot
to the left (general model), fewer genes deviate from the diagonal line than in
the plot to the right (restricted model). Since the number of regulated genes
is unknown it is hard to say which plot that is more correct but a better
overall fit makes the extreme genes more distinct.

6 Discussion

The experimental design of microarray gene expression assays are often com-
plex and several conditions are usually involved. The arrays in these exper-
iments are produced through a series of steps, each inducing differences in
precision and systematic effects. This generates data with varying quality,
which is desirable to take into account.

In this paper, a generalisation of the paired two-sample analysis method
introduced in Kristiansson et al. (2005) is described. The new method, which
as its predecessor, is referred to as WAME, is based on a linear model capable
of analysing paired microarray experiments with any number of conditions.
The observations are assumed to measure the differences in mRNA levels
on a logarithmic scale (log-ratios) between pairs of conditions. This means
that the method will be applicable to most experiments using two-channel
cDNA microarrays and many experiments with one-channel oligonucleotide
microarrays from Affymetrix.

For each gene, the vector of all the pair-wise log-ratios are assumed to
follow a multidimensional normal distribution. A covariance matrix Σ is used
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Figure 13: This figure shows two quantile-quantile plots of the log10 p-values
for the test of differential expression in group I. The plot to the left is based
on the general paired model using all 19 patients and the plot to the right is
based on the restricted model from Kristiansson et al. (2005) using only the
patients in the I group.

to catch the differences in quality of the different pairs, such as correlations
and unequal precision. Gene-specific variances are modelled through a factor
cg, scaling the covariance matrix uniquely for each gene. Since microarray
experiments often consist of few gene-wise repetitions, cg is modelled by an
inverse gamma distribution random variable with shape parameter α and
fixed scale parameter β. This is analogous to Lönnstedt and Speed (2002),
Smyth (2004) and Kristiansson et al. (2005).

To estimate the covariance matrix Σ, an assumption that most genes are
not differentially expressed is made. Then, after cg is removed by a trans-
formation, Σ scaled with an unknown scale λ can be estimated by numerical
maximum likelihood. Point estimators for λ and α are also derived based
on the residual sum of squares. All these steps parallel Kristiansson et al.
(2005).

For any testable linear hypotheses, a likelihood ratio test is derived, re-
sulting in a weighted moderated F -statistic. In the special case of a one-
dimensional null hypothesis restriction, a weighted moderated t-statistic is
formed. In both cases, correlations give rise to array-specific weights, that
can be non-zero for parts of the data that would not be included under the
assumption of independent arrays. The weighted moderated statistics can be
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seen as generalisations of the moderated F - and t-statistics found in Smyth
(2004).

The model was evaluated on a simulated time course experiment with
three time points. The improvement in performance, compared to LIMMA
(Smyth et al., 2005) was shown to be substantial. Moreover, when the time
points were (wrongly) assumed to be independent, the effect on the perfor-
mance was shown to be relatively large.

Two real datasets were analysed. The first was the apoAI dataset (Cal-
low et al., 2000) which consists of eight knockout mice that are compared
to eight controls through a common reference. The estimated covariance
matrix contains moderate positive correlations for almost all arrays. This is
probably a result of the common reference design, where sources of variation
undoubtedly are shared between the arrays. Quantile-quantile plots of the
t-statistic revealed that WAME fitted the diagonal line well, while LIMMA
tended to over-estimate the t-values. A similar effect was observed for the
model in (Kristiansson et al., 2005). Moreover, the precision for the esti-
mated fold-changes was shown to increase when variances and covariances
were taken into account.

The other dataset investigated was the cardiac dataset (Hall et al., 2004)
which contains paired measurements for 19 patients, divided into three groups
(I, IM and N) based on their medical condition. One-channel oligonucleotide
microarrays from Affymetrix were used to produce the data. The covariance
matrix revealed differences between the groups. The variances were homo-
geneous in both the I and N group in contrast to the IM group where both
high and low variances were found. The IM group also contained several high
correlations, both to patients within the group and to patients in the other
groups.

Differential expression in the first group was investigated and the results
compared to Kristiansson et al. (2005). The weights with the general model
suggested in this paper resulted in more conservative weights and quantile-
quantile plots for the p-values showed that fewer genes deviated from the
diagonal.

When using WAME, it is important to keep in mind that the model is
far from perfect. The noise structure may be different for different genes and
the assumption of normality may not be valid. The gene-specific variance
might also be different for different groups of conditions, leading to erroneous
variance estimates. The effect of a potential dependence between expression
level and variance is unknown.

In principle we may adapt the weighted moderated F - or t-tests to test
null hypotheses that the linear combinations in question are equal to arbitrary
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constants. Confidence intervals and ellipsoids can then be constructed based
on the correspondence theorem between hypothesis testing and confidence
sets (Casella and Berger, 2002, Theorem 9.2.2). However, since the assumed
variance structure is hard to validate for regulated genes, we have refrained
from developing this topic at this stage.

It should also be noted that the restriction to models with pairwise ob-
servations in Section 2.1 may be relaxed. A crucial step, preceding the hy-
pothesis testing in Section 3.3, is the estimation of the covariance matrix
in Section 3.1 where we assume that the expected value of the observation
vector Xg has approximately mean zero for a majority of genes. This seems
reasonable if Xg consists of pair-wise differences as assumed in Section 2.1
leading to a design matrix with row sums zero, but the assumption may also
be satisfied in other designs such as in some regression models.

A further generalisation of WAME is currently being developed, extend-
ing the procedure from paired to general microarray experiments. A linear
transformation can there be used to first remove the information explainable
by the null hypothesis. Assuming that the null hypothesis is true for most
genes, the transformed covariance structure can then be estimated and the
weighted statistics formed from the transformed data similar to the meth-
ods in the current paper. Work is underway to derive the properties of this
procedure and to verify its usefulness on real data. An R-package providing
easy access to the WAME procedure is also under development.
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Abstract

Background: In DNA microarray experiments, measurements from different biological samples are often

assumed to be independent and to have identical variance. For many datasets these assumptions have been

shown to be invalid and typically lead to too optimistic p-values. A method called WAME has been proposed

where a variance is estimated for each sample and a covariance is estimated for each pair of samples. The

current version of WAME is, however, limited to experiments with paired design, e.g. two-channel microarrays.

Results: The WAME procedure is extended to general microarray experiments, making it capable of handling

both one- and two-channel datasets. Two public one-channel datasets are analysed and WAME detects both

unequal variances and correlations. WAME is compared to other common methods: fold-change ranking,

ordinary linear model with t-tests, LIMMA and weighted LIMMA. The p-value distributions are shown to differ

greatly between the examined methods. In a resampling-based simulation study, the p-values generated by

WAME are found to be substantially more correct than the alternatives when a relatively small proportion of the

genes is regulated. WAME is also shown to have higher power than the other methods. WAME is available as

an R-package.

Conclusions: The WAME procedure is generalized and the limitation to paired-design microarray datasets is

removed. The examined other methods produce invalid p-values in many cases, while WAME is shown to

produce essentially valid p-values when a relatively small proportion of genes is regulated. WAME is also shown

to have higher power than the examined alternative methods.

1



Background

Introduction

The DNA microarray technique involves a series of steps, from the harvesting of cells or biopsies to the

preprocessing of the scanned arrays, before analysable data are obtained. During several of these steps the

quality can be affected by random factors. For instance, depending on the handling of a biological sample

the mRNA can be more or less degraded [1], and the cell-type composition of a biopsy can be more or less

representative for the tissue in question. When arrays share sources of variation the deviations from the

nominal value will be correlated. For example, two arrays from sources with degraded RNA will both tend

to underestimate the expression of easily degradable genes, and two biopsies with a similar and

non-representative cell-type composition will deviate in a similar fashion from the average expression for

the ideal cell-type composition.

The procedure Weighted Analysis of Microarray Experiments (WAME) [2,3] introduced a model where a

covariance-structure matrix common for all genes aims at catching differences in quality by differences in

variances and covarying deviations by correlations between arrays. For computations of test statistics and

estimators this resulted in weighting of observations according to the estimated covariance-structure

matrix, giving lower weight to imprecise or positively correlated arrays.

In order for the estimation of the covariance matrix to work in the current WAME method, the

measurements of most genes must only measure noise, i.e. have an expected value of zero. This is the case

in experiments where pair-wise log-ratios are observed and where few genes are differentially expressed

between any of the pairwise measured conditions. In the present paper, this crucial constraint will be

relaxed to only require that most genes are non-differentially expressed between the conditions actually

being compared. Thus, non-paired experiments can be analysed, e.g. many additional ones based on

one-channel microarray data. The relaxation is realised by transforming the data to remove irrelevant

information in a manner yielding transformed data with expectation zero for non-differentially expressed

genes, after which the current WAME method is applied. The transformed data are shown to give

equivalent tests and estimates to those of the original data, given the corresponding covariance-structure

matrices.
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Problem formulation and current methods

Given a microarray experiment with n arrays and m genes, we observe for each gene g an n-dimensional

vector Xg of log2 transformed values measuring mRNA abundance. In WAME the vector Xg is assumed to

have expectation µg described by a design matrix D and a gene-specific parameter vector γg, typically

having one dimension per studied condition. A covariance-structure matrix Σ, common for all genes, is

used to model differences in quality between arrays as different variances and shared sources of variation

between arrays as correlations. A gene-specific variance-scaling factor cg is assumed to have inverse gamma

prior distribution with a global shape parameter α. Conditional on cg the vector Xg is assumed to have a

normal distribution with covariance matrix cgΣ. A matrix C specifies the differential expression vector δg,

describing the linear combinations of the parameters that are of main interest. Formally,

µg = D γg ,

Xg | cg ∼ N(µg, cgΣ) ,

cg ∼ Γ−1(α, 1) ,

(1)

and variables corresponding to different genes are assumed independent. We want to estimate the

differential expression

δg = C γg (2)

or we want to test for differential expression

H0 : δg = 0

HA : δg 6= 0 .
(3)

In the current version of WAME [2,3] the estimation of the covariance-structure matrix Σ is based on a

temporary assumption of expectation zero, µg = 0, for all genes, which is shown to give reasonable results

if the expectation is close to zero for most genes. Thus, this is a suitable assumption for data with paired

observations and few regulated genes between the pair-wise measured conditions.

The WAME model can be compared with the ordinary linear model (OLM) [4],

Xg ∼ N(µg, cgI) (4)

which gives rise to the ordinary t- or F-tests, and with a widely used empirical Bayes model proposed in [5]

and implemented in the LIMMA package [6],

Xg | cg ∼ N(µg, cgI) ,

cg ∼ Γ−1(α, β) .
(5)
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The novel feature of WAME was thus the introduction of the quality modelling covariance-structure matrix

Σ.

After the introduction of WAME, a weighted version of LIMMA was proposed [7], which we will refer to as

wLIMMA. There, a model with array-wise variance scales but no correlations is used,

Xg | cg ∼ N(µg, cgdiag(σ2
1 , . . . , σ2

n)) ,

cg ∼ Γ−1(α, β) .
(6)

The parameters are estimated using a restricted maximum-likelihood (REML) approach.

A widely used approach is to only consider the ordinary least-squares estimated differential expression,

often referred to as the log fold-change, here abbreviated as FC, or as the average M-value. In the present

paper, the ranking of the genes imposed by this method will be included in comparisons, when applicable.

Results

The new version of WAME

In the current version of WAME [2,3] the covariance-structure matrix Σ is estimated using a temporary

assumption that µg = 0 for most genes, i.e. that the measurements of most genes consist solely of

biological and technical noise. In the new version of WAME we relax this to only assume that most genes

are non-differentially expressed, i.e. δg = 0. This allows a much larger class of experimental designs and

design matrices D, most notably unpaired designs.

The trick used is to transform the data and consider

Yg = Xg −µ̃0
g (7)

where µ̃0
g is a suitable linear estimator of µg which is unbiased under H0 and which preserves the

estimability of the differential expression δg, based on only the transformed data (see Methods for details).

An example is (8) below where for each gene the mean value of all arrays is subtracted.

Since the transformed data contain only noise for non-differentially expressed genes by construction, the

current version of WAME can essentially be applied to the transformed data Yg. As before, the

covariance-structure matrix (now ΣY ) and the hyperparameter α are first estimated under a provisional

assumption (now δg = 0). The maximum likelihood estimates of δg and the likelihood ratio test statistics

of (3) are then computed. The tests and estimators are in fact unchanged by the transformation (7), if the
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covariance-structure matrices for the transformed and untransformed data are known (details given in

Methods). WAME is implemented as a package for the R language [8] and is available at

http://wame.math.chalmers.se/ .

Evaluation on real and resampled data

To investigate the properties of the new version of WAME, two real datasets are examined. Briefly, they

are analysed both using WAME and the current methods described in Background. Array-specific weights,

p-value distributions and rankings are produced showing clear differences between the procedures, most

notably in the p-value distributions. To investigate the power of the different procedures and to look at

p-value distributions in a controlled but realistic setting, we also analyse simulated data with real noise

from the studied datasets and synthetic signal.

Description of the real datasets

Two public one-channel microarray datasets are analysed. The datasets are selected from the NCBI GEO

database [9] with the criteria of having unpaired design and being sufficiently large to allow for the

resample-based simulations in Resampled data below.

In the first dataset [10], biopsies were taken from the left atrium from 20 human hearts with normal sinus

rythm and 10 hearts with permanent atrial fibrillation. It is here referred to as Atrium. In the second

dataset [11], mechanisms in chronic obstructive pulmonary disease, COPD, were investigated by taking

lung tissue biopsies from 12 smokers with mild or no emphysema and from 18 smokers with severe

emphysema. In both datasets one Affymetrix HGU-133A array was used for each patient. In the present

paper RMA [12] is used to obtain expression measures from the raw probe-wise intensities. The analyses

are performed using the R language and the Bioconductor framework [13] .

5



Analysis of the real datasets

A natural parameterisation of the included datasets is to have one parameter per condition, yielding design

and hypothesis matrices

D =



1 0
...

...
1 0
0 1
...

...
0 1


and C =

[
−1 1

]
.

Under the null hypothesis, for each gene g and array i, an unbiased estimator of the expected value of the

measurement Xig is obtained by the gene-wise mean value over all arrays from both groups. The

transformation then becomes a subtraction of that mean value, cf. (7),

Yig = Xig −
1
n

n∑
j=1

Xjg . (8)

Note how the transformation preserves the difference in mean value between the two groups of arrays.

If the elements in Xg from the different arrays had in fact independent and identically distributed noise for

each fixed gene g as assumed in OLM and unweighted LIMMA, the noise in Yg would have equal variances

for all arrays. In Figure 1 array-wise density estimates for the transformed expression values are shown. For

arrays from the same condition the distributions should be identical, reflecting the combined variability of

signal and noise. For unregulated genes the expectation of Yg is zero, so if the assumption of few regulated

genes holds the densities from all arrays should furthermore be essentially equal. Examination of Figure 1

reveals that neither of these statements are true, indicating that some variances are highly unequal.

Analogously, all pairs of arrays within each condition should have a common joint distribution and when

few genes are regulated all pairs of arrays should essentially have a common joint distribution with a small

negative correlation of −1/(n− 1). Examination of scatter plots for all pairs of arrays shows that this is

clearly not the case (some obvious examples are shown in Figure 2).

As expected from the observations above, unequal variances and non-zero correlations are estimated in the

analyses with WAME, giving rise to highly unequal weights in the estimates of the differential expressions

(shown in Table 1). In fact, the sign of the weight for some arrays even get switched compared to the sign

of the weight of the other arrays from the same condition. This is an effect of strong correlations combined

with unequal variances. It is an issue which is further addressed in Discussion.

6



The analysis methods described in Background are applied to the data and p-values and ranks computed.

The respective probability plots are shown in Figure 3, demonstrating that there are substantial differences

in the distribution of p-values between the different statistics. Since correlations and unequal variances are

observed, the model assumptions of the alternative standard methods do not seem to hold. The p-values

could thereby have become optimistic. On the other hand, it cannot be ruled out that the temporary

assumption in WAME of no regulated genes makes its p-values conservative, which could also partly

explain the differences. These problems are studied below by use of resampled data.

A common alternative to using the p-values as measures of significance is to consider the ranking of the

genes, induced by the p-values or test statistics, and to select a fixed number of top ranked genes for

further investigations. In Table 2 the concordance of the ranked lists are shown. The results from the

included methods differ, for instance those from WAME compared to the other methods. This is not

surprising since high correlations and highly unequal variances were identified by WAME, giving rise to

highly unequal weights.

Resampled data

To examine closer the effect of violated assumptions of independence and identical distribution, we

repeatedly selected two random subgroups of four arrays from within one group in the original data and

performed tests between those groups. This was performed 100 times for the largest group in each of the

two real datasets. Differentially expressed genes have unequal expected values in the two populations being

sampled (cf. (2)). Since we now sample twice from the same condition, no differentially expressed genes

exist.

Figure 4 shows the empirical p-value distributions for the resampled COPD data analysed with the four

methods, together with the respective average empirical distribution,

F (p) =
1

100

100∑
i=1

Fi(p) ,

where Fi denotes the empirical CDF from the ith of the 100 resamples. For WAME, the p-value

distributions are very close to the expected uniform. For OLM, LIMMA and weighted LIMMA there is a

high variability between the p-value distributions and they are in many cases substantially different from

the expected uniform. For WAME, OLM and LIMMA, the respective average empirical distribution is

approximately correct, while for weighted LIMMA it is clearly optimistic. The results for the Atrium
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dataset (data not shown) are very similar.

Evaluation of power

To evaluate the power of the tests in the studied datasets, a known regulation is added to randomly

selected genes in one of the resampled groups, created according to the previous section. Thus, the noise is

obtained from the real data and only the signal is synthetic. Ideally, the power can then be estimated by

the proportion of differentially expressed genes that have a computed p-value less than a fixed level.

However, valid p-values of the test statistics cannot be obtained from the respective models since, as

demonstrated above, the corresponding assumptions are typically not valid. Ideally, the p-values would be

determined by the true null distribution of the respective test statistics, given the array-wise quality

deviations. In the simulation study, the critical value of the test statistics are therefore estimated from the

empirical distribution of the test statistic for the unregulated genes. This is used to estimate the power of

the different statistics (details are given in Methods).

The power estimates for the different methods are shown in Figure 6, for a level 0.1% test. The 0.1% level

yields approximately 22 false positives if relatively few genes are in fact differentially expressed. For

WAME, Σ is estimated both before and after adding a signal to 2228 genes (10%), thereby substantially

affecting the estimate of Σ (cf. Figure 5). The powers of the two versions are nevertheless very similar

(difference less than 0.003) and only the latter version is included in the plot.

When the covariance-structure matrix Σ is estimated in WAME it is assumed that no genes are

differentially expressed. Figure 5 includes the average empirical distribution for the p-values of the

unregulated genes when different proportions of the genes have a log2 differential expression of 1. It is clear

that the distributions are biased for high proportions, giving conservative p-values, which should be an

effect of biased estimates of Σ.

The results from the studied datasets indicate (i) that WAME offers a relevant power increase compared to

the included alternatives, (ii) that weighted LIMMA does not offer an advantage compared to LIMMA and

(iii) that the moderated statistics (WAME, LIMMA and wLIMMA) are superior to the traditional

methods of ranking by ordinary t-statistic (OLM) or estimated differential expression (FC).
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Discussion

The WAME model and the simulations

The WAME model aims at catching quality deviations by one covariance-structure matrix common for all

genes. This is certainly simplistic in some cases, e.g. when only certain physical parts of an array or certain

types of mRNAs are of decreased quality. The estimated covariance structure can then only be expected to

reflect a mixture of the qualities of the different genes. However, examining the simulations (Figure 6), we

see a clear power gain in the WAME model compared to the other models. Also, WAME succeeds in

catching enough of the quality deviations to make the p-value distributions more correct, thus providing

increased usefulness of the p-values (Figure 3).

The models of LIMMA, weighted LIMMA and WAME are nested, where weighted LIMMA adds unequal

variances and WAME adds unequal variances and correlations. Examination of Figure 1 shows that there

are evident differences in variability between arrays. It is therefore interesting that we have not found a

power increase of weighted LIMMA compared to LIMMA. Further, the p-values of weighted LIMMA

turned out to be too optimistic (Figure 4). Comparison with the results of the WAME method, where the

power increases and the p-value distributions get substantially more correct, suggests that the correlations

are crucial in the model.

In the simulations, noise is taken from real data through resampling within a fixed group. This procedure

provides data with fewer assumption on the noise structure compared to a fully parameterised simulation

and should hopefully better reflect realistic situations. To evaluate the power of the different methods, a

synthetic signal which is constant within each condition is added to the resample-based noise. This follows

the assumption in the models of both WAME, OLM, LIMMA and weighted LIMMA, that the noise

structure is equal for genes that are differentially expressed and non-differentially expressed. However, the

biological variability of the expression of differentially expressed genes might be different under the

different conditions due to the changed rôle of those genes. For complicated conditions such as complex

diseases, the problem is more severe (cf. [14–16]) since crucial genes might only be differentially expressed

in a subset of the studied arrays. Further work is needed to evaluate the performance of WAME in such

settings, as well as to possibly expand it to better fit these situations.

A relevant question regarding the modelling of quality deviations by the covariance-structure matrix Σ is

whether biologically interesting features may be hidden by this model. In the present datasets, the
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question can partly be answered by examining the pairwise plots (cf. Figure 2) and noticing that a large

proportion of the genes show similar deviations, which should speak against a specific interesting biological

explanation. Also, the estimated covariance structure matrix Σ can be inspected with the goal of finding

relevant correlations between arrays and thus highlighting interesting features in the data. Possible future

work is to use such inspections to reveal unwanted features in normalisation or in preprocessing wet-lab

steps that give rise to correlated errors for a large proportion of the genes.

Weights with switched signs

In the studied datasets, strong correlations combined with unequal variances make some weights within a

group switch sign, in essence meaning that it is beneficial to partly subtract some arrays within a group in

the estimate to be able to add more of the others in the same group (cf. Table 1). Since this might seem

counter-intuitive, an elucidating example of possible mechanisms behind such weights follows.

Consider an example where two two-colour arrays are observed, X1 and X2. Let the two arrays have two

sources of variation, one that is mutually independent (ε1, ε2) and one consisting of different proportions,

a1 and a2, of one common source of variation η. Let ε1, ε2 and η be independent and normally distributed

with expectation 0 and variances σ2
ε and σ2

η, respectively. Furthermore, let µ be the parameter to be

estimated. The model becomes

Xi = µ + aiη + εi , i ∈ {1, 2} .

Then, X1 gets a negative weight if and only if

a1 > a2 +
σ2

ε

a2σ2
η

,

i.e. if array 1 includes a large enough contribution from the common source of variation. When a negative

weight is allowed instead of removing the array, a smaller proportion of the common source of variation is

included in the final estimate. Its precision is thus increased.

Validity of the p-values and derived entities

Varying quality of arrays and correlated errors were demonstrated in [2,3] and in the present paper through

examination of the data. These questions are typically neglected in microarray analyses, both when using

parametric and when using non-parametric analysis methods, since independence and identical distribution

or exchangeability are generally assumed under the null hypothesis. Thus, the validity is questionable of
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the corresponding p-values and their derived entities, e.g. false discovery rates and estimates of proportions

of differentially expressed genes. This problem is obvious in the resample based simulations.

A number of experiments have been analysed (data not shown) in addition to those published in the

present paper and in [2, 3]. In almost all cases relevant unequal variances and correlations have been

identified, indicating that the problem is common.

In the resample based simulations with added signal, WAME is shown to be conservative, which is an effect

of the biased estimate of Σ. Further work on an estimator of Σ with better characteristics under regulation

is therefore needed. However, the simulations indicate (i) that the power of the test is basically unaffected

by the bias and (ii) that hundreds of genes may be differentially expressed (two-fold) with only mildly

conservative p-values as result.

Correlations between genes or between arrays?

It has recently been argued that the expression of different genes are highly dependent, making the law of

large number normally inapplicable [17] and standard estimators of e.g. the false discovery rate (FDR)

imprecise [18]. In [18], a latent FDR is introduced, being the conditional FDR given a random effect b that

captures the correlation effects between genes. The FDR is then the marginal latent FDR, that is the

average over the random effect b.

For the datasets examined in the present paper, the model assumptions of e.g. the ordinary linear model

are shown not to hold (cf. Figure 1 and Figure 2). This can be expected to result in invalid p-values, which

is indeed observed in Figure 4. Interestingly, the p-value distribution seem to be valid marginally, i.e. on

average over the different resamples, which would yield valid but imprecise estimates of the FDR. This

type of failed model assumptions is not taken into account in e.g. [17,18]. Since for a performed

experiment, the p-values from the ordinary t-statistic (OLM) share a common bias conditional on the

experiment (see Figure 4), the different p-values may be highly dependent. However, this dependency is

due to failure of taking array-wide quality deviations into account in the model and not due to the nature

of microarray data per se, e.g. through substantial long-range gene-gene interactions.

Consequently, the strong observed dependencies between statistics from different genes might largely be

explainable by quality deviations between the arrays in the experiment, e.g. correlations between arrays.

Since WAME models these deviations such that the p-values are essentially correctly distributed when few
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genes are differentially expressed in the studied datasets, the dependency between genes should be greatly

decreased. The covariance structure matrix Σ is therefore in a sense a parallel to the random factor b

in [18]. It remains as future work to evaluate the gene-gene dependencies and estimates of e.g. the FDR in

the context of the WAME model.

In the WAME model, the data from different genes are assumed independent, which is unrealistic, e.g.

since genes act together in pathways. However, this is only used in the derivation of the maximum

likelihood estimaties of the covariance structure matrix Σ and the shape parameter α. The assumption

could thus be relaxed to a dependence between the different genes that is weak enough that the estimates

of Σ and α become precise, and accurate under H0. This holds if the law of large numbers is applicable for

averages of certain functions of the gene-wise observed data (cf. the likelihood functions in [2, 3]). Given

the large number of genes and the observed p-value distributions in Figure 4, this relaxed assumption

seems plausible.

It can be noted that for the studied data, WAME has higher power and considerably more valid p-values

than weighted LIMMA. Since the difference between the weighted LIMMA and WAME models is the

inclusion of correlations between arrays, this emphasises the importance of the correlations in the model.

Conclusions

Statistical methods in microarray analysis are typically based on the often erroneous assumption that the

data from different arrays are independent and identically distributed. An exception is Weighted Analysis

of Microarray Experiment (WAME) where heteroscedasticity and correlations between arrays are modelled

by a covariance-structure common for all genes. In the present paper, WAME has been extended to handle

datasets without a natural pairing, e.g. data from one-channel microarrays, and corresponding estimates

and test statistics have been derived. In the examined one-channel microarray datasets WAME detected

unequal variances and nonzero correlations.

WAME was compared with four other common methods: an ordinary linear model with t-tests, LIMMA,

weighted LIMMA, and fold-change ranking. The comparison was performed using resampling of the

different arrays within the datasets. Here, WAME had the highest power. When a relatively small

proportion of the genes are regulated, WAME also generates close to correct p-value distributions while the

p-value distributions from the other methods are highly variable. However, when many genes are
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differentially expressed, the p-values from WAME tend to be conservative.

In conclusion, p-values from the standard methods for microarray analysis should in general not be trusted

and any result based on p-values, e.g. estimates of the number of regulated genes and false discovery rates,

should be interpreted with care. The analyses of the examined datasets showed that WAME gives a

powerful approach for finding differentially expressed genes and that it produces more trustworthy p-values

when a relatively small proportion of genes are differentially expressed.

Methods

Details on the new version of WAME

Model Framework

For g = 1, . . . ,m, let Xg be an n-dimensional vector with expectation µg = D γg, where D is the design

matrix, having rank k, and γg ∈ Rq is the parameter vector. Furthermore, let

Xg | cg ∼ N(µg, cgΣ) ,

cg ∼ Γ−1(α, 1) ,

where Σ is the non-singular covariance-structure matrix, cg is the variance-scaling factor, α is the shape

parameter for cg and (c1,X1), . . . , (cm,Xm) are assumed independent. The differential expression vector is

defined as

δg = C γg ,

where C is a matrix of rank p such that δg is estimable. Here, an estimator of δg and a test for

H0 : δg = 0

HA : δg 6= 0
(9)

are in focus.

As mentioned in Background, one main obstacle is that Σ is hard to estimate. In fact, Σ and δg cannot be

maximum likelihood estimated simultaneously, since there are trivial infinite suprema of the likelihood, e.g.

when the variance of one observation is set to zero and the corresponding mean is selected so that it equals

that observation.
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The current WAME method

In the current version of WAME [3], Σ is estimated as follows. First, temporarily assume that µg = 0 for

all genes, which is reasonable for paired experimental designs with few differentially expressed genes

between any pairwise measured conditions. For each gene, the variance scaling factor cg is removed by

dividing the n measurements with the first measurement, yielding a random vector distributed according to

a multivariate generalisation of the Cauchy distribution. A scaled version of Σ is then maximum likelihood

estimated numerically. Second, the unknown scale and the hyperparameter α of the prior distribution of cg

are maximum likelihood estimated numerically without the assumption of µg = 0. The parameters Σ and

α are subsequently treated as known in the maximum-likelihood estimates and likelihood-ratio tests for the

different genes.

The new WAME method

The new version of WAME relaxes the assumption from µg = 0 to δg = 0, which incorporates many

designs without a natural pairing. This is performed by subtracting an arbitrary estimator µ̃0
g of µg, which

is unbiased under H0 and has as image the space V0 of possible values for µg under H0,

Yg = Xg −µ̃0
g . (10)

It can be shown that this transformation preserves the estimability of δg.

By construction, the transformed data Yg will have expectation zero for non-differentially expressed genes

and the current WAME method can be applied on Yg, including the estimation of the covariance-structure

matrix ΣY for Yg. It will now be proved that the likelihood ratio tests of (9) and the maximum likelihood

estimates of δg based on Xg or Yg are identical, if α and Σ or ΣY respectively are considered known.

We shall henceforth consider a fixed gene g and drop the g index.

Equality of tests and estimators

Before beginning, some further definitions are needed. Define the Mahalanobis inner product

corresponding to a symmetric n by n matrix A as

〈x1,x2〉A = xT
1 A− x2 , (11)
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and the norm ‖ · ‖A as

‖x ‖2
A = 〈x,x〉 = xT A− x ,

where x,x1,x2 lies in the rowspace of A and the generalised inverse A− is any matrix satisfying

AA−A = A. Let X denote the n-dimensional inner product space with 〈·, ·〉Σ as inner product. Define

V ⊂ X as the space of possible values for µg,

V = {µ : µ = D γ, γ ∈ Rq}

and let V0 ⊂ X denote the corresponding space restricted by the null hypothesis,

V0 = {µ : µ = D γ, C γ = 0, γ ∈ Rq} .

Proposition Let µ̃0 be an arbitrary linear estimator of µ, which is unbiased under H0 and which has

image V0. Let

Y = X−µ̃0 ,

and let ΣY be the covariance-structure matrix of Y. Then the likelihood ratio test of (9) and the maximum

likelihood estimate of δ based on X with Σ and α known are identical to the ones based on Y with ΣY and

α known.

Proof of the Proposition

The proof is divided into two steps which combined conclude the proof.

1. The likelihood ratio test (LRT) of (9) and the maximum likelihood estimator (MLE) of δ does not

depend on the choice of µ̃0.

2. The proposition holds when µ̃0 is the MLE of µ under H0.

Proof of step 1

Let µ′ and µ′′ be two valid choices of µ̃0, i.e. they are both unbiased estimators of µ under H0 and have

V0 as image. Let Y′ = X−µ′ and Y′′ = X−µ′′. Recall that a matrix P is a projection matrix projecting

on V0 if and only if for all x ∈ Rn, Px ∈ V0 and for all x0 ∈ V0, P x0 = x0. It can be shown that µ′ and

µ′′ can be written as µ′ = P ′X and µ′′ = P ′′X for some projection matrices P ′ and P ′′ projecting on V0.
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Since P ′ and P ′′ project on the same space it follows that P ′P ′′ = P ′′ and P ′′P ′ = P ′, and thus

(I − P ′)Y′′ = Y′ and (I − P ′′)Y′ = Y′′. Hence there is an invertible map between Y′ and Y′′ and

likelihood methods based on Y′ and Y′′ respectively will give equal results. Consequently, the MLE of (9)

and the LRT of δ will not depend on the choice of µ̃0

Proof of step 2

Since δ is estimable based on X, there exist a matrix A such that C = AD and thus δ = A µ. The

likelihood of µ can therefore be examined instead of the likelihood of δ.

The likelihood of µ based on X can be shown to be

L (µ |X) =
∫ ∞

0

f(X |µ, c) · f(c) dc

∝
[
‖X−µ ‖2

Σ/2 + 1
]−n/2−α

,
(12)

where ∝ denotes proportionality. Using the Projection Theorem [19], the MLE of µ is the orthogonal

projection of X on V,

µ̂ = PV X ,

where the orthogonality is according to the inner product of X . When H0 is true, µ is restricted to V0 and

thus the MLE of µ becomes

µ̂0 = PV0 X .

Note that µ̂0 is a valid choice for µ̃0, i.e. µ̂0 is unbiased under H0 and has V0 as image. Let

Z = X−µ̂0 ,

which gives Z = PV⊥0 X, where V⊥0 denotes the orthogonal complement of V0 in X . Standard properties of

the normal distribution gives

Z | c ∼ N(µz, cΣz) ,

where µz = Dz γ with Dz = PV⊥0 D, and where Σz = PV⊥0 ΣPT
V⊥0

.

The likelihood function of µz (with respect to the Lebesgue measure on the space of possible values of Z

spanned by the column vectors of Σz) can be written as

L (µ |Z) ∝
[
‖Z−µz ‖2

Σz
/2 + 1

]−n/2−α
.
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Since, δ is estimable based on Z, the likelihood of µz can be examined instead of the likelihood of δ.

The likelihood ratio statistic of (9) based on X is defined by

T =

sup
µ∈V

L (µ |X)

sup
µ∈V0

L (µ |X)
,

which can be rewritten (cf. [3]) as a strictly increasing function of

T ′ =
n− p + 2α

k

‖PV X−PV0 X ‖2
Σ

‖X−PV X ‖2
Σ + 2

=
n− p + 2α

k

‖PV ∩V⊥0 X ‖2
Σ

‖PV⊥ X ‖2
Σ + 2

,

(13)

where V⊥ and V⊥0 are the orthogonal complements of V and V0 respectively.

Note that the space of possible values for µz is V ∩V⊥0 and that µz = 0 under H0. Let Pz denote the

orthogonal projection according to 〈·, ·〉Σz
. Then, the likelihood ratio statistic of (9) based on Z can in

analogy with (13) be shown to be a strictly increasing function of

T ′z =
n− p + 2α

k

‖Pz
V ∩V⊥0

Z ‖2
Σz

‖Z−Pz
V ∩V⊥0

Z ‖2
Σz

+ 2
. (14)

The Lemma below yields that for all W ⊆ V⊥0 and all z ∈ V⊥0 , ‖ z ‖2
Σz

= ‖ z ‖2
Σ and Pz

W z = PW z. The

equivalence of the test statistics (13) and (14) is now straight-forward,

T ′z =
n− p + 2α

k

‖Pz
V ∩V⊥0

Z ‖2
Σz

‖Z−Pz
V ∩V⊥0

Z ‖2
Σz

+ 2

=
n− p + 2α

k

‖PV ∩V⊥0 PV⊥0 X ‖2
Σ

‖(PV +PV⊥)(PV⊥0 X−PV ∩V⊥0 PV⊥0 X)‖2
Σ + 2

=
n− p + 2α

k

‖PV ∩V⊥0 X ‖2
Σ

‖PV⊥ X ‖2
Σ + 2

= T ′ .

(15)

Lemma Let W be a subspace of X and let PW be the orthogonal projection from X onto W. Then for

any x1, x2 ∈ W,

〈x1,x2〉Σ = 〈x1,x2〉ΣW ,

where ΣW = PW ΣPW .

Proof Let A be a matrix of a change of basis [19] from the standard basis to an orthonormal basis of X

such that the first l basis vectors span W. Let I(l) denote the identity matrix with all but the l top left

17



diagonal elements set to zero. It follows that ATA = Σ−1 and APW = I(l)A and therefore,

〈x1,x2〉Σ = xT
1 Σ−1 x2

= xT
1 ATAPW x2

= xT
1 AT

(
I(l)

)−
Ax2

= xT
1 AT

(
I(l)AΣATI(l)

)−
Ax2

= xT
1 AT (APW ΣPT

W AT)−Ax2

= xT
1 (PW ΣPT

W)− x2 ,

where the last equality uses the fact that (AB)− = B−A−1 when A is invertible .

2

The next step is to show that the MLE of δ when X is observed is identical to the MLE of δ when Z is

observed. The former is defined by

δ̂ = Cγ̂ = C argmin
γ

‖X−D γ ‖2
Σ .

Define G0 = {γ : D γ ∈ V0} and G1 = {γ : D γ ∈ V⊥0 } and note that for any γ there exist γ0 ∈ G0 and

γ1 ∈ G1 such that γ = γ0 +γ1. Thus,

δ̂ = C argmin
γ0 +γ1:γ0∈G0,γ1∈G1

‖X−D(γ0 +γ1)‖2
Σ .

Now, since PV⊥0 +PV0 = I,

δ̂ = C argmin
γ0 +γ1:γ0∈G0,γ1∈G1

(
‖PV0(X−D(γ0 +γ1)) + PV⊥0 (X−D(γ0 +γ1))‖2

Σ

)
= C argmin

γ0 +γ1:γ0∈G0,γ1∈G1

(
‖PV0(X−D γ0)‖2

Σ + ‖PV⊥0 (X−D γ1)‖2
Σz

)
,

where the second equality follows from the generalised Theorem of Pythagoras [19], the Lemma, and the

fact that PV⊥0 D γ0 = 0 and PV0 D γ1 = 0. Now since γ0 and γ1 minimise the expression independently of

each other and since C γ0 = 0 by construction,

δ̂ = C

(
argmin
γ0∈G0

‖PV0(X−D γ0)‖2
Σ + argmin

γ1∈G1

‖Z−Dz γ1 ‖2
Σz

)
= C argmin

γ1∈G1

‖Z−Dz γ1 ‖2
Σz

.

For all γ0 ∈ G0, C γ0 = 0 and Dz γ0 = 0, so the area of minimisation can be extended,

δ̂ = C argmin
γ

‖Z−Dz γ ‖2
Σz

,
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which is the MLE of δ based on Z by definition. 2

Remark 1 Using the invertible map between any two choices of Y, Y and Y′, as defined in Step 1

above, the respective maximum likelihood estimates of α, Σy and Σy′ can be shown to be identical based

on Y or Y′. In this sense, the choice of µ̃0 is thus truly irrelevant.

Remark 2 Sometimes, additional linear combinations of γ can be assumed to be zero for most genes,

C∗ γ = 0 for some matrix C∗ with rowspace being a superspace of the rowspace of C. Let P ∗ be any

projection matrix on the corresponding space V∗ = {µ : µ = D γ, C∗ γ = 0, γ ∈ Rq} and let

Y∗ = X−P ∗X. It is straight forward to show that a variant of the Proposition still holds, so given the

covariance structure matrices the inference results concerning C γ will be identical, based on Y or Y∗

respectively. However, the estimates of the covariance structure matrices for Y and Y∗ might not be

coherent and the results are expected to differ slightly.

The estimator of power

Consider a certain experimental design, a level 1-λ test and a differential expression δ. Let a realisation of

the experiment be given, which e.g. results in certain quality deviations between arrays. The conditional

power is defined as the probability of identifying a random gene in the current experiment, i.e. conditional

on e.g. the quality deviations, when the gene has differential expression δ. The power is then defined as the

average conditional power over all possible realisations of the experimental design. The power is thus

related to an unperformed experiment while the conditional power is related to a specific performed

experiment. Here, the test is assumed to be valid conditional on the experiment, i.e. to have conditional

power λ when δ = 0.

In Evaluation of power, the aim is to estimate the power for a hypothetical experiment where the

distribution of the data under the null hypothesis is obtained by resampling of real data. For a given

resample, a constant differential expression is added to randomly selected genes and the statistics tg are

computed. The estimate t̂c of the conditional critical value is computed so that a proportion λ of the

unregulated genes satisfy |tg| ≥ t̂c. The conditional power is then estimated by the proportion of regulated

genes satisfying |tg| ≥ t̂c. The power is finally estimated by averaging the estimated conditional power over

the resamples.
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Figures

Figure 1 - Density plots

Distribution of transformed expression values, Y, for the different arrays, in the two datasets.

Colour-coding according to sample variance is used for increased clarity (blue for low variance, red for high

variance). Differences in variability can be noted for both datasets.
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Figure 2 - Pairwise plots

Transformed expression values, Yg, for selected pairs of arrays within the same group. Different pairs

within the same group have distinctly different correlations. Upper triangle contains scatterplots. Lower

triangle contains heatmaps of the corresponding two-dimensional kernel density estimates, where the

majority of the genes are in the red portion of the plot, revealing important trends inside the black clouds.

Diagonal red clouds in the heat maps reveal correlations between arrays. Off-diagonal numbers show

estimated correlations from WAME. Diagonal boxes contain sample names and weights as well as

estimated variances from WAME.
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Figure 3 - Observed probability plots

Empirical distribution of p-values compared to the distribution expected for non-differentially expressed

genes. The OLM and LIMMA curves largely coincide, as does the identity line and the WAME curve.
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Figure 4 - Probability plots

Empirical distributions of p-values for LIMMA, weighted LIMMA, OLM and WAME from tests on 100

resamples from the COPD dataset. Average empirical distribution indicated. Since no signal is added, the

curves should ideally follow the diagonal.
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Figure 5 - Average empirical p-value distribution for WAME under regulation

Average empirical p-value distribution of the unregulated genes, calculated using WAME, when 0%, 0.1%,

1%, 5% and 10% of the genes have a log2 differential expression of 1, i.e. a two-fold change. When genes

are regulated the estimate of Σ is biased, leading to conservative, non-diagonal curves.
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Figure 6 - Estimated power

Estimated power in the simulated data for level 0.1% tests, based on resamples from the respective larger

group in the Atrium and COPD datasets. Power is estimated at the marked points and spline interpolation

is used in between.

1.0 1.5 2.0 2.5 3.0 3.5

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Atrium

fold change

po
w

er
 e

st
im

at
e

● ●

●

●

●

●

●

●

●
●

●
● ● ● ● ●

● WAME
LIMMA
wLIMMA
OLM
FC

1.0 1.5 2.0 2.5 3.0 3.5

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

COPD

fold change

po
w

er
 e

st
im

at
e

● ●
●

●

●

●

●

●

●

●
●

● ● ● ● ●

● WAME
LIMMA
wLIMMA
OLM
FC

26



Tables

Table 1 - WAME weights

Weights in percent from estimate of differential expression using WAME.

Atrium
Sinus rythm Atrial fibrillation

3.0 -0.8 -2.7 -1.9 -4.6 -0.7 14.9 8.5 21.0 12.2 10.7
-9.4 1.9 -5.1 0.3 -5.2 -18.3 7.5 16.6 2.1 11.8 5.3
-10.6 -8.9 -9.9 -19.8 -9.4 -20.4 6.5 5.2

COPD
No/mild emphysema Severe emphysema

-18.0 -6.7 -3.9 -8.9 11.8 2.6 12.0 4.0 12.6 7.6
-10.6 -7.3 -8.0 -5.6 7.1 9.0 6.7 0.9 6.2 5.5
-8.3 -3.6 -14.9 -4.3 -0.3 1.6 3.2 7.6 4.3 -2.5

Table 2 - Concordance of top lists

Number of mutually included genes in the top-100 lists as determined by the different methods.

Atrium WAME LIMMA wLIMMA OLM FC
WAME 100 47 45 44 15
LIMMA 47 100 80 88 26
wLIMMA 45 80 100 76 21
OLM 44 88 76 100 21
FC 15 26 21 21 100

COPD WAME LIMMA wLIMMA OLM FC
WAME 100 46 47 41 22
LIMMA 46 100 77 78 35
wLIMMA 47 77 100 66 32
OLM 41 78 66 100 25
FC 22 35 32 25 100
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Abstract

Background
Transcription factors regulate transcription by binding to specific DNA se-
quences (cis-regulatory motifs) in the promoters of their target genes. Several
methods for finding enrichments of such motifs within a set of genes, for ex-
ample genes regulated in a microarray experiment, have been proposed. Al-
though the increasing preciseness of genomic data in general improves these
methods, they will on certain occasions perform inaccurately.

Results
We have found that promoter length and gene function are related. In partic-
ular, there are differences in promoter length between stress responsive and
unresponsive genes. Our analysis suggests that genes with complex tran-
scriptional regulation tend to have longer promoters than genes responding
to fewer signals. Furthermore, this phenomenon is shown to be conserved in
yeast, fungi and plants, thus evolutionary forces may act on promoter length.
These new findings are utilized in a novel method for assessing enrichments of
cis-regulatory motifs in promoter regions. The procedure extends logistic re-
gression and includes the promoter lengths as a critical element. Evaluations
on several datasets show that the proposed method generates more accurate
p-values and less false positives compared to other common procedures.

Conclusions
Promoter length is associated with gene function and genes responsive to sev-
eral stimuli generally have longer promoters. A novel method for assessing
enrichment of cis-regulatory motifs is introduced and is shown to generate
fewer false positives for sets of genes with biases in promoter length. For
analysis of S. cerevisiae datasets, the method is available as a web service
located at http://enricher.math.chalmers.se.

Background

Interactions between proteins and DNA are central in most aspects of ge-
netic activity including gene transcription and DNA packaging, replication
and repair. Consequently, it is of great importance to further develop the
technologies needed to identify and/or predict these interactions. In tran-
scriptional regulation, the protein-DNA interaction consists of the binding
of a transcription factor to a specific cis-regulatory motif in the promoter
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of its target genes, thereby regulating the recruitment of the transcriptional
machinery. The transcriptional patterns of most genes are thus dependent
on the presence of cis-regulatory motifs in their promoters. Hence, analysis
of promoter sequences can aid in predicting the expression pattern of tran-
scriptionally regulated genes. In a reverse approach, it is possible to examine
expression patterns and deduce transcription factors involved in the tran-
scriptional regulation of genes. Typically, this is done by identification of
genes with similar transcriptional profiles and consecutive analysis of enrich-
ments of the motifs located in the promoters of these genes [1, 2]. To this
end, a number of procedures have been suggested, such as the hypergeometric
test [3-5] and several tests based on regression models [6-8].

A multitude of sensing mechanisms has evolved to monitor the intra and
extra cellular environment. Changes in the physical/chemical milieu will
trigger specific sensing and signaling mechanisms allowing the cell to re-
spond appropriately. In many cases, the signaling will initiate a change in
transcription of relevant genes resulting in an optimised composition of the
cell’s proteome. The physiological adaptation to a new environment typi-
cally requires turning on or off the expression of several genes. Additionally,
modulations in the expression levels of many other genes may be required.
For the lower eukaryotic model organism Saccharomyces cerevisiae, many
investigations have shown that environmental perturbations change the ex-
pression levels of up to 15-20% of the entire genome [1, 2, 9-11]. When we
investigated the regulatory responses of the genes with altered transcription
levels after arsenite exposure [2], we found randomly generated motifs to be
enriched compared to the other genes in the genome. Here we argue that
this peculiar bias stems from differences in the length of the promoters.

Even in a compact genome such as that of S. cerevisiae, it is evident that
the length of the intergenic regions varies substantially. This is a potential
pitfall that the enrichment studies described hitherto have failed to address.
Still, most promoter analyses circumvent the problem by defining the pro-
moter as a fixed number of base pairs (bp) upstream of the transcriptional
start site. Typically 1000 bp is used [10, 12, 13] but both 800 bp [14, 15]
and 600 bp [16] are also common. To our knowledge, no regulatory motifs
situated in the coding region of a gene have been described in S. cerevisiae
and it is therefore likely that cis-regulatory elements predominately occur in
the intergenic sequence [17]. The median intergenic distance in S. cerevisiae
is 455 bp. However, since the variation in promoter length is large [18], a
fixed promoter length (e.g. 1000 bp) is a non-optimal solution.

In this paper we show that functional information is encoded in the pro-
moter length. In particular, we identify several groups of genes with longer
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or shorter promoters than the rest of the genes in the genome. Furthermore,
we show that these differences are conserved in other yeast species and may
therefore be a result of evolutionary forces. Consequently, we propose a re-
gression model to assess enrichments of cis-regulatory motifs in the promoters
in a group of genes. The method takes the promoter length into account and
can thus perform satisfactory when there is a difference in promoter length
between the group the remaining genes in the genome. Cis-regulatory motif
enrichment studies using the proposed method can be performed with the
web service Enricher located at http://enricher.math.chalmers.se.

Results

Promoter length in Saccharomyces cerevisiae

The simplest definition of a gene’s promoter region is the DNA sequence
located 5’ of the corresponding ORF and stretching to the upstream ORF,
i.e. the entire upstream intergenic region. Extracting all promoters by this
definition revealed that the median length of all promoter regions in the S.
cerevisiae genome is 455 bp and that the length of promoters varies greatly
(Figure 1).

Promoter length differs between subsets of functionally related
genes

By analyzing biologically meaningful gene sets, we wanted to explore if func-
tional information can be extracted from promoter lengths. In two recent
genomic studies in S. cerevisiae, a large set of genes has been identified as
differentially expressed in response to a variety of environmental perturba-
tions. This phenomenon was called the environmental stress response (ESR)
comprising 800 genes [10] or the common environmental response (CER)
comprising 600 genes [9]. The ESR and the CER gene sets are largely over-
lapping and the genes respond similarly in response to environmental stimuli,
including temperature shock, osmotic stress, oxidative stress, low pH, high
pH, and nutrient starvation. Our analyses show that the ESR and CER
genes have relatively long promoters. The median promoter length of ESR
genes is 493 bp which should be compared to the median length of the un-
responsive genes of 450 bp (p = 2 × 10−3). Similarly, the median promoter
length of CER genes is 552 bp compared to 445 bp for the promoters of the
remaining genes (p = 5 × 10−11) (Table 1 and Figure 2). The low p-values
imply a statistically significant bias towards longer promoters for genes of
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the environmental stress response compared to other genes (see Materials
and Methods for a description of the testing procedure).

We went on to look for other categories of genes that differ in promoter
length as compared to the rest of the genes in the genome. Interestingly, the
promoters of several classes of genes were found to have significantly longer
or shorter promoters (Table 1). According to the Saccharomyces Genome
Database (SGD) [19], 1033 genes are essential for growth in rich medium.
Our analysis revealed that these genes have very short promoters. The me-
dian promoter length for the essential genes is 385 bp whereas the median
promoter length for non-essential genes is 468 bp (p = 8 × 10−9). Investi-
gating whether functional classes of genes differ in their promoter lengths,
e.g. genes annotated similarly in the Yeast GO Slim terms [20], we found
that most functional classes do not exhibit biases. However, certain classes
such as cell wall (median length 899 bp, p = 2× 10−11), transporter activity
(median length 583 bp, p = 4 × 10−9) and RNA metabolic process (median
length 340 bp, p = 6× 10−9) do differ significantly in their promoter lengths.
Lists of all GO Slim terms and their corresponding promoter lengths are
available as supplementary information (Supplementary Table 1).

Relatively long promoters of stress regulated genes may be a con-
served phenomenon

To investigate if the relationship between promoter length and gene func-
tion is an evolutionary conserved feature, we extended our analysis to in-
clude other species. The filamentous fungus Ashbya gossypii has the smallest
genome of any free-living eukaryote reported so far. The genome is extremely
compact with a median distance between open reading frames of only 342
base pairs. A. gossypii and S. cerevisiae diverged more than 100 million years
ago, and their genomes differ substantially in GC content. Still, 95% of the
protein-coding sequences of A. gossypii have homologues in the S. cerevisiae
genome with the vast majority at syntenic locations [21]. Therefore we could
easily find 405 of the homologous genes from the common environmental
stress response in S. cerevisiae in the A. gossypii genome. We find that these
putative CER genes in A. gossypii have a median promoter length of 407 bp,
which is significantly longer than the median promoter length of remaining
genes of 337 bp (p = 4 × 10−5) (Table 1). When we look at A. gossypii
homologues of the genes essential in S. cerevisiae we find the promoters to
be much shorter than the promoters of non-essential genes (p = 4 × 10−9).
These differences may be a consequence of evolutionary constraints but can
also be explained as an indirect effect of the high degree of synteny between
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the species.
The evolutionary divergence between the fission yeast Schizosaccharomyces

pombe and the budding yeast S. cerevisiae is estimated to 1,14 billion years
[22], approximately equal to the distance between S. cerevisiae and man.
Therefore, an analysis of the promoters in the S. pombe genome could be
a better indication for any potential evolutionary constraints on promoter
length. We extracted the promoters of the S. pombe genome similarly to our
S. cerevisiae approach. The median length of the promoter regions in the S.
pombe genome is 829 bp and the length of promoters varies greatly (Supple-
mentary Figure 1). Similar to S. cerevisiae, the environmental stress response
of S. pombe has been reported. Analyses of the S. pombe transcriptome re-
vealed that many genes display analogous transcriptional profiles in response
to oxidative stress, cadmium stress, temperature shock, osmotic stress, and
to a DNA damaging agent. Here, the authors named it the core environ-
mental stress response (CESR) [23]. A conservative definition of the CESR
comprises 237 genes whereas a more loose definition resulted in 704 genes.
The conservative definition of the CESR is genes that are induced more than
two fold in at least four of the five conditions tested. The loose definition is
the genes that were consistently induced in response to all stresses, but failed
to make the twofold cutoff in some of the responses. With the loose defini-
tion of CESR, the genes have a median promoter length of 863 bp, compared
to the median of the remaining promoters of 826 bp (p = 2 × 10−2). How-
ever, analyzing the genes of the conservatively defined CESR gives a more
striking result. Here, the median length of the regulated genes is 1243 bp
while the median length of the unregulated genes is 816 bp (p = 7 × 10−15)
(Supplementary Figure 2).

Next, we analyzed promoter lengths in the genome of the plant Arabidop-
sis thaliana. Identification of genes transcriptionally up-regulated in response
to environmental stress treatments (heat, cold, drought, salt, high osmolar-
ity, UV-B light and wounding) has been reported [24]. When performing the
same promoter analysis as above, we found that the median promoter length
for A. thaliana environmental stress responsive genes were 1672 bp compared
to the 1113 bp of the promoters of the remaining genes (p¡10-16) (Table 1).
Taken together our findings suggest that evolutionary forces act on promoter
length.

Correlation between promoter length and cis-regulatory motifs

The examples presented above warrant for caution when trying to assess
enrichment of cis-regulatory motifs in promoter sequences. Naturally, the
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likelihood of a random occurrence of any motif increases with the promoter
length as, illustrated in Figure 3 (dotted line). In this figure, the number
of different cis-regulatory motifs and the promoter length are shown for all
genes in the genome of S. cerevisiae. A higher number of different motifs in
longer promoters is also observed when the noise level is reduced by phylo-
genetic filtering (Figure 3, solid line) and may thus be a biologically relevant
phenomenon.

In a reversed approach, we analysed the transcriptional profiles of the
genes in the CER and divided all genes into classes depending on the num-
ber of stress conditions to which they respond. Plotting the median promoter
length of each group against the number of stress conditions, a highly pos-
itive trend (p-value ¡ 10-5) and a good correlation (r2=0.96, p = 1 × 10−3)
is observed (Figure 4). The same was done for the Arabidopsis promoters
and again we found a positive trend between the promoter length and the
number of different conditions which induces transcription of the gene (Sup-
plementary Figure 3). This indicates that the length of promoters correlates
with the number of signals that is integrated onto the promoters.

Assessing enrichment of cis-regulatory motifs under promoter length
bias

Procedures for finding enrichments of cis-regulatory motifs are today well
established tools in many aspects of modern biology. These methods are
applied to a set of genes, typically from a microarray or chromatin immuno-
precipitation assay, but other assortments are also possible.

One of the most frequently used methods to find overrepresented motifs
is the hypergeometric test (also known as Fishers exact test) [3, 4, 25]. For
a given set of genes, the hypergeometric test is performed by observing the
number of genes in the set that has the motif present. Under the assumption
of independence, this number has a known distribution and hence significance
can be derived. Various kinds of regression models have also been suggested
for identification of enriched motifs [6, 26]. In particular, logistic regression,
where the presence of the motif and the selection of a gene is considered to be
binary variables (i.e. present or not, selected or not), is commonly used [7, 8].
In contrast to the hypergeometric test, significance in the regression models
is derived by large sample approximations and they are thus not suitable for
sets with very few genes.

Their popularity notwithstanding, both the hypergeometric test and the
logistic regression model assume, directly or indirectly, that there is no dif-
ference in promoter length between the sets of genes. We therefore propose a
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novel procedure to assess enrichments of cis-regulatory motifs in the promot-
ers of a set of genes. The method includes the promoter lengths as covariates
and can thus handle length biases in a proper manner. The model is based
on the generalized additive model (GAM) framework [27, 28] and can be seen
as an extension of logistic regression. Further details for all three methods
discussed here can be found in Materials and Methods.

Promoter length bias can result in false positives

A simulation study was performed to compare the proposed model to the hy-
pergeometric test and logistic regression. Datasets, divided into two groups
of artificial promoters, each consisting of 500 and 5000 promoters respec-
tively, were generated as follows. The length of the promoters were sampled
from uniform distributions such that the promoters in the first group were,
on average, 25% longer than the promoters in the second group (median pro-
moter length were 500 bp and 400 bp respectively). Given the length, each
promoter was generated by sampling the four nucleotides with equal prob-
abilities. In total, 1000 datasets were created. Further details are available
in Materials and Methods. The simulated promoters were searched for a
six nucleotide long motif and tests for enrichments within the smaller group
were performed for all three methods. Histograms of the resulting p-values
are shown in Figure 5. Since the promoter sequences are completely random,
no enrichments should exist and the p-values should therefore be uniformly
distributed between 0 and 1. The results from both the hypergeometric test
and logistic regression are clearly skewed towards lower p-values. However,
this is not the case for the proposed model, which suggests that it results in
less false positives when there is a bias in promoter length.

Transcription factors in arsenic stress

To evaluate our model on real biological data, we assessed enrichments of
cis-regulatory elements in a microarray dataset on transcriptional changes in
response to arsenite exposure [2]. Based on this experiment, putatively up-
and down-regulated genes with an absolute log2 fold-change greater than 2
where chosen for enrichment analysis. The promoter lengths of these genes
were significantly longer than the promoters in the rest of the genome (Table
1). Accordingly, the model proposed in this paper is suitable for a proper
analysis of this data.

Enrichment analysis of all experimentally verified cis-regulatory motifs
described in SGD [19] were performed. Phylogenetic filtering was used to re-
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move spurious motifs (see Materials and Methods). Examples of significant
motifs according to the proposed model can be seen in Table 2 together with
p-values from the hypergeometric test and logistic regression. In general,
the p-values for highly significant motifs seem to be lower for the regression
based methods for than the hypergeometric test. Furthermore, the proposed
method is, as expected, more conservative than logistic regression. The last
two rows in Table 2 show examples of motifs that, according to the pro-
posed models, are candidate false positives. These motifs have low p-values
for both the hypergeometric test and the logistic regression model but get
substantially higher p-values when the promoter length is included. Com-
plete lists with p-values for all cis-regulatory motifs in yeast can be found in
Supplementary Table 2 and 3.

Discussion

Using the S. cerevisiae genome as a model, we analysed the length of pro-
moter regions of genes in different datasets and we found a striking rela-
tionship between long promoters and responsiveness to a variety of stresses.
Complementary to this, we analyzed analogous datasets of promoters in S.
pombe and A. thaliana found the same relationship. Thus, longer promoters
of stress inducible genes seem to be a conserved phenomenon. The simplest
explanations may be that relatively long promoters allow for integration of
a large number of regulatory inputs onto the promoter region of these genes
and, conversely, that other promoters may have been shortened to reduce
genome size.

The integration of many signals into a promoter requires a number of
motifs. If several signalling pathways target the same promoter, binding sites
must exist for all relevant transcription factors. Additionally, the regulation
can be combinatorial and thus a number of auxiliary factors may also bind.
In these cases, the promoters must be long enough or steric hindrances may
prevent the binding of all the necessary factors. We speculate that the level
of complexity of the regulation of a gene is related to the function of the
gene product. Hence, promoters of certain classes of genes may have evolved
to be longer due to complex regulation, whereas other classes of genes may
have evolved shorter promoters to reduce genome size. A smaller genome
is believed to be an advantage as replication is faster, allowing for faster
proliferation.

Evolution may not have acted to reduce the intergenic stretches of all
genomes. Therefore, a relationship between promoter length and regula-
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tory complexity might not always exist. We have argued here that utilis-
ing the information about the length of the individual promoters improves
the validity of the p-values generated when estimating enrichments of cis-
regulatory motifs in S. cerevisiae and S. pombe datasets. Similar analy-
ses of mammalian promoters may be difficult, as they in general are much
longer and poorly defined. However, the annotation of mammalian genomes
is improving and several resources for extracting promoter sequences from
mammalian genomes exist. One interesting study on the organisation of the
human genome clearly demonstrates that both the introns and the intergenic
space around housekeeping genes are shorter than corresponding sequences
for tissue specific genes. Similar tendencies are also reported for the fly
Drosophila melanogaster and the worm Caenorhabditis elegans. The author
speculated that the tissue specific genes have a more composite transcrip-
tional regulation, and thus require longer sequences to facilitate a more dy-
namic chromatin structure [29]. These findings corroborate our conclusions
and indicate that promoter length is an important factor when analysing
genomes of higher eukaryotes.

Assessing enrichments of de novo motifs is a process where the rate of
false positives has been particularly bothersome. A recent report [30] iden-
tified a number of problems which needs to be addressed to improve these
methods. Among them were: (I) the lack of rigorous models and of an exact
p-value measuring motif enrichment; (II) the tendency, in many of the exist-
ing methods, to report presumably significant motifs even when applied to
randomly generated data. We believe that our model is a novel approach to
(I) and a clear improvement of (II).

Our model may also be of use in other types of enrichment studies. In
post-transcriptional regulation, RNA binding proteins (RBPs) interact with
sites in the untranslated regions (UTRs) of the mRNAs and regulate local-
ization, degradation, and translational control. In S. cerevisiae, the length
of the UTRs has been shown to depend on gene function [31] and the num-
ber of identified RBP binding motifs is increasing [32]. Hence, biases in UTR
lengths between groups of genes cannot be ruled out, and the proposed model
should be straight-forward to apply in these situations.

Eukaryotic genomes are packaged into nucleosome particles that prevent
the DNA from interacting with other DNA binding proteins. Experimental
evidence shows that DNA packaging can control accessibility of specific se-
quences by blocking access to irrelevant non-functional sites [33, 34]. A future
direction would therefore be to incorporate chromatin structure prediction
into the enrichment analysis. A computational method modelling nucleosome
positioning has recently been developed, that can predict roughly 50% of the
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genome-wide nucleosome organisation in yeast [35]. Additional information
can be extracted by predict acetylation and methylation of nucleosomes to
identify sequences with regulatory activity [36]. These are important areas
of research and further development of these tools is needed to improve their
accuracy. Combining robust prediction algorithms for nucleosome organisa-
tion with phylogenetic based comparative genomics holds great promises for
vastly enhanced prediction of true cis-regulatory elements.

Conclusion

We have presented evidence that promoter lengths include functional infor-
mation and several categories of genes have been shown to have promoters
longer or shorter than promoters of the other genes in the genome. This was
seen for stress induced genes in S. cerevisiae, A. gossypii, S. pombe and A.
thaliana thus evolutionary forces may act on promoter length. Consequently,
we have developed a method for assessing enrichments of cis-regulatory mo-
tifs in sets of promoters with varying lengths. To our knowledge, this is the
first model which utilizes information encoded in the promoter lengths to find
overrepresentations of transcription factor binding sites. Simulations show
that the proposed model performs adequately, in contrast to the hypergeo-
metric test and logistic regression, which both can lead to false positives.

Materials and Methods

Sequence data and analysis

The intergenic regions for both Saccharomyces cerevisiae and Schizosaccha-
romyces pombe were downloaded from the GeneDB database [37] (March,
2007). For each gene, the 5’ upstream sequence from the start of the open
reading frame (ORF) until the end of the previous ORF (on any strand)
was extracted. In this study, these sequences are referred to as promoters.
Genes with ORFs overlapping other genes such that the intergenic region is
nonexistent were removed from the analysis. This resulted in 5735 promoters
in S. cerevisiae and 5484 promoters in S. pombe. Sequence data for Saccha-
romyces mikatae, Saccharomyces kudriavzevii, Saccharomyces bayanus, Sac-
charomyces castellii, and Saccharomyces kluyveri, all yeast species closely
related to S. cerevisiae [38], were downloaded from SGD [19] (April, 2007).
Intergenic regions for every gene with a homologue in S. cerevisiae were
extracted and cut at the same position as the corresponding promoter in
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S. cerevisiae, resulting in 2983, 3606, 4733, 4090 and 2798 promoters for S.
mikatae, S. kudriavzevii, S. bayanus, S. castellii, and S. kluyveri, respectively.
Intergenic regions for A. gossypii were extracted from the Ashyba Genome
Database (AGD) [39] and S. cerevisiae homologues were mapped using the
table published in Dietrich et al. 2004 [21]. Intergenic regions for A. thaliana
were retrieved from the TAIR database [40]. The total number of promoters
for A. gossypii and A. thaliana were 4683 and 27736 respectively.

All tests of differences in promoter lengths between groups of genes per-
formed in this study were done using the Wilcoxon rank sum test. This is a
non-parametric procedure designed to test differences between medians and
is therefore robust against exaggerated promoter lengths.

Transcription factor binding site data and phylogenetic filtering

129 known transcription factor binding sites (motifs), corresponding to 92
distinct transcription factors in S. cerevisiae, were downloaded from SGD
(March, 2007). The motifs were described by IUPAC-codes. The length of
the motifs varied between 5 bp and 20 bp (9 bp in average). A motif was
defined as present in a promoter in S. cerevisiae given at least one exact
match. Under phylogenetic filtering, a motif was defined as present if it was
(1) present in the promoter of S. cerevisiae and (2) present in at least half
of the available corresponding promoters in the closely related species. Note
that the position of a motif can vary in the promoters between the different
species.

Mathematical details and model descriptions

Assume that there are N genes in the genome and that we are interested in
testing overrepresentation of a motif within a subset A consisting of n genes.
For g = 1, . . . , N , let xg be a binary 0,1 valued variable indicating whether
the motif is present in the promoter of gene g. Furthermore let yg be another
binary variable indicating if gene g belongs to the subset A. Let zg = xgyg

, i.e. zg is one if gene g is in the subset A and has the motif present in the
promoter. Finally, let lg be the length of the promoter for gene g.

The hypergeometric test can be seen as drawing a fixed number of balls
(genes in A) from an urn consisting of red (genes with a motif) and blue
(genes without a motif) balls. The observed number of red balls among the
drawn balls (genes in A with the motif) can then be compared to all other
possible draws and the significance calculated. If we let xtot =

∑
xg and
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ztot =
∑

zg , then

phyper =

min(xg ,n)∑
i=ztot

(
xtot

i

) (
N − xtot

n− i

)
(

N
n

) .

The hypergeometric test relies on the assumption that all balls are drawn
with equal probability, i.e., that motifs occur with the same probability in
all promoters, which is questionable if there is a bias in promoter length.

The standard logistic regression model can be formulated as a linear re-
lationship between the log-odds of having the motif present (yg) and the
selection of the gene (xg), i.e.

log
P(yg = 1)

P(yg = 0)
= α + βxg.

The coefficients α and β are estimated from data and an enrichment can be
inferred by testing whether β is positive. Note that under the null hypothesis,
i.e., when β is zero, the probability of finding the motif is equal for all genes
regardless of the length of the promoter.

The method proposed in this paper is an extension of the logistic regres-
sion model to a generalized additive model (GAM) [27, 28, 41]. In GAMs,
non-linear relations of covariates are modelled non-parametric by smoothing
functions. In our case, an unknown function of the promoter length is added
to compensate for any bias in the set of genes of interest. In other words,
we assume that the log-odds of the presence of the motif depends both on
the selection of the gene and the length of the promoter. Using the same
notation as above, the extended model can be formulated as

log
P(yg = 1)

P(yg = 0)
= α + βxg + f(lg),

where f is an unknown smooth function. The coefficients α and β and the
function f are estimated from data. Extremely long promoters, typically
coming for regions scarce of ORFs such as the telomeres, were truncated at
the 95th percentile resulting in a maximal length of 1902 bp. A p-value for
overrepresentation can then, as for the logistic regression model, be calculated
by testing whether β is positive.

All calculations were performed using the statistical language R [42]. The
mgcv package [28] was used to fit the GAM. For the logistic regression model,
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the maximum likelihood estimates of the coefficients α and β were found us-
ing iterated re-weighted least squared (IRLS). A penalized version of IRLS
(P-IRLS) was used, together with the UBRE smoothing condition, to es-
timate the function f and the coefficients α and β for the generalized ad-
ditive model. For both models, overrepresentation was inferred by testing
H0 : β = 0 versus HA : β > 0. Large sample normal approximations of
the estimated values of β were used to calculate p-values. Enrichments of
motifs with less than 5 hits within the gene set A were not performed by the
regression models. Further details regarding the GAMs are available in [28].

Details regarding the simulation study

The data for the simulation study was generated as follows. Two sets of
artificial promoters were created, one with 500 and the other with 5000 se-
quences. The length of the promoters in the first group was chosen uniformly
between 1 and 1000 and the corresponding distribution for the second group
was uniform between 1 and 900. The average length difference thus becomes
100 bp, which is typical for the different microarray datasets examined in
this study. Given the length, the nucleotide sequence of the promoters was
generated by repeatedly sampling from A, C, G, and T with equal proba-
bility. In total, 1000 such sets of promoters were generated (i.e. 1000 sets
were each set has 5500 promoters in total) and for each set enrichment of a
six-nucleotide motif was inferred.
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Gene subset Nr. of Median Nr. of remaining Median P-value
genes length genes length

Saccharomyces cerevisiae
Gasch ESR genes 820 493 4915 450 2× 10−3

Causton CER genes 588 552 5147 445 5× 10−11

Thorsen up-regulated 317 560 5418 450 1× 10−7

Thorsen down-regulated 398 561 5337 448 3× 10−7

Essential genesa 1033 385 4702 468 8× 10−9

Ribosomal genes 185 551 5550 453 9× 10−3

Cell wall 69 899 5666 453 2× 10−11

Transporter activity 361 583 5374 449 4× 10−9

RNA metabolic process 262 340 5473 461 6× 10−9

Ashbya gossypii
Causton CER genesb 405 407 4278 337 4× 10−5

Essential genesb 1018 298 3665 356 4× 10−9

Schizosaccharomyces pombe
Chen CESR genes 704 863 4780 826 2× 10−2

Chen CERS
conservative genes 237 1243 5247 816 7× 10−15

Arabidopsis thaliana
Kilian stress genesc 1152 1672 26584 1113 < 10−16

aFor growth in rich medium.
bHomologues based on the map in Dietrich et al. 2004 [21].
cGenes from the environmental stress microarray data in Kilian et al. 2004 [24] with an
log fold-change more than 5 in at least one condition.

Table 1: Examples of gene sets from four different species with a significant
difference in promoter length. Stress associated genes tend to have longer
promoters than other genes, while promoters of essential genes are shorter.
GO categories such as cell wall, transporter activity, and RNA metabolic
process also have a different promoter length compared to the rest of the
genes in the genome.

20



Transcription Binding site Hypergeometric Logistic Proposed
factor test regression model
RPN4 GGTGGCAAA 6× 10−19 8× 10−24 6× 10−22

YAP2 MTTASTMAKC 5× 10−12 8× 10−15 1× 10−12

YAP7 MTKASTMA 6× 10−12 2× 10−13 4× 10−9

YAP1 TTAGTMAGC 3× 10−8 1× 10−9 3× 10−8

MSN2/4 AAGGGG 3× 10−10 3× 10−11 1× 10−7

YAP2/3/4/5 TTACTAA 3× 10−9 1× 10−10 1× 10−7

YAP1 TTASTMA 6× 10−10 8× 10−10 5× 10−7

MET31/32 AAACTGTGG 6× 10−6 1× 10−6 1× 10−5

SWI5 KGCTGR 6× 10−6 6× 10−6 2× 10−2

YOX1 YAATTA 9× 10−5 1× 10−4 1× 10−1

Table 2: The upper part of the table shows the top enriched transcription
factors for up-regulated genes in the arsenite microarray dataset according
to the proposed model. The median promoter length of the regulated genes
was more than 100 bp longer than the promoter length of the other genes.
As predicted by the simulation study, the p-values for the hypergeometric
test and the logistic regression are non-conservative relative to the proposed
method. The bottom part shows two examples of transcription factors having
substantially low- to non-significant p-values when the proposed model is
used.
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Figure 1: Histogram of the 5735 Saccharomyces cerevisiae promoters used
in this study. The median promoter length is 455 bp and the distribution is
asymmetric with a right tail. Roughly 5% of the promoters are longer than
2000 bp and thus not shown in this figure.
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Figure 2: Estimated densities of the promoter length for the common envi-
ronmental response (CER) genes (solid line) and the remaining genes (dashed
line). The median length of the promoters for the CER genes was found to
be significantly longer than for the remaining genes (p = 5× 10−11).
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Figure 3: This figure shows the smoothed two-dimensional distribution of
promoter length (x-axis) and number of different transcription factor bind-
ing sitesmotifs (y-axis). Higher intensity means more genes. Phylogenetic
filtering, based on five closely relates yeast species, was used to reduce the
number of spurious motifs. The general trend is shown both with and without
phylogenetic filtering (solid and dashed curve respectively).
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Figure 4: The number of stress conditions is correlated with the length of
the promoter. Expression data from Causton et al. [9] were used to cate-
gorize genes into groups depending on the number of stress conditions they
were regulated in (x-axis). For each group, the median promoter length was
calculated (y-axis). The dashed line is a result of a linear regression with
weights proportional to the number of genes in each group (5064, 449, 93,
32, 12, and 2 genes for the groups corresponding to 0 to 5 stress conditions,
respectively). The trend is clearly positive (p < 10−5) and genes regulated in
several stress conditions have in general longer promoters. The correlation
coefficient were estimated to 0.96 (p = 10−3). Both p-values were calculated
by permuting the promoters one million times while keeping the size of the
groups fixed.
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Figure 5: Results of the simulation study. Two sets of promoters with random
sequences were created. The promoter length bias between the sets were
set to 100 bp. Enrichment of a six-nucleotide motif was assessed in the
set with long promoters using three different methods; hypergeometric test,
logistic regression, and the proposed method. The hypergeometric test and
the logistic regression result in several significant p-values, even though the
promoters were randomly generated and no enrichment should exist. The
proposed model, however, handles the bias well and reports no false positives.
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à l’Énergie Atomique (CEA)/Saclay, Gif-sur-Yvette, France; 3Department of Mathematical Statistics,
Chalmers University of Technology, Gothenburg, Sweden; and 4Service de Pharmacologie et
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Thorsen M, Lagniel G, Kristiansson E, Junot C, Nerman O,
Labarre J, Tamás MJ. Quantitative transcriptome, proteome, and
sulfur metabolite profiling of the Saccharomyces cerevisiae response
to arsenite. Physiol Genomics 30: 35–43, 2007. First published
February 27, 2007; doi:10.1152/physiolgenomics.00236.2006.—Ar-
senic is ubiquitously present in nature, and various mechanisms have
evolved enabling cells to evade toxicity and acquire tolerance. Herein,
we explored how Saccharomyces cerevisiae (budding yeast) respond
to trivalent arsenic (arsenite) by quantitative transcriptome, proteome,
and sulfur metabolite profiling. Arsenite exposure affected transcrip-
tion of genes encoding functions related to protein biosynthesis,
arsenic detoxification, oxidative stress defense, redox maintenance,
and proteolytic activity. Importantly, we observed that nearly all
components of the sulfate assimilation and glutathione biosynthesis
pathways were induced at both gene and protein levels. Kinetic
metabolic profiling evidenced a significant increase in the pools of
sulfur metabolites as well as elevated cellular glutathione levels.
Moreover, the flux in the sulfur assimilation pathway as well as the
glutathione synthesis rate strongly increased with a concomitant
reduction of sulfur incorporation into proteins. By combining com-
parative genomics and molecular analyses, we pinpointed transcrip-
tion factors that mediate the core of the transcriptional response to
arsenite. Taken together, our data reveal that arsenite-exposed cells
channel a large part of assimilated sulfur into glutathione biosynthesis,
and we provide evidence that the transcriptional regulators Yap1p and
Met4p control this response in concert.

DNA microarray; proteomics; glutathione

ARSENIC IS A HIGHLY TOXIC metalloid that considerably threatens
the environment and human health. The most striking example
is the epidemic of arsenic poisoning observed in Bangladesh
and West Bengal, where arsenic contaminates the drinking
water through geological sources and thereby affects millions
of people (10, 26). Chronic arsenic exposure causes cardiovas-
cular diseases, neurological disorders, and liver injury and is
associated with cancers of the skin, bladder, liver, and lung.
Despite its toxicity, arsenic trioxide is currently used as a treat-
ment for acute promyelocytic leukemia, and it might also be
employed against other hematological and solid cancers (7, 28).

All organisms have been exposed to toxic agents since the
origin of life, and tolerance mechanisms arose early during

evolution. The unicellular model eukaryote Saccharomyces
cerevisiae (budding yeast) evades arsenic toxicity by increas-
ing efflux of trivalent arsenite [As(III)] through the plasma
membrane protein Acr3p (12, 38), by sequestering glutathione-
conjugated As(III) in the vacuole through the ATP binding
cassette (ABC) transporter Ycf1p (12) and by reducing As(III)
influx through the aquaglyceroporin Fps1p (34, 39). In addi-
tion, cells may acquire tolerance by adjusting cytosolic redox
and glutathione levels in response to As(III) (31). Two AP-1-
like transcription factors have been shown to be important for
yeast As(III) tolerance; Yap8p controls expression of the ar-
senic-specific detoxification genes ACR2 and ACR3, whereas
Yap1p controls transcription of genes encoding proteins with
antioxidant properties. In addition, Yap1p contributes to YCF1
and ACR3 control (17, 24, 40).

Sulfur assimilation is essential for all organisms. In yeast,
extracellular sulfate is taken up and metabolized through the
sulfate assimilation pathway where sulfide is the reduced end
product (33). Sulfide can then either go through the methyl
cycle or into the cysteine/glutathione biosynthesis pathway
(Fig. 1). Hence, the fate of assimilated sulfur is principally
biosynthesis of the sulfur-containing amino acids methionine
and cysteine and the low-molecular-weight thiol molecules
S-adenosylmethionine and glutathione (GSH) (33). GSH is a
key factor in the cell’s defense against oxidative stress and
metal toxicity. GSH may detoxify metals by 1) chelation
followed by vacuolar sequestration; 2) protecting against oxi-
dation caused by metals, since GSH serves as the main redox
buffer of the cell; and 3) binding to reactive sulfhydryl groups
on proteins (protein glutathionylation), thereby protecting them
from irreversible metal binding and/or oxidative damage (13,
27). Whether protein glutathionylation occurs in response to
metals has not been investigated. Transcription of the genes
encoding enzymes in the sulfate assimilation/GSH biosynthe-
sis pathways is principally controlled by the transcriptional
activator Met4p. Met4p is recruited to target promoters by the
DNA binding proteins Met28p, Met31p, Met32p, and Cbf1p,
forming the complexes Met4p-Met31p/Met32p and Met4p-
Cbf1p-Met28p (33). Interestingly, Met4p has been shown to
play a central role in cadmium tolerance by controlling
expression of sulfur assimilation and GSH biosynthesis
genes (8).

The aim of this study was to gain detailed insight into the
yeast response to arsenite. We demonstrate that As(III)-ex-
posed cells channel a large part of assimilated sulfur into GSH
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biosynthesis and provide evidence that the transcriptional reg-
ulators Yap1p and Met4p control this response in concert.

MATERIALS AND METHODS

Yeast strains, plasmids, and growth conditions. S. cerevisiae strains
used in this study are summarized in Table 1. All deletion mutants
were constructed according to Ref. 14, and metal sensitivity assays
were carried out as previously described (39). The metals used were
sodium arsenite (Sigma), cadmium chloride (Sigma), and potassium
antimonyl tartrate (Acros). Yeast strains were grown at 30°C on
minimal YNB medium (0.67% yeast nitrogen base) supplemented
with auxotrophic requirements and 2% glucose as a carbon source or
on SC medium (YNB containing 2% glucose).

RNA isolation, cDNA synthesis, microarray hybridization, and
analysis. Total RNA was isolated as described previously (4) from
exponentially growing yeast cells that were either untreated or ex-
posed to sodium arsenite; 20 �g of total RNA were primed with 3 �g
of random hexamer (Invitrogen) and 3 �g of anchored oligo(dT)20

primer (ABgene) and labeled in a reverse transcription reaction with
Cy3-dUTP or Cy5-dUTP (Amersham Pharmacia Biotech) in a volume
of 30 �l, according to standard protocols (http://cmgm.stanford.edu/

pbrown). Labeled cDNA was cleaned (microcon YM-30 columns,
Milipore), combined, vacuum-dried, and resuspended in 80 �l of
DIGeasy hybridization buffer (Roche Diagnostics). The hybridization
mix was placed at 100°C for 2 min and then at 37°C for 30 min.
Before hybridization, the microarray chip (Yeast 6.4k array from
University Health Network Microarray Centre, Toronto, Canada) was
prehybridized with 1% BSA in DIGeasy hybridization buffer at 42°C
for 1 h. Hybridization was performed at 42°C for 12–18 h. After
hybridization, the slides were washed at room temperature in 2� SSC
plus 0.1% sodium dodecyl sulfate for 5 min, in 1� SSC for 5 min, and
in 0.1� SSC for 5 min and then blow dried with N2. The slides were
scanned (VersArray ChipReader, Bio-Rad) at laser intensity and
photomultiplier tube voltage settings giving the best dynamic range
for each chip in the respective channel. Image segmentation and
spot quantification were performed with ImaGene v.6 software
(BioDiscovery, CA). The microarray data were analyzed using the
linear models for microarray data (LIMMA) package (http://
www.bioconductor.org) in the statistical language R (http://
www.R-project.org). The data were normalized by subtracting a
loess line from the M-value to remove intensity-dependent trends
(41). The genes were ranked by the moderated t-statistic to avoid

Fig. 1. Outline of the sulfur assimilation and glutathione
(GSH) biosynthesis pathways in Saccharomyces cerevisiae.
Induction levels (fold induction) of genes/proteins in the
pathways in response to arsenite are indicated within brackets
as follows: gene expression at 0.2 mM trivalent arsenite
[As(III)] for 1 h, gene expression at 1.0 mM As(III) for 1 h,
protein level at 0.2 mM As(III) for 4 h. ND, not done.

Table 1. Saccharomyces cerevisiae strains used in this study

Strain Genotype Source

W303-1A MATa ura3-1 leu2-3/112 trp1-1 his3-11/15 ade2-1 can1-100 GAL
SUC2 mal0

Ref. 32

RW124 W303-1A yapl�::loxP Ref. 40
CC849-1B MATa his3 leu2 trp1 ura3 met4�::TRP1 Ref. 29
RW104 W303-1A acr3�::loxP-kanMX-loxP Ref. 29
YPDahl166 W303-1A acr3�::KanMX met4�::TRP1 Present study
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false positives (30). Each comparison consists of at least three
independent experiments. Minimum information about a microar-
ray experiment (MIAME)-compliant microarray data have been
deposited in the microarray database Gene Expression Omnibus
(GEO; http://www.ncbi.nlm.nih.gov/geo/) (6) with the accession
number GSE6129.

Northern blot analysis. Northern analysis was performed as previ-
ously described (40). Exponentially growing cells were exposed to 0.2
mM sodium arsenite, and total RNA was extracted at the indicated
time points. Blots were hybridized with 32P-labeled PCR fragments of
MET3, MET25, and MET14. 18S rRNA was used as a loading control.
Primer sequences are available on request.

Proteome analysis. Exponentially growing yeast cells in YNB
medium were exposed to 0.2 mM sodium arsenite for 1 h and then
labeled for 30 min with [35S]methionine. Protein extraction, two-
dimensional gel electrophoresis, and gel analysis were performed as
previously described (36).

Metabolite measurements and metabolic flux analysis. Exponen-
tially growing yeast cells (in YNB medium) were exposed to 0.2 mM
sodium arsenite. Cells were collected before and at the indicated time
points after treatment, and metabolites were extracted as previously
described (20). The intracellular concentrations of sulfur metabolites
were determined by liquid chromatography/mass spectrometry/mass
spectrometry (LC/MS/MS) using a pool of 15N metabolites as internal
standards (20). GSH and protein synthesis rates were determined as
previously described (19).

Testing for overrepresented transcription factor binding sites. In
the data set by Cliften et al. (3), promoters from �5,200 genes in S.
cerevisiae together with corresponding promoters from orthologous
genes in S. mikate, S. kudriavzevii, S. bayanus, S. kluyveri, and S.
castelli are available. For each transcription factor binding site de-
scribed in the Saccharomyces Genome Database (SGD) (http://
www.yeastgenome.org), we searched for genes with the consensus
motif present in the promoter of S. cerevisiae and in at least one-half
of the available promoters of the other species. To test whether these
hits were spread equally among all genes or whether they were
overrepresented among the regulated genes from the microarray study
[0.2 mM As(III), 1 h], a generalized additive model (GAM) with a
logic link was used (16, 37)

log
Prob�Xg � 1�

1 � Prob�Xg � 1�
� �Yg � f �Lg�

Here, Prob is probability, Xg is a dichotomous random variable
indicating whether gene g has the motif present (according to the
search above), and Yg is a dichotomous variable indicating whether
gene g is regulated (fold change �1). Lg is the length of the promoter
in S. cerevisiae, and f is an unknown smooth function. The coefficient
� and the function f are estimated from data using the mgcv package
(37) in the statistical language R (http://www.R-project.org), and P
value is calculated based on the test of � � 0. The reason for using a
GAM instead of a less complex hypergeometric test is to avoid
problems with unequal promoter length between the regulated genes
and the rest of the genome. Indeed, the average promoter lengths in S.
cerevisieae of the up- and downregulated genes were 576 nucleotides
and 579 nucleotides, respectively, which should be compared with an
average length of 493 nucleotides for the rest of the genes in the
genome. Thus the use of a hypergeometric test in this situation would
lead to biased P values.

RESULTS

Transcriptional profiling of As(III)-exposed cells. The tran-
scriptional response of yeast cells exposed to sodium arsenite
was analyzed using two different concentrations: 0.2 mM,
which has a moderate effect on growth, and 1 mM, which
severely affects growth of wildtype cells [the minimal inhibi-

tory concentration of As(III) on the W303-1A strain used here
is 1.2 mM (39)]. Total RNA was isolated at various time
points, and gene expression profiles were analyzed using
cDNA microarrays. Exposing cells to 0.2 mM As(III) for 1 h
altered the expression of 761 genes (differentially expressed
�2-fold); mRNA levels for 428 genes were less abundant in
exposed cells, whereas mRNA levels for 333 genes were more
abundant (Supplemental Table S1; supplemental data are avail-
able at the online version of this article). The bulk of down-
regulated genes encode functions related to protein biosynthe-
sis, i.e., genes encoding rRNA, tRNA, ribosomal proteins, and
elongation factors. Among those whose expression is stimu-
lated by As(III), we found genes related to arsenic detoxifica-
tion, oxidative stress defense, redox maintenance, and proteo-
lytic activity as well as genes encoding structural components
of the sulfur assimilation and GSH biosynthesis pathways
(Supplemental Table S1). The response to As(III) was largely
transient: mRNA levels of most responsive genes started to
change within the first 15 min of exposure, peaked at 60
min, and then stabilized at a new steady-state expression
level once cells had adapted (Supplemental Table S2, A–D;
see also Fig. 4A).

When comparing the transcript profiles of cells exposed to
0.2 or 1 mM As(III), we found similar responses in terms of the
identity of the genes whose expression was either up- or
downregulated (Supplemental Tables S1 and S2C). However,
the lower concentration triggered a faster transcriptional re-
sponse than the higher concentration. For example, the arsenic
detoxification genes ACR2 and ACR3 responded earlier at 0.2
mM than at 1 mM As(III). In contrast, the amplitude of gene
expression levels was generally larger at the higher concentra-
tion (compare Supplemental Tables S1 and S2). During the
course of this study, Haugen et al. (17) reported a detailed
analysis of the transcriptional response to arsenite. Since our
gene expression data reported here largely confirm their re-
sults, a full analysis of gene expression changes will not be
provided. Instead, we focus on characterizing the response and
the control of the sulfur assimilation/GSH biosynthesis path-
ways in more detail.

As(III) stimulates expression of sulfur assimilation and GSH
biosynthesis genes. We noted that As(III) strongly stimulated
expression of genes encoding components of the sulfur assim-
ilation and GSH biosynthesis pathways. In fact, mRNA levels
of genes encoding basically all the enzymatic steps required for
sulfate uptake, its reduction to sulfide, and further conversion
into cysteine and GSH were elevated (Fig. 1; Supplemental
Tables S1 and S2). In general, expression of these genes was
induced 	2- to 5-fold at 0.2 mM As(III), whereas expression
of some genes (MET3, MET14, and MET16) was induced up to
15- to 20-fold at 1.0 mM As(III). In addition to the sulfate
permease-encoding genes SUL1 and SUL2, expression of the
high-affinity S-methylmethionine permease-encoding gene
MMP1 as well as MUP1 and MUP3, encoding methionine
permeases, was enhanced (Supplemental Tables S1 and S2).
CYS4 and GSH2 were the only two genes in the pathway whose
expression was not stimulated at least twofold by As(III).
Similarly, expression of genes in the methyl cycle (MET6,
SAM1, SAM2) was not significantly enhanced by As(III),
whereas SAH1 expression was reduced (Fig. 1; Supplemental
Tables S1 and S2).
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Proteome analysis of As(III)-exposed cells. To analyze
whether the observed transcriptional changes in response to
As(III) would be translated into similar changes at the pro-
teome level, we performed two-dimensional gel analysis and
quantified the abundance of selected proteins. Proteome anal-
ysis confirmed increased levels of proteins in the sulfur assim-
ilation and GSH biosynthesis pathways (Fig. 1; Supplemental
Table S3). In particular, Cys3p levels increased very strongly.
On the other hand, Met6p levels were largely unaffected.
Proteome analysis also confirmed enhanced levels of several
proteins with antioxidant properties including Ahp1p and
Sod2p, and the amount of overoxidized Tsa1p increased during
As(III) exposure (Supplemental Table S3). Taken together,
there appears to be a good correlation between the response of
the transcriptome and the proteome in As(III)-treated cells, at
least when it comes to the genes/proteins in the sulfur
assimilation/GSH biosynthesis pathways. Importantly, the
data furthermore suggested that As(III)-exposed cells may
channel assimilated sulfur into cysteine and probably GSH
biosynthesis.

Kinetics of sulfur metabolites in response to As(III). To
address how As(III) affects the metabolites of the GSH bio-

synthesis pathway, we monitored sulfur metabolite levels in a
time course experiment. The pools of homocysteine, cystathi-
onine, cysteine, 
-glutamylcysteine, and GSH started to in-
crease within the first 30 min of exposure and continued to rise
over time (Fig. 2A). The strongest effect was observed for

-glutamylcysteine, which is the precursor of GSH, increasing
�10-fold after 3 h. Also, the total GSH content increased
considerably (	7-fold after 4 h). In contrast, methionine levels
remained largely unchanged, while S-adenosyl-homocysteine
increased slightly (2-fold after 4 h). Collectively, these results
are consistent with the notion that As(III) stimulates the sulfur
pathway and that assimilated sulfur may be redirected toward
GSH biosynthesis in As(III)-treated cells. We also noted that
the ratio of oxidized to reduced GSH (GSSG/GSH) remained
constant throughout the course of this experiment (Fig. 2B and
below).

Flux in the sulfur pathway increases in response to As(III).
The strong boost of the GSH pool, the end product of the sulfur
pathway, suggested that the flux in the pathway may increase
in As(III)-challenged cells. To test this, we performed a direct
measurement of the GSH synthesis rate before and during
As(III) exposure. The method was based on [35S]sulfate label-

Fig. 2. Kinetic response of sulfur metabolite pools in response to arsenite. A: exponentially growing yeast cells (in minimal medium) were exposed to 0.2 mM
As(III). Cell aliquots were collected at different time points after As(III) treatment (0, 30 min, 1 h, 2 h, 3 h, and 4 h) and processed for sulfur metabolite analysis.
Intracellular sulfur metabolite concentrations are given in �M (note the differences in scales of the y-axes). With the exception of cysteine and homocysteine
(analysis performed only one time), the values represent the mean of at least two determinations. Typical standard deviations are �20%. B: ratio of oxidized
to reduced GSH (GSSG/GSH) was measured.
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ing and quantification of newly synthesized GSH and proteins
by counting the radioactivity in GSH and protein fractions
(19). This analysis evidenced a strong increase in GSH syn-
thesis in As(III)-exposed cells. In particular, we observed a
sevenfold raise in GSH synthesis following exposure to 0.2
mM As(III) (Fig. 3). Concurrently, we found a significant
reduction of sulfur incorporation into proteins, which may
reflect a decrease of the protein synthesis rate and/or a
decrease of the sulfur amino acid utilization in the global
proteome in response to As(III). We conclude that As(III)-
exposed cells channel a large part of assimilated sulfur into
GSH biosynthesis.

Comparative genomics reveals transcription factor binding
sites in the promoters of As(III)-regulated genes. We next
sought to identify transcription factors that mediate the tran-

scriptional response to As(III). For this, we analyzed the
promoter sequences of As(III)-regulated genes with the aim of
revealing motifs that are common among groups of genes that
display similar expression patterns. Such analyses can reveal
regulatory elements that may function as transcription factor
binding sites involved in activation/repression of gene expres-
sion. We found 132 regulatory motifs reported in the literature
(and curated by the SGD; http://www.yeastgenome.org) re-
lated to 90 different transcription factors. Using the complete
current knowledge of DNA binding sites for transcriptional
regulators, one can do an unbiased search for proteins that may
control the transcriptional response to As(III). To this end, we
searched for conserved stretches in the promoters of five
related Saccharomyces species (S. mikate, S. kudriavzevii, S.
bayanus, S. kluyveri, and S. castelli) to assess whether a motif
in a given S. cerevisiae promoter is conserved in the corre-
sponding promoters in these related species.

In the promoter sequence of all genes with transcripts that
were found upregulated more than twofold, we discovered
binding motifs of 13 transcription factors to be highly over-
represented compared with the promoters of the entire genome
(Table 2, top). Of those, Yap1p was previously shown to be
regulated by and implicated in the transcriptional response to
arsenite (17, 24, 40). Since Yap2p-Yap5p and Yap7p share a
DNA binding site with Yap1p (9), it is no surprise that these
proteins were also identified. In addition, our analysis pin-
pointed Cbf1p, Met31p, and Met32p, which together with
Met4p control expression of sulfur assimilation/GSH biosyn-
thesis-encoding genes. For genes with at least twofold down-
regulated transcripts, we discovered binding motifs for six
transcription factors to be highly overrepresented compared
with the promoters of the entire genome (Table 2, bottom).
Three of these regulate expression of genes encoding ribo-
somal proteins.

Expanding this analysis to include combinatorial control, we
found 50 promoters in the entire genome that have both a

Fig. 3. Balance of sulfate utilization in As(III)-exposed cells. Exponentially
growing cells in minimal medium containing 1 mM sulfate were divided into
three culture aliquots: one untreated culture (control) and two cultures exposed
to the indicated As(III) concentration. After 1 h of exposure, cells were labeled
with [35S]sulfate for 4 h. Results are reported in amount of radioactivity (cpm)
incorporated into proteins or GSH. Nos. at top of bars are percentage of
assimilated sulfate in proteins or GSH.

Table 2. Transcription factors with overrepresented DNA binding site in the promoters of up- and
downregulated genes in arsenite-challenged cells

Transcription Factor P Value Target Genes Encode Proteins with Function in . . .

Transcription factors with overrepresented DNA binding site in the promoters of upregulated genes

Rpn4p 1.94 � 10�23 Proteasome function
Yap2p (Cad1p) 9.12 � 10�11 Stress response
Yap7p 2.91 � 10�09 Unknown
Msn4p 6.36 � 10�09 Environmental stress response
Msn2p 6.36 � 10�09 Environmental stress response
Yap3p 6.65 � 10�09 Unknown
Yap5p 6.65 � 10�09 Unknown
Yap4p (Cin5p) 6.65 � 10�09 Unknown
Yap1p 2.14 � 10�06 Resistance to oxidative stress
Adr1p 2.17 � 10�05 Peroxisomal function, utilization of alternative carbon sources
Met32p 1.34 � 10�04 Sulfur metabolism
Met31p 1.34 � 10�04 Sulfur metabolism
Cbf1p 3.64 � 10�03 Sulfur metabolism

Transcription factors with overrepresented DNA binding site in the promoters of downregulated genes

Sfp1p 5.92 � 10�21 Ribosomal function
Rap1p 4.61 � 10�17 Ribosomal function
Fhl1p 3.33 � 10�08 Ribosomal function
Spt23p 1.31 � 10�05 Unknown
Aft2p 1.33 � 10�05 Iron homeostasis, resistance to oxidative stress
Hap1p 6.27 � 10�04 Response to cellular heme and oxygen levels
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conserved Yap1p binding site and a binding site for one of the
Met4p-recruiting factors. Of the 50 genes controlled by these
promoters, the transcription of 11 was upregulated (at least
2-fold) in response to As(III). Interestingly, 8 of these 11
promoters regulate genes with products related to sulfur me-
tabolism (MET1, MET2, MET3, MET14, MET16, GSH1,
SUL2, and GTO1). Transcription of GSH1 has previously been
reported to be controlled by both Met4p and Yap1p in response
to cadmium (5) and in response to GSH depletion (35). CYS3
has been shown to be regulated by Yap1p in response to H2O2

(21) and by Met4p in response to cadmium (8). The other three
genes (HSV2, ICY2, and BNA3) encode products with no
apparent role in sulfur metabolism, although ICY2 and BNA3
are upregulated under sulfur starvation (2).

Yap1p and Met4p control sulfur assimilation/GSH biosyn-
thesis pathway genes in concert. Comparative genomics
strongly suggested that Yap1p and Met4p control the sulfur
assimilation/GSH biosynthesis pathways in concert. To test
this, and to identify gene targets of Yap1p and Met4p under
As(III) exposure, we compared global gene expression profiles
of yap1� and met4� mutants to that of the wildtype using
microarray analysis.

Seventy-two genes displayed twofold lower expression in
yap1� compared with wildtype at 0.2 mM As(III), whereas the
number of Yap1p-dependent genes was larger at 1 mM As(III)
(Supplemental Table S4, A and B). Many of those genes are
known Yap1p targets and encode antioxidant defense func-
tions. Importantly, lack of YAP1 also reduced As(III)-stimu-
lated expression of most genes related to sulfur uptake and
assimilation at 0.2 mM As(III) (Fig. 4A; Supplemental Table
S4A). Curiously, induced expression of these genes appeared to
be largely Yap1p independent at the higher concentration.

We next analyzed the transcriptome of met4� and found 70
genes with at least twofold lower expression than in the
wildtype at 0.2 mM As(III) (Supplemental Table S5); most of
these genes encode functions in sulfur metabolism and func-
tions related to protein biosynthesis (Fig. 4A and Supplemental
Table S5). Remarkably, MET4 deletion also resulted in en-
hanced expression of many genes; these genes appear to be
stress responsive, and many of them are actually controlled by
Yap1p. Hence, lack of MET4 may result in hyperactivation of
Yap1p. In fact, we previously observed the same phenomenon
in cells with elevated cellular As(III) levels, e.g., in cells
lacking ACR3 (40). Although MET4 deletion does not appear
to affect As(III) uptake/efflux systems or to alter intracellular
As(III) levels (data not shown), the amount of free As(III) is
probably higher in met4�, since GSH synthesis is likely to be
defective in this mutant. Finally, Northern blot analyses con-
firmed that MET3, MET14, and MET25 transcripts are elevated
in response to 0.2 mM arsenite and that As(III)-stimulated
expression of these genes depends on both Yap1p and Met4p
(Fig. 4B). However, while YAP1 deletion only affected induc-
tion, MET4 deletion affected both basal mRNA levels and
As(III)-induced transcription of these genes (Fig. 4B). Taken
together, our data demonstrate that Yap1p and Met4p activate
gene expression in the sulfur/GSH pathways in concert when
cells are exposed to a moderate As(III) concentration, whereas
Met4p may play a more prominent role during severe As(III)
stress.

Mutations in the sulfur/GSH pathways render cells As(III)
sensitive. To assess the physiological importance of the sulfur/
GSH pathways for As(III) detoxification/tolerance, we scored
growth of mutants lacking pathway components in the pres-
ence of arsenite. We found that deletion of MET3, MET14,
MET16, MET25, CYS3, or CYS4 sensitized cells to As(III),
whereas gsh1� cells were found hypersensitive (data not
shown), confirming the importance of a functional sulfur/GSH
pathway for As(III) tolerance. Also, met4� cells displayed
As(III) sensitivity, although this sensitivity was not as strong as
in the presence of cadmium or antimonite [Sb(III)] (Fig. 5). We
hypothesized that the Met4p-mediated response of the sulfur/
GSH pathways might be masked by the action of Acr3p, which
efficiently mediates As(III) efflux. Corresponding cadmium- or
Sb(III)-specific efflux systems have not been described. To test
this, we scored growth of acr3� met4� cells in the presence of
metals. Indeed, growth tests evidenced a clear additive As(III)
sensitivity of the acr3� met4� double mutant compared with

Fig. 4. Yap1p and Met4p control As(III)-induced transcription of genes in the
sulfur assimilation and GSH biosynthesis pathways. A: heat map showing
transient expression changes of genes in the sulfur assimilation and GSH
biosynthesis pathways in response to 1 mM As(III) at 15, 30, and 60 min and
18 h (left) and the role of Met4p and Yap1p for their induced expression in
response to 0.2 mM As(III) for 1 h (right). Red, upregulated; green, down-
regulated; black, unchanged. For further details, see Supplemental Tables S1,
S2, S4, and S5. B: Northern blot analysis of total RNA extracted from
wildtype, met4�, and yap1� cells before and at the indicated time points after
exposure of cells to 0.2 mM As(III). Filter was hybridized to 32P-labeled DNA
fragments recognizing the indicated genes. 18S rRNA was used as a loading
control.
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each single mutant, whereas no additive growth defect on
acr3� met4� was observed in the presence of Sb(III) or Cd(II)
(Fig. 5). We conclude that efflux through Acr3p is likely to
represent the primary As(III) defense mechanism and that cells
lacking an efflux system become critically dependent on the
sulfur/GSH-mediated detoxification system.

DISCUSSION

In this study, we explored the response of S. cerevisiae to
arsenite. By combining transcriptome, proteome, and metabo-
lite profiling with comparative genomics and physiology, we
demonstrate that stimulation of the sulfur assimilation/GSH
biosynthesis pathways represents an important step in cellular
As(III) tolerance acquisition and that the transcription factors
Yap1p and Met4p control this response in concert.

Role of the sulfur/GSH pathways under As(III) exposure.
Yeast cells responded to As(III) by stimulating the sulfur
assimilation/GSH biosynthesis pathways at both gene and
protein levels. Furthermore, a rapid increase of the pools of all
the intermediates in the GSH biosynthesis pathway was ob-
served. The metabolites continued to accumulate over time,
and the sulfur may eventually be metabolized all the way to
GSH. This finding was further underscored by a sulfur flux
analysis that evidenced a strong increase in GSH synthesis
concomitantly with a significant reduction of sulfur incorpora-
tion into proteins. Hence, As(III)-exposed cells channel a large
part of the assimilated sulfur into GSH biosynthesis. This
response is likely to provide more GSH for metal conjugation,
for cellular redox buffering, and possibly also for protein
glutathionylation. The physiological importance of the sulfur/
GSH pathway for As(III) tolerance is highlighted by the
sensitivity of mutants in the pathway.

In mammals, arsenite exposure may lead to increased pro-
duction of reactive oxygen species (22). Therefore, it is likely
that cells launch defense mechanisms that protect the cytosol
from oxidation. Indeed, we observed increased expression of
several genes encoding antioxidant functions including GSH1
and GLR1 (GSH reductase; Ref. 40 and present study). Simi-
larly, we observed increased levels of proteins with antioxidant
properties. However, despite a strong increase in GSH levels,
the ratio of oxidized to reduced GSH (GSSG/GSH) was unex-
pectedly found to remain constant in As(III)-exposed cells.
Since GSH is produced in its reduced form, this finding might
indicate that a continuously increasing number of GSH mole-
cules are oxidized in response to As(III).

By comparing As(III) sensitivities of deletion mutants, one
may get insight into the relative importance of various defense
systems. The most As(III)-sensitive strains tested by us were

yap8� and acr3� (39, 40), suggesting that the main line of
defense is probably the Yap8p/Acr3p-mediated response.
YAP1 deletion caused a moderate sensitivity (40), implying
that the antioxidative defense and/or the Ycf1p-mediated de-
fense is less critical for tolerance. Here, we showed that met4�
cells were moderately As(III) sensitive, probably because the
Acr3p-mediated defense system is generally sufficient to en-
sure almost wildtype tolerance. Indeed, when MET4 was de-
leted in an acr3� background, we observed a clear additive
effect in terms of As(III) sensitivity. Hence, although the
Met4p-mediated defense is important for As(III) tolerance, it is
not as critically required as it is for cadmium or antimonite
tolerance, possibly because of the lack of specific inducible
cadmium or antimonite detoxification systems.

Regulation of the sulfur/GSH pathways under As(III) expo-
sure. By combining transcriptome analyses with comparative
genomics, we confirmed previous reports implicating Yap1p in
the transcriptional response to As(III) challenge (17, 24, 40).
Furthermore, we established a role for Met4p in transcriptional
activation of genes in the sulfur/GSH pathways and demon-
strated that this protein contributes to As(III) tolerance. Previ-
ous studies indicated that Met4p and Yap1p jointly control
GSH1 expression; induced GSH1 expression is regulated by
Yap1p in response to oxidative stress, whereas GSH1 expres-
sion is co-regulated by Yap1p and Met4p during cadmium
exposure (5) and GSH depletion (35). Here, we show that this
joint control in fact extends to most genes of the sulfur/GSH
pathways; deletion of either YAP1 or MET4 resulted in reduced
gene expression, and promoter analysis confirmed the presence
of Yap1p and Met4p DNA binding sites in these promoters.
Hence, both transcription factors contribute to As(III)-stimu-
lated expression of sulfur/GSH pathway genes.

During sulfur starvation, transcription of sulfur/GSH path-
way genes is regulated in response to changes in the cysteine
pool (15, 23). In As(III)-exposed cells, we found an increase in
the cysteine pool without a downregulation of Met4p gene
targets. Similarly, Met4p activation is also independent of the
cysteine pool under cadmium exposure (1, 19, 42). Met4p is
regulated by ubiquitination, and the SCFMet30 (Skp1/Cullin/F-
box protein, where Met30p is the F-box protein) ubiquitin
ligase complex is responsible for ubiquitination (and hence
inactivation) of Met4p in response to adequate cysteine levels
(18, 29). Cadmium inhibits Met4p ubiquitination by preventing
proper formation of the SCFMet30 ubiquitin ligase complex (1,
42). Interestingly, the need for Yap1p to fully induce expres-
sion of sulfur/GSH genes at low concentrations of As(III), but
not at high concentrations, may also be explained by the
regulation of Met4p. Ubiquitination and degradation of Met4p
are inhibited in response to As(III); however, high concentra-
tions are needed to completely abolish Met4p ubiquitination
(42). So when cells are exposed to low arsenite concentration,
Met4p may still be partially ubiquitinated, and full induction of
sulfur/GSH genes then requires Yap1p as an additional trans-
activating factor.

Other factors required for As(III) tolerance? Besides Yap1p
and Met4p-recruiting factors, comparative genome analysis
pinpointed a number of transcription factors that might control
the transcriptional response to As(III). These factors include
Msn2p, Msn4p, and Rap1p, which have been implicated in the
regulation of the so-called “environmental stress response”
(11), as well as Rpn4p, which controls As(III)-stimulated

Fig. 5. Sulfur/GSH metabolism contributes to As(III) tolerance. Tenfold serial
dilutions of wildtype, met4�, acr3�, and acr3� met4� cultures were spotted
on SC-agar plates supplemented with the indicated metal. Growth was moni-
tored after 2–3 days at 30°C.
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expression of proteasome genes (17). However, the physiolog-
ical roles of these transcription factors and their molecular
mechanisms of action under As(III) challenge remain to be
revealed. Our promoter analysis did not identify Yap8p, de-
spite the fact that this transcription factor is critically involved
in mediating arsenic tolerance by activating ACR2 and ACR3
expression (40). The exact DNA binding site of Yap8p is not
known, and, hence, Yap8p was not retrieved by this analysis.

A common response to thiol-reactive metals? Yeast cells
respond in a similar way to both As(III) and cadmium; expres-
sion of genes and enzymes of the sulfur/GSH pathways is
strongly induced, GSH synthesis and pathway flux increase,
and several pathway mutants display arsenite and cadmium
sensitivity (Refs. 8, 19, 25, and 36 and present study). Since
both arsenite and cadmium are thiol-reactive metals, the ob-
served stimulation of the sulfur/GSH pathways might be of a
general nature in response to this class of metals. Consistent
with this notion, met4� is antimonite sensitive, and Yap1p is
involved in the cellular response to antimonite (40). Although
yeast cells respond to cadmium and arsenite in a similar way,
metal-specific responses also exist. For instance, ACR2 and
ACR3 respond only to As(III), while a similar cadmium-
induced detoxification system has not been described. In re-
sponse to cadmium, yeast launch a so-called sulfur sparing
program; highly abundant proteins involved in carbohydrate
metabolism (e.g., pyruvate decarboxylase and enolase) are
replaced by isoenzymes with a low sulfur amino acid content,
possibly to permit allocation of more sulfur to GSH production
(8). Here, we did not find any clear evidence for a sulfur
sparing program in response to arsenite. Whether this response
is absent altogether or masked by the action of Acr3p remains
to be revealed.

To conclude, this study confirms and extends previous
reports on the S. cerevisiae response to arsenite. First, our
transcriptional analysis largely corroborates previously re-
ported gene expression data (17). Haugen et al. (17) integrated
phenotypic and transcriptional profiling and mapped the data
onto metabolic and regulatory networks. By using this ap-
proach, they suggested that arsenic-exposed cells channel sul-
fur into GSH biosynthesis (17). We now demonstrate that this
is indeed the case by sulfur metabolite and metabolic flux
analyses. Second, our expression data combined with the
promoter analysis clearly establish that Met4p and Yap1p act
together as transcriptional activators of the sulfur assimilation/
GSH biosynthesis pathways in As(III)-challenged cells. Fi-
nally, we show that quantitative transcriptome, proteome, and
metabolite profiling combined with comparative genomics and
physiology provides a powerful means to obtain “systems
level” insight into the role and regulation of entire metabolic
pathways. Arsenite has a profound impact on the environment
and on human health, as both a causative and a curative agent
of disease, and a full understanding of global and specific
responses may prove of value for use in medical therapy.
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Abstract
Background: Vitellogenin is a well established biomarker for estrogenic exposure in fish.
However, effects on gonadal differentiation at concentrations of estrogen not sufficient to give rise
to a measurable vitellogenin response suggest that more sensitive biomarkers would be useful.
Induction of zona pellucida genes may be more sensitive but their specificities are not as clear. The
objective of this study was to find additional sensitive and robust candidate biomarkers of
estrogenic exposure.

Results: Hepatic mRNA expression profiles were characterized in juvenile rainbow trout exposed
to a measured concentration of 0.87 and 10 ng ethinylestradiol/L using a salmonid cDNA
microarray. The higher concentration was used to guide the subsequent identification of generally
more subtle responses at the low concentration not sufficient to induce vitellogenin. A meta-
analysis was performed with data from the present study and three similar microarray studies using
different fish species and platforms. Within the generated list of presumably robust responses,
several well-known estrogen-regulated genes were identified. Two genes, confirmed by
quantitative RT-PCR (qPCR), fulfilled both the criteria of high sensitivity and robustness; the
induction of the genes encoding zona pellucida protein 3 and a nucleoside diphosphate kinase
(nm23).

Conclusion: The cross-species, cross-platform meta-analysis correctly identified several robust
responses. This adds confidence to our approach used for identifying candidate biomarkers.
Specifically, we propose that analyses of an nm23 gene together with zona pellucida genes may
increase the possibilities to detect an exposure to low levels of estrogenic compounds in fish.

Background
The contraceptive estrogen, ethinylestradiol (EE2) is an
important contributor to the feminization of fish down-
stream from sewage treatment works [1-5]. This discovery

was greatly facilitated by the use of vitellogenin (VTG) as
a biomarker. VTG is produced in the liver of sexually
maturing female fish under the influence of endogenous
estrogen. Normally, VTG is not expressed in males or juve-
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niles, unless they are exposed to estrogens via water or
food. Both VTG mRNA and protein in male and juvenile
fish have thus become established biomarkers for expo-
sure to environmental estrogens [6]. However, estrogens
can effect gonadal sex differentiation of fish at concentra-
tion not sufficient to give rise to a measurable VTG
response [7]. It has also been shown that life cycle expo-
sure of fathead minnow to an inordinately low concentra-
tion of EE2 (0.32 ng/L) was sufficient to decrease the egg
fertilisation and to skew the sex ratios towards female[8].
This suggests that more sensitive biomarkers would be
useful. Zona pellucida (ZP) genes may be more sensitive
than VTG [9] but their specificity for estrogens is not as
clear [10-12]. Additional, sensitive biomarkers would
thus increase our possibilities to identify exposure to low,
but biologically important concentrations of estrogens.

Rapidly accumulating data on genomes and proteomes
have increased the possibilities to use different types of
discovery-driven methods in ecotoxicology [13,14]. The
large number of potential responses that can be studied
with microarrays renders the method suitable for identify-
ing candidate biomarkers of exposure [15-20]. Such can-
didates may then be further evaluated to find if they are
useful as biomarkers. In general, a good biomarker should
be sensitive, specific and robust. A robust response
implies for example that it should be measurable at com-
plex exposure situations, at different exposure concentra-
tions, at different temperatures, after different exposure
times, by different analytical approaches, in different labs
and preferably also in different species.

The main objective of the present study was to use micro-
arrays to find novel, sensitive and robust biomarkers of
estrogenic exposure in fish. We have used a salmonid
cDNA microarray from cGRASP [21] to analyze hepatic
expression profiles in juvenile rainbow trout (Oncorhyn-
chus mykiss) exposed to EE2 in vivo. The responses identi-
fied at a high concentration of EE2 were used to guide the
subsequent identification of generally more subtle
responses at a low concentration of estrogen. We also
identified estrogen-responses shared between fish species,
experimental conditions and analytical platforms. This
was achieved by a meta-analysis using our dataset
together with results from three recently published articles
describing hepatic gene expression profiles in fish exposed
to estrogens [16,20,22].

Results
Sensitive gene-expression changes
Both male and female juvenile fish exposed to 0.87 ng
EE2/L were analyzed with microarray. The microarray
analysis of female fish suggested that only three out of
four females had an induced expression of the known
estrogen-responsive gene ZP3. In contrast, an induction

was present in all eight males. This observation suggested
that some juvenile females may have sufficient endog-
enous estrogen to induce sensitive estrogen-responsive
genes. Thus, in our search for genes responding to low
concentrations of estrogens only the microarray results
from male fish were used.

Thirty-six sets of cDNAs (presumably corresponding to 29
genes) were regulated in male fish both by the low and the
high concentration of EE2 (Table 1). All of the cDNAs
responded in a dose-dependent manner. ZP3 was the
most differentially expressed gene in fish exposed to both
high and low concentrations with a fold change of 84 and
3.5 respectively. VTG was not affected by the low concen-
tration while it was up-regulated 537 times by 10 ng EE2/
L as measured by quantitative RT-PCR (qPCR) (Figure 1).

Robust gene-expression changes
A meta-analysis was performed with the aim to identify
robust estrogen-responsive genes. The microarray data
from fish (both sexes) exposed to 10 ng/L from the
present study and available microarray data from three
other exposure studies with fish and estradiol (E2) or EE2
were used in the meta-analysis [16,20,22]. Information
about the different studies is shown in Table 2. Transcripts
(360) presumably corresponding to 55 genes or groups of
paralog genes were identified as differentially expressed in
at least two of the four different studies (see Additional
file 1). VTG and ZP3 were differentially expressed in all
four studies and nine genes had an altered expression in
at least three studies (Figure 2). It should be noted that
ZP1 and the estrogen receptor-α, which are well-know
estrogen-responsive genes in fish, have poor sequence rep-
resentation on the cGRASP microarrays and are therefore
not present in Figure 2.

Confirmation of microarray data with quantitative RT-
PCR
Genes that were likely to be both sensitive (Table 1) and
robust (Figure 2) were chosen for subsequent qPCR anal-
ysis. Three genes fulfilled these criteria: ZP3, a nucleoside
diphosphate kinase (nm23) and fatty acid binding pro-
tein 3 (fabp3 or H-FABP). In addition, VTG was subjected
to the qPCR analysis as well as the reference gene ubiqui-
tin. In accordance with the microarray results the expres-
sion of VTG, ZP3 and nm23 were significantly induced in
fish exposed to the high concentration. Also, as suggested
by the microarrays, ZP3 and nm23 were significantly
induced by the low concentration as well, whereas VTG
expression was not induced (Figure 1). In stark contrast to
the microarray results fabp3 had no tendency to any regu-
lation caused by the treatment but showed a large varia-
tion within each treatment group (data not shown). The
fabp3 and nm23 qPCR products were sequenced in order
to confirm the amplification of the right products and
Page 2 of 9
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Table 1: Estrogen-sensitive genes. 

cGRASP ID M-value 0.87 ng/L M-value 10 ng/L Annotation

CK991165 1.40 5.60 [GO] [P10761] Zona pellucida sperm-binding protein 3 precursor (Zona 
pellucida glycoprotein ZP3) (Sperm receptor) (Zona pellucida protein C),

CB492227 -0.23 -0.34 [GO] [P23506] Protein-L-isoaspartate(D-aspartate) O-methyltransferase (EC 2,1,1,77) 
(Protein-beta-aspartate methyltransferase) (PIMT) (Protein L- isoaspartyl/D-aspartyl 
methyltransferase)

CA054422 0.22 0.43 UNKNOWN
CB496664 0.30 0.50 [GO] [Q9D0E1] Heterogeneous nuclear ribonucleoprotein M (hnRNP M),
CB497378 0.27 0.69 [GO] [P15532] Nucleoside diphosphate kinase A (EC 2,7,4,6) (NDK A) 

(NDP kinase A) (Tumor metastatic process-associated protein) (Metastasis 
inhibition factor NM23) (NDPK-A) (nm23-M1),

CB511030 0.27 0.47 [GO] [P15532] Nucleoside diphosphate kinase A (EC 2,7,4,6) (NDK A) 
(NDP kinase A) (Tumor metastatic process-associated protein) (Metastasis 
inhibition factor NM23) (NDPK-A) (nm23-M1)

CK991305 0.27 0.59 [GO] [Q01768] Nucleoside diphosphate kinase B (EC 2,7,4,6) (NDK B) 
(NDP kinase B) (nm23-M2) (P18),

CA037915 0.30 0.38 [GO] [P35505] Fumarylacetoacetase (EC 3,7,1,2) (Fumarylacetoacetate hydrolase) 
(Beta-diketonase) (FAA),

CA060608 0.21 0.46 [GO] [P56384] ATP synthase lipid-binding protein, mitochondrial precursor (EC 
3,6,3,14) (ATP synthase proteolipid P3) (ATPase protein 9) (ATPase subunit C),

CB496562 0.16 0.32 [GO] [Q9CY58] Plasminogen activator inhibitor 1 RNA-binding protein (PAI1 RNA- 
binding protein 1) (PAI-RBP1),

CB516182 0.46 0.56 [GO] [O08709] Peroxiredoxin 6 (EC 1,11,1,15) (Antioxidant protein 2) (1-Cys 
peroxiredoxin) (1-Cys PRX) (Acidic calcium-independent phospholipase A2) (EC 3,1,1,-
) (aiPLA2) (Non-selenium glutathione peroxidase) (EC 1,11,1,7) (NSGPx),

CB511422 0.25 0.50 [GO] [P15532] Nucleoside diphosphate kinase A (EC 2,7,4,6) (NDK A) 
(NDP kinase A) (Tumor metastatic process-associated protein) (Metastasis 
inhibition factor NM23) (NDPK-A) (nm23-M1),

CB496931 0.80 2.58 [GO] [P11404] Fatty acid-binding protein, heart (H-FABP) (Heart-type fatty 
acid- binding protein) (Mammary-derived growth inhibitor) (MDGI),

CB497374 0.60 2.08 [GO] [P11404] Fatty acid-binding protein, heart (H-FABP) (Heart-type fatty 
acid- binding protein) (Mammary-derived growth inhibitor) (MDGI),

CB505692 -0.33 -0.42 UNKNOWN
CB497174 0.53 1.71 [NR] [XP_423045] PREDICTED: similar to nudix (nucleoside diphosphate linked moiety 

X)-type motif 7; coenzyme A diphosphatase [Gallus gallus]
CB497649 0.21 0.52 [GO] [Q01768] Nucleoside diphosphate kinase B (EC 2,7,4,6) (NDK B) 

(NDP kinase B) (nm23-M2) (P18),
CA037988 0.23 0.41 [NT] [AJ488155] Pachymedusa dacnicolor partial mRNA for ribosomal protein S16 

(rps16 gene)
CB499596 0.14 0.49 [NR] [NP_077217] hydroxysteroid dehydrogenase like 2 [Mus musculus]
CB489314 -1.01 -1.11 UNKNOWN

CA769854 0.64 2.17 [GO] [P11404] Fatty acid-binding protein, heart (H-FABP) (Heart-type fatty 
acid- binding protein) (Mammary-derived growth inhibitor) (MDGI),

CB509453 -0.32 -0.48 [GO] [O16797] 60S ribosomal protein L3,
CB500821 -0.26 -0.36 [GO] [P62918] 60S ribosomal protein L8,
CB492885 -0.15 -0.31 UNKNOWN
CA061403 0.42 0.72 UNKNOWN
CB498219 0.24 0.51 [NR] [XP_613218] PREDICTED: similar to 24-dehydrocholesterol reductase 

precursor, partial [Bos taurus]
CA054168 -0.39 -0.58 UNKNOWN
CB515449 0.34 -0.60 [GO] [P50247] Adenosylhomocysteinase (EC 3,3,1,1) (S-adenosyl-L-homocysteine 

hydrolase) (AdoHcyase) (Liver copper binding protein) (CUBP),
CB515945 -0.36 -0.49 [NR] [NP_683732] RNA binding motif protein 5 [Mus musculus]
CA057448 -0.30 -0.33 UNKNOWN
CA036745 -0.62 -0.74 [NT] [XM_532501] PREDICTED: Canis familiaris similar to Chimerin (chimaerin) 2 

(LOC475267), mRNA
CB509472 -0.29 -0.42 UNKNOWN
CB494192 0.23 0.33 [GO] [P09411] Phosphoglycerate kinase 1 (EC 2,7,2,3),
CB496589 -0.49 -0.82 UNKNOWN
CB513882 -0.48 -0.60 [NR] [XP_413822] PREDICTED: similar to normal mucosa of esophagus specific 1 

[Gallus gallus]
CK990857 -0.64 -1.11 UNKNOWN

cDNAs or sets of cDNA putatively sensitive to estrogen exposure as judged by the presence on the top 250-lists ranked by moderated t-statistics 
on both 0.87 and 10 ng EE2/L exposure experiments in male juvenile rainbow trout. cDNAs corresponding to genes that were selected for qPCR 
analysis are marked with bold text. Note that several cDNAs may likely correspond to the same gene.
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they were identical to fabp3 and nm23 [EMBL:U95296,
AF350241] in rainbow trout (data not shown).

Discussion
Our meta-analysis correctly identified some of the most
well known estrogen-responsive genes (VTG, ZP3, ZP2).
This suggests that the approach has a good potential to
identify other robust, less well known estrogen-regulated
genes. We also showed that ZP3 and a hepatic nucleoside
diphosphate kinase nm23 are more sensitive to estrogenic
exposure than the widely used biomarker VTG. As far as
we know, no other microarray study has identified the
effects of as low concentrations of estrogen as used here.
The recognition of nm23 induction as a highly sensitive
response is therefore a novel finding. Thus we propose
that analyses of nm23 together with ZP genes may
increase the possibilities to detect an exposure to low lev-
els of estrogenic compounds in fish. However, more stud-
ies are required in order to fully assess the potential of
nm23 as a biomarker.

Sensitive biomarkers can be used as early warning signals
to indicate exposure and thus potential risk of adverse
effects. It has been suggested that the induction of ZP
mRNAs are more sensitive than induction of VTG [9,23].
However expression of ZP genes can, as most genes, be
affected by other environmental factors, for example cor-
tisol exposure [10-12]. The regulation of a single gene is
rarely sufficient to conclusively demonstrate a specific
exposure, but a combination of responses would together
potentially increase the degree of evidence.

We identified nine genes (or groups of paralog genes) that
were affected by estrogen in at least three out of the four
studies included in the meta-analysis. The known estro-
gen-responsive genes VTG and ZP3 were up-regulated in
all four studies. The robust gene expression changes of
ZP3, nm23 and fabp3 were also tentatively identified to
be sensitive. However, the induction of fabp3 was not
confirmed by qPCR. The incorrect identification from
microarray data might be explained by cross hybridiza-
tion to related mRNAs, a known problem for cDNA
microarrays. Nm23, on the other hand, was confirmed
with qPCR to be significantly induced both by a low and
a high water concentration of EE2. In addition, microarray
results from the other studies of rainbow trout exposed to
50 ng EE2/L and dietary exposed to 5 µg/g of E2 further
supports an estrogen-induction of nm23 in rainbow trout
during different exposure conditions [20,22]. The study of
estrogen-exposed medaka did not report nm23 as an
estrogen-responsive gene but it is unclear if nm23 was rep-
resented on the medaka microarray [16]. Whether nm23
is regulated by estrogen in other fish species is still an
open question, although mammalian studies suggest a
conserved induction mechanism [24].

Gene expression changes of VTG, ZP3 and nm23 measured by qPCR and microarrayFigure 1
Gene expression changes of VTG, ZP3 and nm23 meas-
ured by qPCR and microarray. Hepatic gene expression in 
rainbow trout of vitellogenin (VTG), zona pellucida protein 3 
(ZP3) and a nucleoside diphosphate kinase (nm23) after EE2 expo-
sure measured with qPCR (green bars, male fish) or microarray 
(blue bars, male fish: red bars, female fish). Values are expressed 
as fold change (log2) compared to control fish. Paired student's t-
tests (single sided) were performed on the qPCR data to confirm/
test the putative regulation suggested from microarray data. VTG, 
ZP3 and nm23 were confirmed to be significantly up-regulated in 
fish exposed to 10 ng/L (p = 0.001, 0.001 and 0.007 respectively, 
four biological replicates in each group). ZP3 and nm23, but not 
VTG were up-regulated in fish exposed to 0.87 ng/L (p = 0.0004, 
0.006 and 0.5 respectively, eight biological replicates in each 
group) in accordance with the microarray data.
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Nm23 belongs to a larger class of nucleoside disphophate
kinases that exist in multiple isoforms and are highly con-
served throughout evolution. The investigated nm23 have
been sequenced in rainbow trout [EMBL AF350241],
Atlantic salmon [EMBL AF045187] and zebrafish [EMBL
AF201764]. The salmon and zebrafish nm23 shows high
similarity to the human nm23-H1 and H2 genes. A phyl-

ogenetic analysis suggests that nm23-H1 and H2 have
arisen by gene duplication after the speciation event that
gave rise to modern teleost fish and tetrapods [25]. There-
fore it is assumed that the salmonid genome would only
have one gene homologue to the nm23 -H1 and -H2
genes. In mammals the nm23-H2 gene encodes the c-
MYC transcription factor and the nm23-H1 gene has been
shown to be metastasis associated [24]. Moreover, the
nm23-H1 gene and protein is up-regulated by E2-treat-
ment in human breast carcinoma cell lines. This induc-
tion seems to be mediated, at least in part, at the
transcriptional level via the estrogen receptor α binding to
an estrogen responsive element in the promoter region of
the human nm23-H1 [24]. The physiological function of
nm23 in fish remains to be determined as well as the pos-
sibilities of a regulation by other factors than estrogen
(specificity) and the robustness of the response during
more complex exposure scenarios.

To be useful as a biomarker, a response should ideally be
as robust as possible. In the meta-analysis we tested gene
responses for robustness between species, exposure condi-
tions and analytical platforms. Combining microarray
data from different species and platforms is a challenging
task, particularly when sequence information and good
annotations are limited. We have addressed the cross plat-
form/cross species comparison by using the zebrafish
transcriptome as a reference. In contrast to most other fish

Robust estrogen-responsive genesFigure 2
Robust estrogen-responsive genes. Genes affected by 
estrogen in at least three out of four studies used in the 
meta-analysis. Red refers to an up-regulation, whereas green 
refers to a down-regulation. Only the zebrafish transcripts 
with the best TBLASTX hit to each of the probes from the 
different studies are presented in the figure. Genes that were 
selected for qPCR analysis are marked with bold text.

Ensembl 
Transcript Annotation Present 

Study 
Hook et 

al. 2006 
Tilton et

al. 2006 
Kishi et

al. 2006 
61165 vitellogenin 2 

61744/ 61751/ 
65820 zona pellucida glycoprotein 3 

49240 transducer of ERBB2, 1a 

56088/ 77745/ 
8439/ 24598 zona pellucida glycoprotein 2 

26180/ 33724 fatty acid binding protein 3 (fabp3) or
fatty acid binding protein 7, brain, a

55579/ 74814 peptidylprolyl isomerase B 

59139/ 64339 non-metastatic cells 2, protein 
(NM23B) 

56095 fatty acid binding protein 10, liver basic 

2842 cytochrome P450  

Table 2: A summary of the four different studies used in the meta-analysis

Present study Hook et al. 2006 Tilton et al. 2006 Kishi et al. 2006

Species O.mykiss O.mykiss O.mykiss O.latipes
Sex juvenile male juvenile male
Estrogenic 
substance

EE2 EE2 E2 E2

Exposure Water, 10 ng/L Water, 50 ng/L Dietary, 5 ppm Water, 100 ng/L
Water 
temperature (C°)

10 12 12 24

Duration (days) 14 7 12 21
Platform Two-channel spotted cDNA 

(GRASP 16 k v.1)
Two-channel spotted cDNA 

(GRASP 16 k v.1)
Two-channel spotted 

cDNA (GRASP 3.7 k v.1)
One-channel oligonucleotide 
(60 mer) (Kishi et al. 2006)

Experimental 
Setup

Direct comparison, 8 
biological replicates

Direct comparison, 3 
biological × 3 technical 

replicates

Reference design, 2 
biological × 2 technical 

replicates

6 control and 3 exposed 
biological replicates

Number of cDNAs/
probes

16006 16006 3700 22587

Pre-processing Loess, no background 
correction

Loess Loess Robust Multichip

Statistical method 
used for ranking

Moderated t-statistic Student t-statistic fold change Student t-statistic

Selected cDNA/
probes

250 (167 induced, 83 
suppressed)

189 (48 induced, 141 
suppressed)

366 (127 induced, 239 
suppressed)

381 (242 induced, 139 
suppressed)

Source for 
sequences

cDNA, cGRASP cDNA, cGRASP cDNA, cGRASP Transcripts, TIGR (OLGI 
release 4.0)

Number of 
matches(ain D.rerio 

91 89 190 184

a) A match is defined as a tblastx hit with a E-value less than 10-25.
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species zebrafish has the advantage of being both well
sequenced and well annotated. However, using zebrafish
as a reference also has limitations, e.g. a lack of identified
homologes for some genes. The results in the meta-analy-
sis were also influenced by the shortage of available
microarray raw data and therefore we had to accept the
different statistical approaches used for selecting estrogen-
responsive genes in the different studies.

It is certainly possible that more than nine hepatic genes
are robustly regulated by estrogen in the analyzed species/
conditions. We have only included comprehensive fish
arrays in the meta-analysis. Nevertheless, many genes are
still likely to be represented on only one or a few of the
array platforms which limits the possibility of identifying
robust responses. The choice of microarray platform also
affects the possibilities to accurately identify differentially
expressed genes. Amplicon arrays (cDNA arrays) show less
concordance with other platforms, for example qPCR and
commercially produced high density arrays with oligonu-
cleotide probes or cDNA arrays with synthetic oligonucle-
otides [26]. Although, it has been shown that when two
independent platforms give consistent results, the out-
come of qPCR analysis will most often also be in agree-
ment [27,28]. This adds confidence that several of the
differentially expressed genes identified by the meta-anal-
ysis indeed are relatively robust responses.

By making the data on putative sensitive and/or robust
gene responses public, it can be used as a base for further
investigations on the effects of environmental estrogens in
fish in order to develop biomarkers or to increase the
understanding of the physiological impact of environ-
mental estrogens.

Conclusion
We have used microarrays to identify a range of poten-
tially sensitive and/or robust gene expression changes in
fish exposed to estrogen. We have identified the induction
of ZP3 and a hepatic nm23 mRNA as being both sensitive
and presumably robust responses. After further evalua-
tion, nm23 induction would therefore be a good candi-
date biomarker together with ZP genes to reveal exposure
to low levels of estrogens not sufficient to induce VTG but
still with potential to affect gonadal differentiation of fish.

Methods
Experimental animals, exposure and preparation of 
hepatic total RNA
Fish from a previously published study were analysed
[29]. The experimental setup was in short: 15, 14 and 14
juvenile rainbow trout (weighing around 100 g) were
divided into three aquaria and exposed for two weeks to
measured concentrations of 0, 0.87 and 10 ng/L respec-
tively of EE2 in a flow-through system. Water samples were

taken from the low and high EE2 concentration aquaria,
before the transfer of the fish, on day 8 and on day 13.
One sample was collected from the control aquaria on day
8. Solid phase columns were used to extract and purify EE2
from the water followed by derivatization (pentafluor-
obenzoylester) and further purification. EE2-concentra-
tions were determined using GC/MS. The limit of
detection (signal-to-noise set to 5) was 0.01 ng/L. Samu-
elsson et al showed that the fish exposed to 10 ng/L EE2
had significantly increased plasma levels of VTG,
increased hepatosomatic index and the plasma metabo-
lite profile were affected by the treatment. However, in the
fish exposed to 0.87 ng/L neither induction of plasma
VTG protein nor an altered metabolite pattern could be
demonstrated using a specific VTG-ELISA and NMR
respectively [29]. Gene responses in liver are widely used
as biomarkers for environmental pollutants, i.e. estro-
gens, and the hepatic responses to estrogens are not
restricted to a short developmental period. A prerequisite
for our meta-analysis was availability of additional array-
data from the same tissue in estrogen-exposed fish. Only
hepatic microarray data was available in the literature,
which therefore also contributed to our choice of tissue.
Livers were collected and snap frozen in liquid nitrogen.
Total hepatic RNA was isolated from individual trout liver
using TRI reagent (Sigma chemicals Co, St Louis, MO,
USA). RNA quality and quantity were assessed by agarose
gel electrophoresis and spectrophotometric measure-
ments (Nanodrop 1000, NanoDrop Technologies, USA
and Spectra MAXplus, Molecular Devices, CA, USA).

Microarray chip, hybridisation and wash
Salmonid cDNA microarrays (GRASP16k v1) were pur-
chased from cGRASP, Univerity of Victoria, BC, Canada
[21]. Microarray fabrication and quality control have pre-
viously been described in von Schalburg et al. [30]. The
array contains 13,421 Atlantic salmon (Salmon salar)
cDNAs and 2,576 rainbow trout cDNAs that together with
a few more expressed sequence tags (ESTs) from other sal-
monid fish results in 16 006 spotted cDNAs in total. It has
previously been shown that the sequence similarity
between the Atlantic salmon and rainbow trout is suffi-
ciently high for cross species use of the array [31].

Several cDNAs on the array correspond to the same gene
and to reduce redundancy, a sequence based clustering
was made as follows. Each cDNA sequence was compared
to all other sequences on the array using BLAST [32]. A
stringent cut-off value of at least 98% sequence similarity
over 250 base-pairs or more was used to define equality.
Single-link clustering was then applied which resulted in
13853 sets of cDNAs.

Slide preparation have been described in detail in von
Schalburg et al. [30]. Briefly, 8 µg of total RNA was reverse
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transcribed and labelled using SuperScript Indirect cDNA
labelling System kit (Invitrogen, Carlsbad, CA, USA) and
fluorescent dyes Cy5 and Cy3 (GE Healthcare, Bucking-
hamshire, UK). cDNA from one control fish and one
exposed fish were labelled and hybridised to the same
array. Every other pair was dye swapped to compensate for
cyanine flour effects. Eight male control fish were paired
with male fish exposed to 0.87 ng EE2/L matching indi-
vidual weights and lengths as closely as possible. Four of
the same male control fish were also paired to fish
exposed to 10 ng EE2/L. In the same way, four female con-
trol fish were paired both to females exposed to the low
dose and the high dose. Hybridisation and wash were per-
formed as described before by von Schalburg et al. [30]
with the exception of the prehybridization that was pre-
formed for 1.5 h in 5xSSC, 0.1% SDS, 0.2% BSA at 49°C.
In total 20 microarrays were analysed.

Microarray analyses
Fluorescent images of hybridized arrays were acquired
using an Agilent MicroArray Scanner (Agilent Technolo-
gies, Palo Alto, CA, USA). Intensity data were extracted
from TIFF images using Imagene version 6.0 (BioDiscov-
ery, CA, USA). The statistical analysis was performed using
the R package [33] LIMMA [34], which is available at the
Bioconductor repository [35,36]. For each cDNA on the
chip, M-values (log2 fold change) and A-values (average
log2 intensity) were calculated. Loess normalization was
applied to each array to remove intensity dependent
trends [37]. For each set of cDNAs (defined above), an M-
value was calculated by taking the average of the M-values
of all the cDNAs in the set. Next, each set was annotated
based on the cDNA with highest A-value (i.e. the spot with
best hybridization). Finally, the sets of cDNAs were
ranked by moderated t-statistic [34] to reduce the propor-
tion of false positives. Data from the complete microarray
experiment is available according to the MIAME guide-
lines at Array Express [38].

Meta-analysis
Microarray data from four different studies on estrogen-
exposed fish were subjected to a meta-analysis with the
aim to identify robust estrogen responsive genes
[16,20,22]. Another study with estrogen-exposed adult
female zebrafish was excluded since the control fish pre-
sumable had high levels of endogenuous estrogen (nei-
ther VTG nor ZP3 was regulated in this study) [39]. To our
knowledge, no other relevant microarray studies covering
more than 3000 cDNAs/transcripts were publicly availa-
ble (i.e. open access to transcript sequences) in October
2006 when we performed the meta-analyses. The studies
included are summarized in Table 2.

The meta-analysis was done as follows. For each study, a
list of the reported estrogen-regulated genes and the corre-

sponding transcripts/cDNA-sequences was created. Note
that the studies used different statistical methods to find
the regulated genes (Table 2).

From the present study, the topmost 250 sets of cDNA
from fish (both female and male) exposed to 10 ng EE2/L
were chosen. To compare the platforms, zebrafish was
used as a reference species. It was chosen since it is almost
fully sequenced and well annotated compared to the
other species involved. All transcripts/cDNAs were com-
pared to the zebrafish transcriptome available through
Ensembl release 40 (26,679 in total) using tblastx [32]. A
cut-off E-value of 10-25 was used to define a match. This
resulted in a list of 360 zebrafish transcripts that had a
match to transcripts/cDNAs from at least two studies (the
transcripts should be regulated in the same direction). The
list of zebrafish transcripts contained both multiple tran-
scripts from the same gene (different splice variants) and
paralogs and therefore the list was clustered into groups of
transcripts. A similarity indicator matrix was created by
comparing all transcripts in the list to each other using
tblastx. Pairs of transcripts with an E-value of 10-50 or less
were defined to be equal. Otherwise the distance was set
to zero. Single link clustering was then applied to create
the groups of transcripts. Finally, all transcripts were
annotated using Ensembl. The complete list of transcripts
is available in Additional file 1.

Quantitative RT-PCR
To confirm regulation of four selected genes, the abun-
dances of the mRNAs were analysed with qPCR. The qPCR
was performed on isolated total RNA from the same fish
used in the microarray analysis. Total RNA (0.5 µg) was
reverse transcribed in duplicate with a mixture of random
hexamers and oligo(dT) primers, using the iScript™ cDNA
Synthesis Kit (Bio-Rad, Hercules, CA, USA). The cDNA
synthesis was performed according to the manufacturer's
instructions, except for a scale-down of the reaction vol-
ume to 10 µl. Pooled RNA samples were used as no
reverse transcriptase controls to control for genomic con-
tamination. It was discovered that three samples might
have been contaminated with DNA. These samples were
treated with DNase and new qPCR analyses were done.
PCR primers for ZP3 [EMBL:AF231708], nm23
[EMBL:AF350241], fabp3 [EMBL:U95296], VTG
[EMBL:X92804], β-actin [EMBL:AJ438158] and ubiquitin
[EMBL:AB036060] were designed using Primer3 software
[40]. Primer sequences were as follows: 5'-ccctgcgtatctttgt-
gga-3' and 5'-gtgggaacctgtcattttgg-3' for ZP3; 5'-ccttcttccct-
ggtctcgt-3' and 5'-gatgatgttcctgcccactt-3' for nm23 ; 5'-
ctttccctgtttcccctcct-3' and 5'-tgctgtgtgcttcttgctactc-3' for
VTG; 5'-ggggcagtatggcttgtatg-3' and 5'-ctggcaccctaatcac-
ctct-3' for beta actin; 5'-cgatagacggtggtaagatgg-3' and 5'-
aggtgtggcaaagggtagtg-3' for fabp3 ; 5'- atgtcaaggccaagatc-
cag -3' and 5'-ataatgcctccacgaagacg -3' for ubiquitin. For
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all genes except the reference gene, ubiquitin (for which
the qPCR was performed according to a previously pub-
lished protocol [41]), the qPCR reactions contained 1×
Real Time PCR Buffer, 3 mM MgCl2, 400 µM dNTP, 300
nM of each primer, 1 U TaKaRa Ex Taq™ R-PCR Version
2.1 (TaKaRa Bio Inc., Shiga, Japan), 0.25× SYBR Green I
(Molecular Probes Eugene, OR, USA) and cDNA corre-
sponding to 20 ng total RNA, in a final reaction volume of
20 µl. Real-time qPCR was performed on a Stratagene
Mx3005p with 30 sec initial denaturation at 95°C, fol-
lowed by 45 cycles of 95°C for 20s, 60°C for 20s and
72°C for 20s. A melting curve analysis was performed
after each run to verify specific amplification. In addition
the qPCR products were subjected to an agarose gel elec-
trophoresis to confirm the expected size of the product.
Both beta actin and ubiquitin were chosen as potential
reference genes. Beta actin had a high variance and also a
tendency to be regulated in the high dose group and there-
fore only ubiquitin was used. All signals were normalized
against ubiquitin and ratios were calculated for exposed
fish compared to control fish paired in the same manner
as in the microarray analysis. Paired single-sided student's
t-test were performed to test for significantly regulated
genes. Since all samples could not be run at the same occa-
sion, two standard samples were run at all occasions in
order to enable a compensation for a possible run to run
variation. Applying a run to run factor made little differ-
ence and the differently expressed genes VTG, ZP3 and
nm23 were significant up-regulated both with and with-
out applying the factor. The presented qPCR results are
calculated without this factor.
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