
Answers to the Problems in AM:B&SAugust 29, 2001For errors in the answers or statements of the problems, please send email toAxel M�alqvist: axel�math.halmers.se. Updated versions of this doumentwill be available on: http://www.md.halmers.se/eduation/ourses/2001/ala-a/Kurser/AnalysA/.Chapter 33.2 17x = 103.5 x2 = 33.6 170x = 45(12� x)Chapter 55.1 1) My age, 2) Number of my hildren, 3) Number of ontries that I haveseen, 4) Number of languages that I speak, 5) Number of Vivaldi musiCD that I own5.5 In m�n = 0 if and only if m = 0 or n = 0, or means either, or i.e. eitherm = 0 or n = 0. If in p � m = p � n; p = 0, then m and n ould beany nonzero ( beause 0�0 is NOT de�ned) integer number, (for examplem = 17; n = �1).5.8 (a) 102 = 5� 18 + 12(b) �4301 = �69� 63 + 46() 650912 = 2106� 309 + 1585.9 (a) 40 = 23 � 5 =) f1; 2; 4; 8; 10; 20; 40gj40(b) 80 = 24 � 5 =) f1; 2; 4; 8; 10; 16; 20; 40; 80gj805.12 (a) 23 � 3� 5(b) 25 � 3() 24 � 7 1



(d) 3� 435.14 (a+ b)2 = a2 + b2 is not valid. Simply take a = b = 1, then the left handside is 4 while the right hand side is 2.a < b implies a < b is an invalid impliation. Just take a = 2; b = 1;  =�1, then we are getting: �2 < �1 implies 2 < 1, i.e., we derive from aorret statement a wrong onlusion.Finally a+ b = (a+ b). Take, for example, a = b = 1 and  = 0, you get1 = 0.5.15 (a) �2 � x � 20(b) 8 < x < 20() �13 < x < 25(d) 1 � x � 3Chapter 66.1 (a) The indutive step: 12 + 22 + 32 + : : : + (n � 1)2 + n2 = (the in-dutive assumption) = (n�1)n(2(n�1)+1)6 + n2 = 2n3�3n2+n+6n26 =n(n+1)(2n+1)6(b) The indutive step: 13+23+33+ : : : +(n�1)3+n3 = (the indutiveassumption) = ( (n�1)n2 )2 + n3 = n4�2n3+n2+4n34 = (n(n+1)2 )26.2 Note: error in the problem statement 1=(n+1) should be n=(n+1). Theindutive step: 11�2 + 12�3 + 13�4 + : : : + 1(n�1)n + 1n(n+1) = (the indutiveassumption) = n�1(n�1)+1 + 1n(n+1) = (n�1)(n+1)+1n(n+1) = nn+16.3 (a) The indutive step: 3n2 = 3((n�1)+1)2 = 3(n�1)2+6n�3 � (theindutive assumption) � 2(n�1)+1+6n�3 = 2n+(6n�4) � 2n+1(b) The indutive step: 4n = 4� 4n�1 � (the indutive assumption) �4(n� 1)2 = n2+(3n2� 8n+4) = n2+3(n� 2)2+4(n� 2) � n2 (forn � 2)6.4 Let Pn denote the size of the population year n. The modeling assumptionis that Pn = KP 2n�1, whih iterated n times gives Pn = K2n�1P 2n0 .6.5 Let Pn denote the size of the population year n. The modeling assumptionis that Pn = K1Pn�1 �K2P 2n�1.6.6 Let Pn denote the size of the population year n. The modeling assumptionis that Pn = KPn�1 +KPn�2.6.7 � 2



6.8 The indutive step: Sine, by long division, pnp� 1 pn+1 �1�( pn+1 �pn )pn �1we get pn+1�1p�1 = pn + pn�1p�1 = (the indutive assumption) = pn + pn�1 +: : : + 1Chapter 77.3 Proof of Commutative law for addition:(p; q)+(r; s) = (ps; qs)+(qr; qs) = (ps+qr; qs) = (rq+sp; sq) = (rq; sq)+(sp; sq) = (r; s) + (p; q)Proof of Commutative law for multipliation:(p; q)� (r; s) = (pr; qs) = (rp; sq) = (r; s)� (p; q)Proof of Distributive law:(p; q)� ((r; s) + (t; u)) = (p; q)� (ru+ st; su) = (p(ru+ st); qsu) = pru+pst; qsu) = (pru; qsu) + (pst; qsu) = (pr; qs) + (pt; qu) = (p; q) � (r; s) +(p; q)� (t; u)7.4 For rational numbers r = r1r2 , s = s1s2 and t = t1t2 , one hasr(s+ t) = r1r2 (s1s2 + t1t2 ) = r1r2 s1t2 + s2t1s2t2 = r1s1t2 + r1s2t1r2s2t2= r1s1t2r2s2t2 + r1s2t1r2s2t2 = r1s1r2s2 + r1t1r2t2 = rs+ rt7.5 (a) fx 2 Q : 1 � x � 5=3g(b) fx 2 Q : � 45 < x < 85g() fx 2 Q : x < � 114 or x > 1314g(d) fx 2 Q : x � � 18 or x � 58g7.7 Using the fat that one mile is 5280 feet, and one hour 3600 seonds, thespeed of the runner is 16 miles/hour plus 8:8 feet/seond, that is 16 �5280=3600 + 8:8 = 16�52803600 + 8:8�36003600 = 84480+316803600 = 1161603600 feet/seond,that is 32:26666:: feet/seond.7.8 (a) 0:428571 428571 42::(b) 0:153846 153846 15::() 0:2941176470588235 29411::7.9 (a) 3:456(b) 0:59757.10 (a) 42=99, that is 14=33 3



(b) 8811=9999() 42905=999997.11 (a) Skippas!(b) Skippas!() -2 40 2-4 Figure 1:(d) Skippas!7.127.13 C0(1 + 0:09)nChapter 99.19.2 (a) (�10; 14℄(b) (10;1)() f�14; 6; 22; 30g9.3 (�1; 0) [ [ 113 ; 313 ℄9.4 domain: f0; 1; 2; 3; 4; 5; 6; 7; 8; 9g,range: f75; 75:01; 75:08; 75:27; 75:64; 76:25; ::; 82:29g9.5 DH = [0;p50℄, RH = [0; 50℄9.6 f1; 14 ; 19 ; 116 ; ::g9.7 Df = Q = (�1;1). B ould be any set ontaining Rf = (0; 1℄9.8 (a) fx 2 Q : x 6= �2 and x 6= 4 and x 6= 5g(b) fx 2 Q : x 6= �2 and x 6= 2g() fx 2 Q : x 6= �1=2 and x 6= 8g9.9 f0; 1; 2; 3; 4g9.10 Skippas!9.11 (a) (b), () skippas!9.12 Skippas!9.13 Skippas!9.14 Skippas!9.15 Skippas! 4
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-4Figure 2:Chapter 1010.1 (a) y = 4x� 1(b) y � 2 = � 12 (x+ 4)() y � 7 = 0(d) y = �7:4x+ 27(e) x = �3(f) y = �3x+ 510.2 (a) y = 45x� 465(b) y = � 32x+ 52() x = 13(d) y = 4(e) y = 10x+ 7(f) y = �2x� 110.3 x = � bm10.4 See the plot of the funtions below.10.5 Yes!10.6 Yes!10.7 (a) (�4=7; 2=7) 5
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Figure 3: A plot of the funtions y = 12x ( ), y = 12x� 2 (...), y = 12x+ 4 ( . )and y = 12x+ 1 ( ). (Problem 10.4)(b) (35=11; 223=11)10.8 y = � 110 (x � 3)10.9 (a) y = 0:1x+ 1:9(b) y = �10x+ 1210.10 x1 < x2 < 0 implies x22�x21 = (x2+x1)(x2�x1) < 0, beause x2+x1 < 0and x2 � x1 > 0, that is x22 < x21.10.11 See the plots of the funtions below.10.12 See the plots of the funtions below.10.13 See the plots of the funtions below.10.14 See plot below.10.15 See plot below(a) y = x2 + 4x+ 5 = (x+ 2)2 + 1(b) y = 2x2 � 2x� 12 = 2(x� 12 )2 � 1() y = � 13x2 + 2x� 1 = � 13 (x� 3)2 + 210.16 (a) Pni=1 i�2(b) Pni=1(�1)ii�2 6
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Figure 4: Plot of the funtions a) y = 6x2, b) y = � 14x2, and ) y = 43x2.(Problem 10.11)() 12 +Pni=1 1i(i+1)(d) Pni=0(2i+ 1)(e) Pn�4i=0 x4+i(f) Pni=0 x2i10.17 (a) Pn�2i=�1(i+ 2)2(b) Pn+14i=15 (i� 14)2() Pn�4i=�3(i+ 4)2(d) Pn+7i=8 (i� 7)210.18 (a) �4 + 6x� 8x2 + 11x3 � 16x5(b) 48� 72x+ 6x2 � 87x3 + 12x5() �2 + 6x+ 2x2 + 6x3 � x4 + 4x5(d) �8x2 + 16x3 � 6x4 � 2x5 + 17x6 + 28x8(e) �8 + 12x+ 14x3 + 4x4 � 6x5 � 7x7(f) 4x2 � 2x3 + 8x5 � 2x6 + x7 � 4x9(g) �8 + 12x� 2x2 + 15x3 + 4x4 � 10x5 � 7x7(h) �8 + 12x+ 4x2 + 12x3 + 4x4 + 2x5 � 2x6 � 6x7 � 4x9(i) �16x2+32x3�12x4�4x5+42x6�16x7+62x8+2x9�17x10�28x127



−3 −2 −1 0 1 2 3
0

5

10

15

20

25

a

b

c

Figure 5: Plots of the funtions a) y = (x � 2)2, b) y = (x + 1:5)2, and )y =(x+ 0:5)2. (Problem 10.12a)10.19 (a) x2 + 2xa+ a2(b) x3 + 3x2a+ 3xa2 + a3() x3 � 3x2a+ 3xa2 � a3(d) x4 + 4x3a+ 6x2a2 + 4xa3 + a410.20 p1p2 =P8i=0P11j=0 i2j+1xi+j10.21 The polynomial p(x) = 360x�942x2+949x3�480x4+130x5�18x6+x7 iszero for 0,1,2,3,4,5, and has the property that p(x)! +1 when x! +1and p(x) ! �1 when x ! �1, see plots below.The polynomial an befatored into p(x) = x(x� 1)(x� 2)(x� 3)2(x� 4)(x� 5), whih explainsthe behavior.10.22 (a) Has inreasing/dereasing been de�ned in the book? A funtion f isinreasing in an interval (a; b) if a < x � y < b implies f(x) � f(y).From x3 � y3 = 12 (x � y)(x2 + y2 + (x + y)2) it is seen that x3 � y3has the same sign as x� y, hene x3 is inreasing.(b) A funtion f is dereasing in an interval (a; b) if a < x � y < bimplies f(x) � f(y). From x4 � y4 = (x � y)(x + y)(x2 + y2) it isseen that x4 � y4 if 0 < x � y, and x4 � y4 if x � y < 0.10.23 Reformulation of problem: Plot the monomials for �2 � x � 2. See theplot below. 8
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Figure 6: Plots of the funtions a) y = x2�3, b) y = x2+2, and ) y = x2�0:5.(Problem 10.13a)10.24 Reformulation of problem: Plot the polynomials for in the intervals x� �2; x�+2℄, where x� are the symmetry or anti-symmetry point of the poly-nomial. The point x� is symmetry point if for any x, p(x�+x) = p(x��x),orrespondingly x� is antisymmetry point if p(x� + x) = �p(x� � x). Seethe plots in �gure below.10.25 See plots below of pieewise polynomials.Chapter 1111.1 (a) fx 2 R : x 6= 13 and x 6= 1g(b) fx 2 R : x 6= 0 and x 6= 2 and x 6= � 12g() fx 2 R : x 6= 0g(d) fx 2 R : x 6= 0 and x 6= � 32g(e) fx 2 R : x 6= 23 and x 6= �4g(f) fx 2 R : x 6= �2 and x 6= �1g11.2 (a) P101i=1(i+ 1)xi(x� 1)i (Note misprint: 100 should be 102!)(b) P13i=1 2ix�i11.3 (a) Note misprint: f(x) = ax+b should be f(x) = ax. Proof: f(x+y) =a(x+ y) = ax+ ab = f(x) + f(y).9
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Figure 7: Plots of the funtions a) � 12 (x � 1)2 + 2, b) 2(x + 2)2 � 5 and )13 (x � 3)2 � 1 for �3 � x � 3. Note the x- and y-oordinates of the extremepoints, (the points where the funtion has max or min value). (Problem 10.14)(b) Proof: g(x+y) = (x+y)2 = x2+2xy+y2 and g(x)+g(y) = x2+y2,that is g(x+ y) 6= g(x) + g(y) unless x = 0 or y = 0.11.4 (a) x2+2x�3x�1 = x+ 3(b) 2x2�7x�42x+1 = x� 4() 4x2+2x�1x+6 = 4x� 22 + 131x+6(d) x3+3x2+3x+2x+2 = x2 + x+ 1(e) 5x3+6x2�42x2+4x+1 = 52x� 2 + 112 x�22x2+4x+1(f) x4�4x2�5x�4x2+x+1 = x2 � x� 4(g) x8�1x3�1 = x5 + x2 + x2�1x3�1(h) xn�1x�1 = xn�1 + xn�2 + � � �+ x2 + x =Pn�1i=1 xi11.5 (a) 3(2x2 + 1)� 5 = 6x2 � 2(b) 2( 4x)2 + 1 = 32x2 + 1() 43x�5(d) 3(2( 4x )2 + 1)� 5 = 3( 32x2 + 1)� 5 = 96x2 � 211.6 Note misprint: x=x2 should be 1=x. f1 Æ f2 = 4( 1x ) + 2 = 4x + 2 andf2 Æ f1 = 14x+2 are not equal, for example for x = 1.10
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cFigure 8: Plots of the funtions a) (x+2)2+1, b) 2(x� 12 )2� 1 and ) � 13 (x�3)2 + 2 for �3 � x � 3. (Problem 10.15)11.7 f1Æf2 = a(x+d)+b = ax+ad+b and f2Æf1 = (ax+b)+d = ax+b+dare equal if and only if ad + b = b + d, whih is the ase for example ifa = 1 and  = 1, for any b and d, or otherwise if d = b�ba�1 or b = ad�d�1 .11.8 (a) fx 2 R : x 6= 0 and x 6= 14g(b) fx 2 R : x 6= 1 and x 6= 12 and x 6= 32gChapter 1212.1 Sine jf(x1) � f(x2)j = jx21 � x22j = jx1 + x2jjx1 � x2j, we have jf(x1) �f(x2)j � 16jx1�x2j for x1; x2 2 [�8; 8℄, and jf(x1)�f(x2)j � 800jx1�x2jfor x1; x2 2 [�400; 200℄.12.2 For a; b 2 [10; 13℄ one has jf(a) � f(b)j = ja2 � b2j = j(a + b)(a � b)j =ja+ bjja� bj � 26ja� bj12.3 For a; b 2 [�2; 2℄ one has jf(a)� f(b)j = j4a� 2a2 � (4b� 2b2)j = j4(a�b)�2(a+b)(a�b)j= j(4�2a�2b)(a�b)j= j4�2a�2bjja�bj � 12ja�bj,beause j4� 2a� 2bj � 4 + 2jaj+ 2jbj � 4 + 4 + 4 = 12, for a; b 2 [�2; 2℄.12.4 Sine jf(x1) � f(x2)j = jx31 � x32j = jx1 � x2jjx21 + x1x2 + x22j � (4 + 4 +4)jx1 � x2j, we have L = 12.12.5 Show that for all x1; x2, we have jjx1j � jx2jj � jx1 � x2j. Thus jf(x1) �f(x2)j = jjx1j � jx2jj � jx1 � x2j and L = 1.11
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Figure 9: Three plots of the polynomial 360x�942x2+949x3�480x4+130x5�18x6 + x7, the top �gure shows with matlab notation x = �0:1 : 0:001 : 5:1,the middle x = �2 : 0:001 : 7, and bottom x = �1 : 6. The matlab notationx=x0:dx:x1, means that x are the values starting with x0 and inreasing withinterval dx until x1 is reahed. (Problem 10.21)12.6 Realize (by plotting f(x)) that, given jx1�x2j, jf(x1)� f(x2)j attains itsgreatest value near x1 � x2 � �2. Take x1 = 2 and x2 = 2� �, where � isa small number. Then show that jf(x1)� f(x2)j � 32jx1 � x2j.12.7 For a; b 2 [1; 2℄ one has jf(a)�f(b)j = j 1a2 � 1b2 j = j b2�a2a2b2 j = j (b+a)(b�a)a2b2 j =ja+bja2b2 ja� bj � 4ja� bj, beause ja+ bj � 4 and a2b2 � 1.12.8 Show that jf(x1) � f(x2)j � jx1+x2j(1+x21)(1+x22) jx1 � x2j. For x1; x2 2 [�2; 2℄then show the Lipshitz ontinuity with L = 4. It is, however, possible todo better and get L = 3p3=8, whih is the maximum value attained byjx1+x2j(1+x21)(1+x22) , at x1 = x2 = �1=p3. See the plot of this funtion below.12.9 (a) L = 100(b) L = 10000() L = 100000012.10 For x 6= y the Lipshitz inequality may be written jf(x)�f(y)j=jx�yj � L.Let x = 1=n; y = 1=2n; n = 1; 2; 3; : : : and observe that jf(x)� f(y)j=jx�yj = 2 � n2, whih is greater than any L for n >pL=2.12.12 (a) For x 6= y one an write the Lipshitz inequality as jf(x)�f(y)j=jx�12
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Figure 10: Plots of a) x3, b) x4 and ) x5. Note that x3 and x5 are odd whilex4 is even. (Problem 10.23)yj � L: With x = 0 and y = �1=N we have f(x) � f(y)j=jx � yj =j0� 1j=j0� (�1=N)j = N , whih is larger than any L for N > L.(b) Yes!12.13 If the Lipshitz onstant L is extremly large then the funtion is lose todisontinuous from a pratial point of view.12.14 Note misprint: f2� f2 should be f1� f2 and the Lipshitz onstant of f1should be jjf1. We have j(f1(x) � f2(x)) � (f1(y) � f2(y))j � jf1(x) �f1(y)j+jf2(x)�f2(y)j � (L1+L2)jx�yj and jf1(x)�f1(y)j � jj jf1(x)�f1(y)j � jjLjx� yj.12.15 Note �rst that a Lipshitz onstant for f(x) = xn on [�; ℄ is nn�1, seeProblem 12.14. Then using Theorem 12.1 we readily obtain the desiredresult.12.17 Observe that 1=f2 is Lipshitz mith Lipshitz onstant 1=m2, sine j1=f2(x)�1=f2(y)j � jf2(x) � f2(y)j=m2. Now the Theorem follows from Theorem12.4.12.18 (a) Lipshitz with L = 133 using the formula in 12.14.(b) Lipshitz with L = 16=9.() Not Lipshitz ontinuous by Theorem 12.3, beause not bounded onthe given interval.(d) Lipshitz with L = 32, use Theorem 12.6.13
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Figure 11: a) is plotted in interval [-4,0℄, b) is plotted in [-1,3℄, and ) in [-3,1℄.(Problem 10.23)
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Figure 12: To the left problem a) and to the right b). (Problem 10.25)12.19 Follows from Theorem 12.5 beause 1x + 2(1� x) � min(1; 2) > 0 forx 2 [0; 1℄.Chapter 1313.113.213.3 (a) f3ig1i=0(b) f4ig1i=2() f(�1)ig1i=2(d) f1 + 3ig1i=1 14
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Figure 13: A plot of the funtion jx1+x2j(1+x21)(1+x22) in [�2; 2℄ � [�2; 2℄. (Problem12.8) (e) f3i� 1g1i=1(f) f5�ig1i=�313.4 (a) j 83n+1 � 0j = 83n+1 � � if 3n+ 1 � 8� ,that is if n � N where N = 8=��13 .13.5 jrn � 0j � � if ( 12 )n � �, that is if 2n � 1� .13.613.7 (a) Choose any M > 0. Now we have to show that there exists an Nsuhthat �4n + 1 < �M for all n > N . We see that this is true forN = (M + 1)=4.(b) If limn!1n3 =1 then surelylimn!1n3 + n2 =1, sine n3 < n3 + n2for n � 1. So it is suÆient to, for any M > 0, �nd an N suh thatn3 > M , for n > N . This is true for N =M1=3.13.8 Corretion: Should be r > 1, not jrj � 2.For anyM > 0, we want to show that there exists an N suh that rn > Mfor all 15
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n > N . But rn > M , n ln r > lnM , n > ln(Mr ),so let N = ln(Mr ).13.9 (a) 11�(�:5) = 2=3(b) 3 11� 14 = 4() 5(�2)1� 15 = 120 .13.10 (a) 11�r2(b) 11�(�r) = 11+r .13.11 All are equal to f 23 ; 45 ; 83 ; 165 ; : : : gexept (e) whih is f 45 ; 83 ; 165 ; : : : g.13.12 (a) n 2+(n+5)29n+5 o1n=�4(b) n 2+(n�2)29n�2 o1n=3() n 2+(n�1)29n�1 o1n=213.13 STRYKES, triangelolikheten b�or behandlas redan i kap6, rational numbers.The task is to prove the triangle inequality : ja+ bj � jaj+ jbj for all a; b.If a � 0, b � 0, then ja+ bj = a+ b = jaj+ jbj.If a � 0, b � 0, a+ b � 0, then ja+ bj = a+ b � �a+ b = jaj+ jbj.If a � 0, b � 0, a+ b � 0, then ja+ bj = �a� b � �a+ b = jaj+ jbj.The remaining ases are proved in a similar way.Proof of (13.7): ja� bj = ja� + + bj � ja� j+ j+ bj.13.14 The triangle inequality gives j(an�bn)�(A�B)j = j(an�A)�(bn�B)j �jan �Aj+ jbn �Bj, where the right side an be made as small as desiredby taking n suÆiently large. Another proof an be found inSetion 13.5.13.15 If n is suÆiently large, thenjan �Aj � 12 jAj and jbn �Bj � 12 jBj, so thatjanj = jan �A+Aj � jan �Aj+ jAj � 32 jAj, andjBj = jB � bn + bnj � jB � bnj+ jbnj � 12 jBj+ jbnj, andjbnj � 12 jBj, and 1jbnj � 2jBj . For largen we thus get 17



anbn � AB = anbn � anB + anB � AB = anbnB (B � bn) + 1B (an �A)� janjjbnj jBj jB � bnj+ 1jBj jan �Aj � 3 jAjjBj2 jbn �Bj+ 1jBj jan �Ajwhere the right side an be made as small as desiredby taking n suÆiently large.Another proof an be found in Setion 13.5.13.16 (a) 1(b) divergent to +1, beause an = n2(4� 6n�1) � n2 forn � 2() 0, beause jan � 0j = n�2(d) 1=3(e) divergent, beause an = (�1)n7+n�2 ips(approximately) between 17 and � 17 when n is large(f) 2(g) �4 (all an equal �4)(h) �5=8(i) divergent to +1, beausean = n 2+n�2+n�36�5n�2 � 2n(j) �113.19 j0:99 � � �99n � 1j = (0:1)n = 0:00 � � �01n � �for n � N , if N isthe index of the �rst non-zero deimal in �.Note also that, using the geometri sum,0:99 � � �99n = 0:9n�1Xk=0(0:1)k = 0:91� (0:1)n1� 0:1 = 1� (0:1)n.Chapter 1414.2 (a) See (b).(b) Assume pp = a=b where largest ommon divisor of a and b is 1.Then b2p = a2, and sine p is prime a = p� for some �, and thusb2p = p2�2 or b2 = p�2 and thus b = p�. This is a ontradition,sine p divides both a and b. Make sure you understand all details.14.3 41=3; 31=4, 41=4, et.14.9 Assumption give jbj = b < b�a <  and jaj = �a = (b�a)� b < � b < 18



Chapter 1515.2 (b) Have that jxy�xiyij = j(x�xi)y+xi(y�yi)j � j(x�xi)yj+ jxi(y�yi)j = jyjjx�xij+ jxijjy�yij � jyj2�i+(jxj+0:1)2�i, where we usedthe fat jxij = j(xi � x) + xj � jxi � xj + jxj � 2�i + jxj � 0:1 + jxjfor i � 4.15.4 x = 0:373737::: and y = p2 = 1:414213:: give x1y1 = 0:3 � 1:4 = 0:42,x2y2 = 0:37� 1:41 = 0:5217, x3y3 = 0:373� 1:414 = 0:527422, et.15.5 No, beause if the limit x would be less than 1 then d = (1 � x)=2 ispositive, and ii+1 = i+1�1i+1 = 1� 1i+1 � 1� d = x+ d for 1i+1 � d, that isfor i � 1d � 1, whih ontradit the assumption that f ii+1g onverges to x.15.8 (a) fx 2 R : �2p2 � x � 5p2g(b) fx 2 R : x < 2p2� 2=3 or x > 2p2 + 2=3g15.11 (a) The sequene is f 1i2 g (ok to shift the index sine we are only onernedwith the limit). For j 1i2� 1j2 j = j j2�i2i2j2 j = jj2�i2ji2j2 � j2+i2i2j2 = 1i2 + 1j2 � �if i; j � N and N = 1p2� .15.12 Assume that i2 is a Cauhy sequene. Choose � > 0 and N , and takej = N and i = j + 1. Compute ji2 � j2j and derive a ontradition.15.13 (b) 1=315.15 Let � denote the smallest of all :s. Choose an � > 0. Then �� � � xi � �for all i > N(�). So � is the limit by the formal de�nition.15.18 p2 = 1:414::: gives f(1:4) = 1:41:4+2 = 0:4117647::::, f(1:41) = 1:411:41+2 =1:41348973:::, f(1:414) = 0:4141769185:::, et. (Hmm, looks familiar, likep2� 1. Could it be that f(p2) = p2p2+2 = p2� 1? Chek!).15.19 615.23 (a) (�2; 4℄(b) (�3;�1) [ (�1; 2℄() [�2;�2℄ [ [0;1)(d) (�1; 0) [ (1;1)15.24 [2; 3)15.28 For a; b > Æ one has jf(a) � f(b)j = jpa � pbj = j (pa+pb)(pa�pb)pa+pb j =j a�bpa+pb j = ja�bjpa+pb � Lja� bj where L = 12pÆ
19



Chapter 16Problems16.1 Use the Bisetion Algorithm to �nd a solution, aurate to within 10�2,to the equation x+ 0:5 + 2 os�x = 0 on the interval [0:5; 1:5℄.16.2 Use the Bisetion Algorithm to �nd an approximation to p3 that is au-rate to within 10�4.16.3 Find a bound for the number of iterations needed to approximate a solu-tion to the equation x3 +x� 4 = 0 on the interval [1; 4℄ to an auray of10�3.16.4 A trough of water of length L = 10 feet has a ross setion in the shapeof a semiirle with radius r = 1 foot. When �lled with water to withina distane h of the top, the volume V = 12:4ft3 of the water is given bythe formula 12:4 = 10[0:5� � arsinh� h(1� h2)1=2℄:Determine the depth of the water to within 0:01 feet.16.5 Suppose f(x) has only simple roots in (a; b). If f(a)f(b) < 0, show thatthere are an odd number of roots of f(x) = 0 in (a; b). If f(a)f(b) > 0,show that there are an even number (possibly zero) of roots of f(x) = 0in (a; b).16.6 Show that the Bisetion method onverges linearly, that is, limn!1 rn+1�rrn�ris onstant.16.7 Find all the roots of the funtion f(x) = osx� os 3x.16.8 Find the root or roots of ln[(1 + x)=(1� x2)℄ = 0.16.9 Find where the graphs of y = 3x and y = ex interset by �nding roots ofex � 3x = 0 orret to four deimal digits.16.10 Consider the bisetion method, determine how many steps are required toguarantee an approximation of a root to six deimal plaes (rounded).16.11 By graphial methods, loate approximations to all roots of the nonlinearequation ln(1 + x) + tan(2x) = 0.16.12 Equation xex � 2 = 0 has a simple root r in [0; 1℄. Use the bisetionmethod to estimate r within seven deimal digits.16.13 Use the bisetion method to �nd, as aurately as you an, all real rootsfor eah equation.(a) x3 � x2 � x� 1 = 0 20



(b) x2 = e�x2() ln jxj = sinx16.14 A ertain tehnial problem requires solution of the equation21:13� 3480T � 5:08 logT = 0for a temprature T . Tehnial information indiates that the temperatureshould lie between 400Æ and 500Æ. Use the bisetion method to estimatethe desired temperature to nearest degree.16.15 Use the bisetion method with some alulus to �nd the minimum valueof f(x) = sinx=x on interval [�; 2�℄.Answers16.1 r7 = 0:71116.2 p3 � r14 = 1:732016.3 r12 = 1:378716.4 h � r13 = 0:1617 so the dept is r � h � 1� 0:1617 = 0:838 feet16.7 f0;��=2;��;�3�=2;�2�: : : :g16.8 x = 016.9 0:61906; 1:5121316.10 20 steps16.11 f0; �4 + "; 3�4 + "; 5�4 + "; : : : g, where " starts at approximatelt 1=2 anddereases.16.12 r = 0:852605516.14 475ÆChapter 1818.2 Yes L = 1; � = 1=318.3 (b); ()18.4 No18.6 No 21
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xFigure 14: Problem 19.1Chapter 1919.1 Break even if sales x equals expenses 100+0:2x, that is if x = g(x) whereg(x) = 100 + 0:2x.19.2 (a) For example f(x) = x3�1x+2 � x = 0 or f(x) = x3 � 1 � x(x + 2) =x3 � x2 � 2x� 1 = 0(b) For example f(x) = x5 � x3 + 4� x = 0 or f(x) = x5�x3x�4 � 1 = 0.19.3 (a) For example x = g(x) = x � 0:1(7x5 � 4x3 + 2) or x = g(x) =( 74x5 + 12 )1=3(b) For example x = g(x) = x + 0:3( 2x � x3) or x = g(x) = 2x3 orx = g(x) = (3x+ 2x3 )=4.19.4 Skippas
19.5 funtionx = fixedpoint(g; x0; max iter; tol)iter = 0;xold = x0;x = x old;x new = eval(g);whileiter < max iter&abs(x new� x old) > tolx = x old;x new = eval(g);iter = iter+ 1;endx = x new;19.6 Rewrite the equation x(0:02+2x)2 = 1:8 10�5 as 100x(2+2 100x)2 = 18,and resale by introduing y = 100x to obtain y(2 + 2y)2 = 18. Writingthis as y = g(y) = 18(2+2y)2 , the �xed point iterations yj+1 = g(yj) does not22



onverge. Try instead y = g(y) = (y + 18(2+2y)2 )=2 for whih the iterationyj+1 = g(yj) with y0 = 2 gives the sequene 2:000000000000001:069444444444441:060103961783501:060208667715931:060207133772051:060207156185061:060207155857561:06020715586235that is, x = y=100 � 0:010602071559.19.7 Rewrite the equation x(0:037+2x)2 = 1:57 10�9 with y = 1000x as y(37+2y)2 = 1:57. Write this as y = g(y) = 1:57(37+2y)2 and ompute yj+1 = g(yj)with y0 = 1 to obtain1:000000000000000:001146694533950:001146680343270:00114668034503 that is, x = y=1000 � 0:0000011466803.19.8 Rewrite equation 1 = 42R(3+R)2 with x = R as x = g(x) = x�1:5( 16x(3+x)2 �1)and ompute iterates xj+1 = g(xj) with x1 = 2. This gives the sequeneof iterates2:000000000000001:272254152285431:099350391134771:029286611899181:007719039602221:001957603691881:000491195866781:000122912041371:000030735091571:000007684215691:000001921081601:000000480272131:000000120068141:000000030017041:000000007504261:000000001876071:000000000469021:000000000117251:00000000002931onverging to 1.Iterating with g(x) = x + 20( 16x(3+x)2 � 1) and x0 = 8 gives a sequene ofiterates 23



8:000000000000008:983694128150099:001824072842798:999797479278669:000022504201208:999997499556659:000000277827338:999999969130309:000000003429968:999999999618899:00000000004234onverging to 9. (Equation an also be solved analytially for R)19.9 Rewrite the equation (2 + 50V 2 )(V � 0:011) = 3 � 15 with x = V as x =g(x) = 0:011 + 45=(2 + 50=x2) and ompute iterates xj+1 = g(xj) withx0 = 20 to obtain20:0000000000000021:3240630418274921:3384304103553621:3399267274425321:3400824025607021:3400985970717521:3401002817291521:3401004569778621:3401004752083421:3401004771047921:3401004773020721:3401004773225919.10 Proof by indution: True for n = 3. Assume true for n. Thenxn+1 = 14xn + 14 = 14 ( 14nx0 +Pni=1 14i ) + 14= 14n+1x0 +Pn+1i=2 14i + 14 = 14n+1x0 +Pn+1i=1 14i ;showing that formula valid for n+ 1.19.11 (a) xn = 2nx0 + 14Pni=1 2i(b) For any given M > 0 we have that xn > M if n is large enough,beause Pni=0 2i = (1� 2n+1)(1� 2) = 2n+1 � 1.19.12 (a) xn = ( 34 )n +Pni=1 3i�14i(b) First we point out that limn! inf( 34 )n ! 0. Then we look at the sumPni=1 3i�14i = 13Pni=1 ( 34 )i = 13 1�( 34 )(n+1)1� 34 = 13 11� 34 = 4319.13 xn = mnx0 + b 1�mn1�m 24
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Figure 15: Problem 19.16.We show that g(x) = mx + b is a ontration mapping: jg(x) � g(y)j =jmx + b� (my + b)j = jmjjx � yj = Ljx� yj. L < 1 so g is a ontrationmapping and the �xpoint iteration has a unique solution by Theorem 19.1.The solution is �x = b=(1�m).19.14 Draw for example the funtion g(x) = 2x� 3 for whih g(x) 2 [0; 1℄, whenx 2 [1:5; 2℄.19.15 Need to know the spei� �xpoint funtions used in the 19.3 problem tosolve this problem.19.16 If g0(x) is bounded in the interval then g(x) is Lipshitz ontinious in theinterval. g0(x) = 2x(1+x2)2 ) L = maxx2[a;b℄ j 2x(1+x2)2 j � 1 ) g : [a; b℄ ![a; b℄, that is g is a ontration mapping. By theorem 19.2 we now havethat if the starting point in the �xed point iteration x0 2 [a; b℄ then thesequene given by the iteration onverges to a �x 2 [a; b℄.19.17 Using jxk+1�xkj � Lkjx1�x0j we ompute (jxk+1�xkj=jx1�x0j)1=k fork = 1; 2; 3; 4 with data from the table. The result is 0.875 for k = 1; 2; 3; 4,hene L = 0:875.19.18 If g0(x) is bounded in the interval then g(x) is Lipshitz ontinious in theinterval. g0(x) = 4x3(10�x)2+2(10�x)x4(10�x)4 )L = maxx2[�1;1℄ j 4x3(10�x)2+2(10�x)x4(10�x)4 j = j 4(10�1)2 + 2(10�1)3 j = 38729 <0:053 < 1 ) g is a ontration mapping.By theorem 19.2 we now havethat if the starting point in the �xed point iteration x0 2 [�1; 1℄ then thesequene given by the iteration onverges to a �x 2 [�1; 1℄. g is not a on-tration mapping in [-9.9,9.9℄. L = maxx2[�9:9;9:9℄ j 4x3(10�x)2+2(10�x)x4(10�x)4 j =j 4�9:93(10�9:9)2 + 2�9:94(10�9:9)3 j < 2 � 107, whih is larger than 1.25



19.19 Using the method from Problem 19.17 we get the estimates for the Lip-shitz onstant to be 0.6954, 0.6152, 0.5867, 0.5683 for k = 1; 2; 3; 4, re-spetively. Alternatively we an ompute jxk+1 � xk j=jxk � xk�1j whihgives 0.6954 , 0.5443 , 0.5334 , 0.5165 for k = 1; 2; 3; 4, respetively. Boththese omputations show that the onvergene is not linear.19.20 (a) If g0(x) is bounded in the interval then g(x) is Lipshitz ontinious inthe interval. g0(x) = 2x2. L = maxx2[�1=2;1=2℄ jg0(x)j = j2 � ( 12 )2j =0:5.(b)() xi = g(xi�1) = g(�x+ xi�1 � �x) = 23 (�x+ (xi�1 � �x))3. Using the fatthat �x = 0 we get: jxi � �xj = j 23 (xi�1 � �x)3j19.21 Use amongst other things that xi�1 � p2.19.22 (a) x2+x�6 = 0 ! x(x+1) = 6 ! x = 6(x+1) . The error is estimatedby jxi � �xj = jg(xi�1)� g(�x)j = 6xi�1+1 � 6�x+1 � j 6(�x�xi�1)(�x+1)2 j � 23 j�x�xi�1j, when the sequense of the �xed point iteration has onvergedand xi�1 � �x.(b) x2+x�6 = 0 adding x2 on eah side gives: 2x2+x = x2+6 ! x =x2+62x+1 . The error is estimated using �x = 2 and xi = g(�x+(xi�1��x)) =�x+(xi�1��x)2+62(�x+(xi�1��x))+1 = 4xi�1+2+(xi�1��x)24+1 . jxi � �xj = j2+ (xi�1��x)25 � 2j =j (xi�1��x)25 j19.23 The equation for the line through the points (xi�1; f(xi�1)) and (xi; f(xi))is given by y = f(xi�1)+ x�xi�1xi�xi�1 (f(xi)� f(xi�1) whih for y = 0 has thesolution xi+1 = xi�1 � f(xi)(xi � xi�1)=(f(xi) � f(xi�1)). Convergenefator?Chapter 2020.1 Proof (example, analytial) of �(�a) = (��)a: By de�nition�(�a) = �(�(a1; a2)) = �(�a1; �a2) = (�(�a1); �(�a2)):and (��)a = (��)(a1; a2) = ((��)a1; (��)a2):The desired identity thus follows from the assoiative law for real numbermultipliation.20.2 f(x) = x+ 2(Pa(x)x � x) = 2Pa(x)� x = 2 a�xjaj2 a� x. The orrespondingmatrix is  2 a21jaj2 � 1 2a1a2jaj22a1a2jaj2 2 a22jaj2 � 1 !26



20.3 (a) p13 (b) p17 () p52 (d) p8 (e) (3; 2)=p13 (f) (1; 4)=p1720.4 j ajaj j = j( a1jaj ; a2jaj)j =q( a1jaj)2 + ( a2jaj )2 =q a21jaj2 + a22jaj2 =qa21+a22jaj2 = p1 = 120.5 (b) a � b = jajjbj os(�) � jajjbj. (a) ja + bj2 = (a1 + b1)2 + (a2 + b2)2 =a21+a22+ b21+ b22+2a1b1+2a2b2 = jaj2+ jbj2+2a � b � jaj2+ jbj2+2jajjbj =(jaj+ jbj)220.6 (a) 7 (b) 5 () 020.7 (a), () and (e) makes sense.20.8 � = aros( 10p2p58 )20.9 All a = (a1; a2) suh that 2a1 + a2 = 2. A line in the a1; a2 plane, withnormal (2; 1) passing through, for example, the point (0; 2).20.10 (a) Pb(a) = b�ajbj2 b = 55 (1; 2) = (1; 2) (b) Pb(a) = 05 (1; 2) = (0; 0) ()Pb(a) = 65 (1; 2) (d) Pb(a) = 3p25 (1; 2)20.11 b =  + d where d = b �  and (a)  = Pa(b) = a�bjaj2 a = 135 (1; 2) (b) = �15 (�2; 1) ()  = 168 (2; 2) (d)  = 8p24 (p2;p2)20.12 jj2 = ja�bj2 = (a1�b1)2+(a2�b2)2 = a21+a22+b21+b22�2(a1b1+a2b�2) =jaj2 + jbj2 � 2a � b = jaj2 + jbj2 � 2jajjbj os(�)20.13 See previous problem.20.14 (a) Ax = (5; 11)> and A>x = (7; 10)> (b) Ax = (3; 7)> and A>x =(4; 6)>20.15 (a) � 19 2243 50 � (b) � 23 3431 46 � () � 26 3038 44 � (d) � 17 2339 53 �(e) � 19 4322 50 � (f) � 19 4322 50 � (g)� �2 11:5 �0:5 � (h) � �4 33:5 �2:5 �(i) � 12:5 �5:5�10:75 4:75 � (j) � 1 00 1 �20.16 The matrix element in row i and olumn j of (AB)> (whih is the sameas in row j and olumn i of AB) is the salar produt of row j of A andolumn i of B. The matrix element in row i and olumn j of B>A> isthe salar produt of row i of B> and olumn j of A>, that is, of olumni of B and row j of A. That is, the matries (AB)> and B>A> have thesame elements and are therefore equal.20.17 (a) A is symmetri. (b) A is invertible with inverse B.
27



20.18 The 2� 2-matrix P orresponding to the projetion Pa(b) is1jaj2 � a21 a1a2a1a2 a22 �Obviously, P> = P . Computing, one �nds thatPP = 1jaj4 � a41 + a21a22 a31a2 + a1a32a31a2 + a1a32 a21a22 + a42 � = 1jaj4 � a21jaj2 a1a2jaj2a1a2jaj2 a22jaj2 � = P20.19 � os(�) � sin(�)sin(�) os(�) �� x1x2 � rotates x the angle � ounter lok-wise.20.20 See the setion about Reetion above!20.21 (a) �4 (b) 0 () 10Chapter 2121.2 Only the rightmost one.21.4 (�7; 2; 1)21.5 221.6 p72=221.7 (a) aros( 5p11p3 ) (b) 5p11p3 (1; 1; 1) () (1; 0;�1)=p2 (or (�1; 0; 1)=p2)21.8 (�1; 0; 1)21.9 (a) true, (b) true, () true21.12 � 1 0 00 os(�) � sin(�)0 sin(�) os(�) �� os(�) 0 � sin(�)0 1 0sin(�) 0 os(�) �� os(�) � sin(�) 0sin(�) os(�) 00 0 1 �(1)21.14 � 1 0 00 1 00 0 �1 � (2)21.17 (�1;�3; 6), exeption.21.18 Intersetion of the two planes: �(2;�1;�1), intersetion of two planeswith the x1 � x2 plane: (0; 0; 0), of ourse.21.20 r + �b(a� 2Pna), (� � 0), where (see �gure) b = a� 2Pna, Pna = a�njnj2n.28



Chapter 2222.2 (a) 12 (b) 3150 () 2xyx2+y2 if z = x+ iy.22.3 (a) 23 + i2 (b) �7�i2213 () 34�i224022.5 (a) p2(os(45o); sin(45o))(b) (os(90o); sin(90o))() p13p41 (os(� � �); sin(� � �)), where � = Arg(2 + 3i), � = Arg(5 + 4i).22.6 (a) z1 = (os(45o); sin(45o)), z2 = (os(135o); sin(135o))(b) zi = (os(i � 45o); sin(i � 45o)), i = 1; 2; ::; 8.() z1 = � 12+pr(os(�=2); sin(�=2)) and z2 = � 12+pr(os(�=2+180o); sin(�=2+180o)), where r = j � 3=4� ij = 5=4 and � = Arg(�3=4� i).(d) hint: �rst solve for w = z2 to �nd thatw1 = 32(1 + 2i) +pr(os(�=2); sin(�=2))and w2 = 32(1 + 2i) +pr(os(�=2 + 180o); sin(�=2 + 180o));where r = j27=4 � 15ij and � = Arg(27=4 � 15i). Then solve z2 = wi,i = 1; 2.22.7 (a) f(0; y) : y 2g (To see why, rewrite as jz � (�i)j = jz � ij)(b) f(x; y) : xy = 1g (Beause z2 = (x2 � y2; 2xy))() f(x; y) : jyj � xg.22.8 If z = r(os(�); sin(�)) and � = �(os(�); sin(�)), then z=� = (r=�)(os(���); sin(� � �)).22.10 (a) The omplex plane is �rst rotated around the origin the angle Arg aand strehed by the fator jaj, through the mulitipliation of z by a, thentranslated by the addition of b.(b) The omplex number z = r(os(�); sin(�)) is mapped onto the om-plex number r2(os(2�); sin(2�)), that is the argument is doubled and themodulus squared.Chapter 2323.1 Write x3 = (�x + x� �x)3 = �x3 + 3�x2(x� �x) + 3�x(x� �x)2 + (x � �x)3: Thisleads to the identity x3 = �x3 +3�x2(x� �x) +Ef (x; �x), with the error termEf (x; �x) = 3�x(x� �x)2 + (x� �x)3. Note that jEf (x; �xj = j2�x+ xj(x� �x)2,and thus the derivative of x3 is 3x2. The proof for x4 is similar.
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23.2 The error term is Ef (x; �x) = px � p�x � (x � �x)=2p�x = (1=(px +p�x) � 1=2p�x)(x � �x). Furthermore 1=(px + p�x) � 1=2p�x = p�x �px)=(p�x+px)2p�x = (�x�x)=(p�x+px)22p�x. Colleting the results weget Ef (x; �x) � Kf (x; �x)(x � �x)2 with Kf (x; �x) = 1=j(p�x +px)22p�xj �1=8�x3=2, for x lose to �x.23.3 We alulate the derivative of px at �x = 0:5 using the di�erene quotientf 0(�x) � f 0h(�x) = (f(�x + h) � f(�x))=h for hj = 2�j for j = 0; 1; : : : ; 40using matlab. Then we alulate the error in the numerial approxima-tion eh(�x) = jf 0(�x) � f 0h(�x)j. Using formula (23.27) we get hoptimal =peps=Kf , where eps is the smallest number in Matlab and Kf (x; �x) �1=(8�x3=2). See the �gure.
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