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Introduction

These are the notes of a series of lectures given at the PCMI summer school 2008.
They are intended to serve as an introduction to the weighted L?-estimates for the
0-equation, by Kodaira, [12], Andreotti-Vesentini, [2] and, in the most complete
form, Hormander, [10].

Three lecture series on this topic was given at the school; this is the first and
supposedly the most elementary of them. Therefore we start by a discussion of
the one dimensional case, which I believe shows very clearly the main ideas. After
that we discuss briefly the functional analytic set up which is needed in the case
of higher dimensions. The third lecture presents the geometric notions needed to
discuss the 0-equation for forms with values in a line bundle on a manifold, and
then gives the fundamental existence theorems and L?-estimates. The proofs differ
a bit from the more common ones, that are based on use of the Kéhler identities
and the Kodaira-Nakano formula for twisted Laplace operators. Instead we use the
so called 99-Bochner-Kodaira method introduced by Siu, which in my opinion is
the most elementary approach.

The remaining lectures deal with applications and generalizations of this ba-
sic material. Lecture 4 gives some basic facts about Bergman kernels associated to
holomorphic line bundles and uses the J-estimates to deduce a rudimentary asymp-
totic formula. Lecture 5 introduces singular metrics and generalizes the results of
lecture 3 to this setting, leading up to the Demailly-Nadel and Kawamata-Viehveg
vanishing theorems. The main topic of lecture 6 is the Ohsawa-Takegoshi exten-
sion theorem, which we prove by another application of the 09-Bochner-Kodaira
method. The final section discusses briefly one of the main recent applications of
the L2-theory, Siu’s theorem on the ’invariance of plurigenera’, which we prove
following the method of Paun.
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event. I also like to thank the other participants, in particular Ann-Katrin Herbig
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Department of Mathematics, CTH, 412 96 Goteborg, Sweden
E-mail address: bob@chalmers.se

(©2009 American Mathematical Society






LECTURE 1

The one-dimensional case.

In this chapter we state and prove the basic Héormander L2-estimate for the
O-equation in the case of one complex variable. This case contains the two main
ideas in the subject, and almost no technical difficulties, so it is a good introduction
to the discussion in later chapters.

1. The O-equation in one variable.

Let Q be any domain in C, and ¢ any function satisfying
0%¢
020%

The one dimensional version of the theorem we will discuss says that we can solve
any inhomogeneous d-equation

=: A¢p > 0.

ou
gff

/||27¢< ‘f|2

Even this one variable case is a very precise and useful result, and it is quite
surprising that it was discovered in several variables first. Moreover, the proof
when n = 1 is considerably more elementary than the general case.

We begin by giving the problem a dual formulation. Remember that, inter-
preted in the sense of distributions, the equation %u = f means precisely that

(1.1) /u—a—/fa

for all a € C2(Q) . To introduce the weighted L?-norms of the theorem we substi-
tute ae~? for . The equality (1.1) then says

(1.2) /u@eﬂﬁ :/f@e*ﬂ

where

with a function u satisfying

- b0
Opa =t —e g( *a),

is the formal adjoint of the O-operator with respect to our weighted scalar product

(fg)o= [ f9e

The following proposition is one of the key ideas in the subject. It reduces the proof
of an existence statement to the proof of an inequality.
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6 LECTURE 1. THE ONE-DIMENSIONAL CASE.

Proposition 1.1. Given f there exists a solution, u, to %u = f satisfying

(1.3) /|u|2e—¢ <C,

if and only if the estimate
(1.4) |/fae—¢\2 < c/|5;a|26—¢

holds for all & € C2(2). On the other hand, for a given function u > 0, (1.4) holds
for all f satisfying

2
(1.5) /'J;e¢ <

if and only if

(16) [ulapee < [1a5ape.
holds for all o € C2(12).

Proof: It is clear that if (1.2), and (1.3) hold, then (1.4 ) follows. Suppose
conversely that the inequality (1.4) is true. Let
E= {5204;& € C*(Q)},

and consider F as a subspace of

[2(e%) = {g e Lloc,/|g|2 ~6 < oo},

Define an antilinear functional on E by

L(9ja) = / fae™®

The inequality (1.4) then says that L is (well defined and) of norm not exceeding
C. By Hahn-Banach’s extension theorem L can be extended to an antilinear form
on all of L?(e~?), with the same norm. The Riesz representation theorem then
implies that there is some element,u, in L?(e~?), with norm less than C, such that

Llg) = [ uge.

for all g € L?(e~?). Choosing g = 5;;04, we see that

/ué(’éozeﬂls :/fo_zefd’,
S0 u solves %u = f.

The first part of the proposition is therefore proved. The second part is obvious
if p is identically equal to 1. The general case follows if we write

fra=(f/Vi)- (Vi)
O
To complete the proof of Hérmander’s theorem in the one-dimensional case it is
therefore enough to prove an inequality of the form (1.4). This will be accomplished
by the following integral identity. The general case of this basic identity (that we
will see in chapter 3) is the other key idea in the L2-theory.
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Proposition 1.2. Let Q be a domain in C and let ¢ € C*(Q). Let a € C?(Q).
Then

_ 0 _ A 12—
(1.7) /A¢|a|2e ¢+/|£a\26 ¢:/|8¢a|26 ¢

Proof: Since o has compact support we can integrate by parts and get
/|(E);§oz|2€_¢ = /[f)é;a -ae”?

- P
Oy = 5, + ¢

Next note that

so that

55201 =-Aa+ QSZ o + Aga = 3¢§a + Ada.

ax — - a —
/\8¢a|2e ¢:/A¢\a|2e ¢+/|£04|2e ¢

and the proof is complete. 0
Combining the last two propositions we now immediately conclude

Hence

Theorem 1.3. Let Q be a domain in C and suppose ¢ € C?(2) satisfies Ag > 0.
Then, for any f in L} Q there is a solution u to 3 szu = f satisfying

/||27¢< ‘f|2
Ag°

Note that the theorem says two things: the J-equation can be solved, and
there is a good estimate for the solution. If we disregard the first aspect we get as
a corollary the following Poincaré type inequality for the 0-operator.

Corollary 1.4. Suppose ¢ € C?(Q) satisfies A¢p > 0. Let u be a C! function in a

domain ) such that
/ uhe™® =0
Q

for any holomorphic function h in L*(Q,e~%). Then

8u|2
1.8 /u26_¢§ |
(18) [ e

Proof: The previous theorem says that the equation
Ov = Ju
has some solution satisfying (0.8). But, the condition that u is orthogonal to all

holomorphic functions means that « is the minimal solution to this equation. Hence
u satisfies the estimate as well which is what the corollary claims. [



8 LECTURE 1. THE ONE-DIMENSIONAL CASE.

2. An alternative proof of the basic identity.

We have proved the basic identity using integration by parts. We will here give an
alternative proof, akin to the classical Bochner method from differential geometry,
which gives a more general statement. This method can be generalized in a rather
surprising way to the case of higher dimensions and complex manifolds, and we will
get back to it in Chapter 3.

The idea is to calculate the Laplacian of the weighted norm of a test function
a. Again we use the complex Laplacian

82
T 9207
To compute Alal?e~? we will use the product rule in the form
%(u ve”?) = u-ve? +u- %ve ¢
where 5 5
gm0y _ g
“ 9" 0z ¢ ¢

and a similar computation for %. Applying this twice we obtain

Ala?e™® =a - 88 Sae™? + 588 a-ae”? + |§O¢|267¢ + [0a|?e?
z

Then we apply the commutation rule
0 0
d—=—0+A
0z 0z T A

and obtain

(1.9) Ala)?e™? = 2%%5@ cae? + |%Ox|2(fq5 + |6af?e™? + Aglal?e?.
Integrating this over a domain containing the support of «, and recalling that
6 = —0; we obtain the basic identity.

3. *An application: Inequalities of Brunn-Minkowski type

In this section we will give an application of the corollary, or rather of an even
simpler, real variable variant of it.

Proposition 3.1. Let ¢ be a convex function on R of class C? with strictly positive
second derivative. Let u be a function of class Ct such that

/uef‘ﬁ =

R
| |2 —¢ < | /|2
u ¢//

Note that this is formally similar to the the statement of Corollary 1.1.4. We
have replaced a subharmonic ¢ by a convex ¢, and require u to be orthogonal
to constants ( elements of the kernel of d) instead of orthogonal to holomorphic
functions (elements of the kernel of 9).

Then

Exercise: Prove the proposition imitating the proof of Corollary 1.0.4. (]
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We shall now use this proposition to prove a generalization of the Brunn
Minkowski theorem.

Theorem 3.2. Let ¢(t,x) be a convex function on R} x RY. Define the function

o(t) by
o9 _ / (62 g

Then ¢ is conver.

Proof: We start by a few reductions. By Fubini’s theorem, we may assume
that n = 1. Since convexity means convexity on any line, we may also assume that
m = 1. Now

o(t) = —log/e_¢(t’$)dx.
Differentiating once with respect to t we get

gg/ o f¢;e_¢(tvz)dx
 [eeta)dy
and differentiating once more
S = (81)%)e™? [e=? + ([ e ?)?
(Jem?)?

_ S dhe™?
= Teo
Then the expression for the second derivative simplifies to
(g// — f( 1/5,,t - (qb; B a)2)€_¢
Je? '
It is now time to use the inequality in the proposition. Since u := ¢} — a by
construction has integral 0 against the weight e~?, the proposition shows that

qn f( :El,t_( :tl,x)Q/ Zw)e_'z)
& > = ,

q;u _
Let a be the mean value

a

Since ¢ is convex
:S/,t - ( 1/51,1)2/¢g,a: = (¢:S/,t /Il,a: - ( ;l,x)Q)/qﬁ;/vl,w 2 0.
This completes the proof. O
Theorem 1.2.2 was first given by Prekopa, [18], but the proof we have given is

essentially due to Brascamp an Lieb, [6]. The theorem is a functional form of the
Brunn Minkowski inequality, which can be stated as follows.

Theorem 3.3. Let D be a convex open set in RY* x R?, and let D; be the slices

{z;(t,x) € D}.
Let | Dy| be the Lebesgue measure of Dy. Then
1
log —
® D

1S conver.
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Proof: Take ¢ to be the convex function that equals 0 in D and oo outside
D in the previous result. Admittedly, this is not a classical convex function, but
it can be written as an increasing limit of smooth convex functions, to which the
proof above applies. O

There is another, perhaps more common, way of stating the Brunn Minkowski
theorem. It says that if Dy and D; are convex open sets in R™, then the volume of
their Minkowski sum ¢D; + (1 — t) Dy satisfies

[tD1 + (1 — t)Do|"/™ > t| Dy |/ 4 (1 — t)| Do) /™,

if ¢ lies between 0 and 1. This formulation can be obtained from the (“multiplica-
tive”) form we have given above in the following way.
(1) There is a convex open set D in R; x R™ such that
tDy + (1 —t)Dy = Dy.
(2) Theorem 1.3.3 implies trivially that
| Dt| > min(|Dol, | D1]).
(3) Hence, if A and B are convex open sets

[A+ B = [tA/t+ (1= )B/(1 = )['/" = min(|A"" /¢, | B /(1 — 1)).
Choosing
| A‘l/"
t= |A[\/n + |B|'/n
we then get

|A+B|1/n > |A|1/n + |B|1/n,
which is the usual (“additive”) form of the inequality.

The multiplicative form has the advantage that it applies to many other mea-
sures besides Lebesgue measure. The additive statement — —|D;|*/™ is convex —
is formally stronger, but in the presence of the natural homogenuity of Lebesgue
measure the two statements are equivalent.

Note that the main point in the proof of Prekopa’s theorem was the one-
dimensional case — the general case then followed by a simple induction. This
is clearly not the case for Brunn Minkowski; there the one-dimensional case does
not say very much!

4. Regularity - a disclaimer.

In the previous discussion we have interpreted the 0-equation in the weak, or dis-
tributional sense. Thus,
ou
5 =/
Z
has been interpreted as saying that

—/u%a:/fa

for any smooth « of compact support. If f is smooth, this implies that u is also
smooth and that the J-equation is also satisfied in the classical pointwise sense. This
is a consequence of the clasical Weyl’s lemma, and holds also in several variables (at
least if f is of bidegree (0,1)). We will not discuss these issues further in the notes;
all the d-equations we deal with are to be interpreted in the sense of distributions.



LECTURE 2

Functional analytic interlude.

In this chapter we begin to look at the d-equation in higher dimension. For the
moment we shall think of € as a domain in C”, and consider the J-equation when
the right hand side is a (0, 1)-form, but this is for motivational purposes only —the
formalism we develop will later apply also to the case of complex manifolds and
general bidegrees.

1. Dual formulation of the J-problem.

Denote by D1 the class of (0,1)-forms whose coefficients are, say, of class C?
with compact support in Q. If f and « are (0,1)-forms we denote by f - & their
pointwise scalar product, i e

fra=>Y_ fa;

ou _
82]' B

taken in the sense of distributions, means that

da;
2.1 o= — i/}
(2.1) / fa / uy 5z,

for all a € Dg,1). Just like in the one-dimensional case we replace o by ae™?
(where ¢ is a C%-function which will later be chosen to be plurisubharmonic). The
condition (2.1) is then equivalent to

(2.2) /f-aeﬂi’ :/uégﬁe*‘?

for all @ € Dg,1), where

The equation du = f, explicitly
fj7

= 5}
oy — _p? P
Opa = —e g o (e™%a;y).

Assume now that we can find a solution, u, to Ju = f, satisfying

/|u|26_¢ <C.

\/f~de_¢|2 SC/|5(’204|26_¢.

The next proposition says that the converse of this also holds.

Then (2.2) implies

11



12 LECTURE 2. FUNCTIONAL ANALYTIC INTERLUDE.

Proposition 1.1. There is a solution, u, to the equation Ou = f satisfying

(2.3) /|u|267¢’ <C.

if and only if the inequality

(2.4) \/f~64e_¢|2 < C’/|5;‘,a|26_¢.
holds for all o € Dg,1)-

Proof: It only remains to prove that (2.4) implies that there is a solution to
the J-equation satisfying (2.3). This is done precisely as in the one-dimensional
case (cf first part of Proposition 1.0.1 ). O

To prove inequality (2.4) one might, as in the one dimensional case, first try to
prove an inequality of the form

/|04|2e_‘Z$ SC’/|53§0¢|26_¢.

The main problem in higher dimensions is that no such inequality can hold. Indeed,
if it did, then we would be able to solve du = f, even when f does not satisfy the
compatibility condition 0f = 0 — which is clearly not possible. Thus we must
somehow feed this information, 0f = 0, into the method. This requires a little bit
more of functional analysis.

Let us consider a linear operator T' between two Hilbert spaces H; and Hs.
Assume that T' is closed and densely defined. The first condition means that the
graph of T

{(z,Tz);x € Dom(T)}
is a closed linear subspace of the product H; x Hs, or, in more concrete terms, that
if x,, lie in the domain of T and converge to x, and if moreover Tz, converge to v,
then z lies in the domain of 7" and T'x = y. The main example to think of for the
moment is T = 0,
H, = L*(Q,e7?),
the space of functions that are square integrable against the weight e~ and
Hy = Ly (2.679),

the space of (0, 1)-forms that are square integrable against the weight e~?. In this
example, the domain of T is taken to be the space of all functions v in H; such
that Ou taken in the sense of distributions lies in Hj.
Exercise: Show that in this example T is closed and densely defined. (]
The next proposition is the Hilbert space version of the theorem that a linear
operator between finite dimensional vector spaces is surjective if and only if its
adjoint is injective.
Proposition 1.2. T is surjective if and only if there is a constant ¢ > 0 such that
for all y in the domain of T*
(2.5) cly[* < |Ty|*.

More generally, let F be a closed subspace of Hs containing the range of T. Then
T is surjective onto F if and only if (2.5) holds for y in F intersected with the
domain of T*. In that case, for anyy in F there is an x in Hy such that

Tr=y
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and
1
]2 < = |y[>.
c

PrOOF. First assume 2.5 holds for all y in the domain of 7. Take z in Hy
and define an antilinear functional on the range of T by

L(T*y) = (2,y).

Our hypothesis implies that L is well defined and of norm at most |z|\/c. By the
Hahn-Banach theorem, L extends to a linear operator with the same norm on all
of Hy, and by the Riesz representation theorem there is an element in H; of norm
at most |z|y/c such that

(z,y) = L(T"y) = (z,T"y).

Since T** = T (this is a nontrivial statement!) it follows that Tx = z.
Suppose conversely that T is surjective. By the open mapping theorem there
is then a constant so that for any y in Hy we can solve Tx = y with

1
o * < ~yl*.
c

If y lies in the domain of T™*

* 1 *
lyl? = (y, Tx) = (T*y,z) < \/ZIT yllyl,

so (2.5) holds.

Let now F be a closed subspace of Hy containing the range of T. We leave as
an exercise to prove that that the adjoint of T considered as a map from H; to F
is the restriction of T* to F. Hence the last part of the proposition follows from
the first part. (I

Notice that the first part of the proof is virtually identical to the proof of
Proposition 1.1.1. In the application that we have in mind the space F' will of course
consist of the subspace of O-closed forms — which is closed since differentiation is a
continuous operation in distribution theory.

What we have gained with this proposition is that to prove solvability of the
0-equation we need only prove an inequality of type

/|a|26_"5 §C’/|(E);a|26_¢,

when « is a closed form. We will then automatically also get estimates for the
solution. But, we have also lost something. In the one dimensional case we could
work all the time with a smooth and of compact support; now we have to deal with
forms in the domain of a rather abstract operator: the Hilbert space adjoint of 0.
We will later overcome this complication by approximating a general element in the
domain of T by smooth forms with compact support. This is a somewhat delicate
business which we will, following Demailly [8], handle by introducing complete
Kahler metrics. We illustrate the issue involved in the next subsection in a very
simple model example.



14 LECTURE 2. FUNCTIONAL ANALYTIC INTERLUDE.

1.1. The role of completeness in a simple model example.*
Let us consider the differential equation

du

dr
on an open interval I in R. To imitate the weighted estimates for the d-equation
that we are dealing with we will study estimates for norms of the solution in the
Hilbert space H with norm
fuf? = [ w2,
I

du
U i Tu
as a closed densely defined operator and we let the domain of T consist of all
functions u in L2(I,e~*"/2) such that du/dz in the sense of distributions lie in
L2(I,e=%"/2).
The formal adjoint of the differential operator d/dx is the operator ¥ defined

by
/(du/d:c)ve"‘z/2 = /uﬁve‘wz/Q

I I
for all smooth u and v of compact support. Simple integration by parts shows that

We consider the operator

v = —dv/dzx + xv.
On the other hand, the Hilbert space adjoint of T is the operator T* satisfying
(Tw,v)m = (u,T"v)n

for all » in the domain of T". This should be interpreted as saying that v lies in the
domain of T* if there is some w in H satisfying

(Tu,v)g = (u,w)g

and T*v is then equal to w (which is uniquely determined since the domain of T is
dense).

There are now two main cases: I = R ( a complete manifold) or I # R (not
complete). Assume first that I = R. Then if v lies in the domain of 7% and we
take u to be smooth with compact support, we see that

T*v = Jv

where the right hand side is taken in the sense of distributions. Hence ¥v must lie
in H and must be equal to T™v if v lies in the domain of T*. Conversely if v and
Jv lies in H, and xx(x) = x(z/k) is a sequence of cut-off function tending to 1, we
get
(u,9v) g = lim(xru, 9v) g = Iim(x,u,v)g + (Tu,v)g = (Tu,v) g,

(since x), goes to zero).

Hence we have a precise description of T*: T*v = v and its domain consist of
functions for which Yv is in H. Moreover, if v lies in the domain of T* then yxv
tends to v and T x,v tends to T*v, so to prove the crucial inequality

lol> < o]
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one may assume that v has compact support. In fact one may also assume that
v is smooth, since we can achieve this by taking convolutions with a sequence of
smooth functions tending to the Dirac measure.

Exercise: Assuming that v is smooth with compact suppport, prove that

lol® < 9ol
O

Let us now take I = (0, 1) instead. As before we see that if v lies in the domain
of the adjoint, then T*"v = Yv and of course this expression must lie in H then.
However, this is no longer sufficient to be in the domain of T, not even if v is
smooth up to the boundary.

Exercise: Show that if v is smooth on [0, 1] then v lies in the domain of T* if
and only if v(0) = v(1) = 0. O

Moreover it is in this case also less evident how to approximate an element in the
domain with functions of compact support, and also how to regularize by taking
convolutions. Any sequence of cut-off functions with compact support in I that
tend to 1 must have unbounded derivatives, and there is also the problem to take
convolutions near the boundary. These problems are certainly possible to overcome
(and it is possible to solve the equation du/dx = f on the unit interval), but the fact
that they arise serve to illustrate the advantage of working with complete metrics.
In the case of the J-equation we shall see later that we may introduce complete
(Kéhler) metrics precisely in the domains where we expect to be able to solve the

O0-equation.






LECTURE 3

The 0-equation on a complex manifold.

In this section we will discuss the -equation on an n-dimensional complex man-
ifold X. We start by discussing the linear algebra of forms and metrics on complex
manifolds, and then apply this formalism to derive the basic integral identity for
0 for forms with values in a line bundle (Proposition 3.4.1). In many texts this
is done via the Kodaira-Nakano identity for associated Laplace operators, but we
have chosen another route: Siu’s 99-Bochner-Kodaira method that generalizes the
‘alternative proof’ in the one dimensional case from section 1.1. This formalism is
particularily efficient for forms of bidegree (n,q). It avoids the use of the so called
"Kéhler identities’ completely and also gives a stronger result that will be of use
later when we discuss extension of holomorphic sections from subvarieties.

1. Metrics

The first thing we have to do is to find convenient expressions for norms of forms
that will enable us to compute the adjoint of 9. For this we need a hermitian metric
on X. This is by definition a hermitian scalar product on each complex tangent
space
1,0
7,7 (X).
If 2 = (21, ...25) are local coordinates near p, then

0 0

021" 0z
at p form a basis for T)' (X)) with dual basis

le, dzn

for the complex cotangent space. With respect to this basis the metric is given by
a hermitian metric g = (g; %), so that if

Yo

v = V;—
JaZj’
I =" gk

We also get an induced metric on the cotangent space, such that if

n= andzja

> =" g"*n;ik.
The dual metric is defined so that

then

then

In|* = sup |n(v)|?.
ul<1

17
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Exercise: Show that (¢%%)* = (g;) 1. O

It is assumed that g(p) varies smoothly with p. Formally,
9= Zgj,kdzj ® dzy,

but it turns out to be more convenient to let the metric be represented by its Kdhler
form

w=wy = iZgﬁkdzj A dzy.
One says that g is a Kéhler metric if dw = 0. Obviously the euclidean metric with

Kéhler form
ﬂ =1 Z de A de
is Kéhler. One can always choose local coordinates so that w = 3 to order 0 at any

given point. We say that the local coordinates z are normal at a point p if w = (3
to first order at p. More precisely

9ik = 0k
and
dgj)k =0
at p. Clearly, if we can choose normal coordinates at any point, then dw = 0, so
the metric must be Kahler.
Exercise: Verify that the converse to this also holds. (Hint: This is a bit

tricky. Start from coordinates whose differentials are orthonormal at the point.
Then look for new coordinates of the form

G =2 +Q;(2)
where @; are quadratic in z.)
[

A metric determines a volume element on the manifold X . This is a differential
form of maximal degree that can be written

AV, =i"EL NEL N bn NEn

if £ is an orthonormal basis for the holomorphic cotangent space. If we take another
orthonormal basis it is related to the first one via a unitary linear transformation.
Then the expression on the right hand side above gets multiplied by the modulus
square of the determinant of the unitary tranformation, i e by 1. Hence the volume
element is well defined. In terms of the Kahler form

w = izgj’kdzj ANdzy = Zij /\fj,
dV, = w"/nl.
This formula is very convenient in computations. Note that there is nothing (at

least nothing obvious) that corresponds to this for real manifolds. We will introduce
the notation

ap = aoF /p!
for expressions of this kind. If Y is a complex submanifold of dimension p, then the
induced metric on Y has Kéahler form w restricted to Y, i e the pullback of w to Y
under the inclusion map. Hence the volume element on the submanifold is simply

Wp
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restricted to Y.

Exercise: Show that this implies: If Y is a complex curve, i e a complex
submanifold of dimension 1 in C", then the area of Y equals the sum of the areas
of the projections of Y onto the coordinate axes (counted with multiplicities).

How can this be geometrically possible? O

Exercise*: In general, the volume element on an oriented Riemannian mani-
fold M, can be defined as
dVy =& N .y,
wher §; form an oriented orthonormal basis for the space of real one-forms. Show
that if Y is a submanifold of C" of real dimension 2, then

dVy Z w|Y

with equality (if and) only if YV is a complex curve. This is Wirtinger’s inequality.
Deduce that if Y and Y’ are such submanifolds with the same boundary and Y is
complex, the Y’ has area smaller than or equal to that of Y. (Hint: It is enough to
prove Wirtinger’s inequality for a linear subspace. Choose complex coordinates on
C™ so that 8%1 and aa%l + remainder form an orthonormal basis for the tangent
space.) O

2. Norms of forms

We have already said that if n = )" n;dz; is a (1, 0)-form, and dz; are orthonormal
at a point, then

> = [nl*
We would now like to define the norm of a form of arbitrary bidegree by saying
that if

n="Y nrsdzr Adzy,
then

(3.1) > =" el

if dz; is orthonormal. It is however not crystal clear that this definition is indepen-
dent of the choice of orthonormal basis. Fortunately there is a simple way out of
this, at least for forms of bidegree (p,0) or (0, q).

Note first that if dz; are orthonormal and we denote by

avy = |\ idz; A dz;,
jed

wp = ZdVJ7

the sum running over multiindices J of length p. Let n be a form of bidegree (p, 0).
Then we can define the norm of n by

then

|77|2de =CcpN AN A Wp—p,
where ¢, = " is a unimodular constant chosen to make the right hand side
positive.
2
This constant, ¢, = ¥ will appear again and again in the sequel, so it might
be good to pause and see what it comes from. Say first that n is of the form

n=ai Naz /\...ap,
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where a; are differentials dz;. Then
(=1)PP=V/2 A fj = ayay A ...ap A Gy
But (—1)P(r=1D/2 = jp(r=1) = =P g0
P AT = iayay A iay A Gy,
which is a positive form (after wedging with w,,_,). For general n we get a sum of
such terms, so the same choice of ¢, will do.
This definition is independent of choice of basis and coincides with (3.1), so

(3.1) is indeed independent of choice of basis if 1 is of bidegree (p,0). Of course,
norms on forms of bidegree (0, ¢) are defined similarily so that

[ = [al>.
We shall next motivate why formula (3.1) is independent of choice of ON-basis for
forms of general bidegree (p, ¢). Fix one choice of ON-basis dz; and define the scalar
product by (3.1). Then, if 4 = " pydz; is of bidegree (p,0) and § = Y {xdZk is
of bidegree (0, q) it follows that

e AEI? =D lnaPléxl® = lul® 1],

and polarizing that
(LN, /~L/ A 5/) = (u, :U'/)(g’ 5/)
From this it follows that if n = > nj kdws A dik
Inl* = ZnJKﬁLM(dede)(dwKa dwnr).
But our previous discussion for (p, 0)-forms shows that
(de, dwK) = (;JK
o (3.1) holds for any ON-basis.

We will later have use for a special formula for forms of bidegree (n, ).

Lemma 2.1. Let n be a form of bidegree (n,q). Then there is a unique form v, of
bidegree (n — q,0) such that
N ="y N\ wq.
This follows immediately from a computation in ON-coordinates. Note that if
in ON-coordinates

n:Zanz/\dEJ,

> emgdzye,

where € are unimodular constants. Consequently

2 2
" = lml”
In terms of Riemannian geometry, 7, is the Hodge-* of 7, again up to a unimodular
constant. We have

Ty equals

|77|2de = Cn—qT N\ Vn-
Polarizing we get
(3.2) (1,€)dVe = cn—gn A 7e,

a formula that will be very helpful later to compute adjoints.
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3. Line bundles

Formally, a line bundle L over a complex manifold X is a complex manifold fibered
over X

p:L—-X
in such a way that all fibers L, = p~!(z) are complex lines. One also requires that
the fibration be locally trivial, so that each point in X has a neighbourhood U with
p~1(U) isomorphic to U x C via a fiber preserving holomorphic map

qu :pil(U) — U xC,

which is linear on each fiber. If V is another trivializing open set, we then get a
map

gugy' :UNV xC—UNV xC.
Since this map is fiber preserving and linear on fibers, it must be given as

gugv' (2,€) = (2, 9uv (2)€)
where gyy is a zero free holomorphic function of z. The maps gyy arising in this
way are known as transition functions of the line bundle. Notice that they satisfy
the cocycle conditions
guvgvu =1
and
guvgvwgwu = 1.

Conversely, given an open covering U; of the base manifold X, and a corresponding
collection of functions g;; = gy,u, satisfying the cocycle conditions we can define a
line bundle over X having these as transition functions. For this, one starts with
the disjoint union

U Ul x C

1

and identifies (z,§) in U; x C with (2, g;;(2)§ in U; x C. A section of a line bundle
is a map s from (a subset of) X to L satisfying
pos(z) =z

In terms of the local trivializations, s is given by a collection of scalar functions

S = gu; S,
satisfying

Si = GijS;
A main reason to be interested in line bundles comes from the following example:

Example: Let P" be n-dimensional projective space, i e the set of equivalence
classes

[20, 21.-.2n]) = [2]
where 2 lies in C"*1\ {0} under the equivalence [z] = [Az] for A in C\ {0}. Denote
by 7 the natural projection map from C"*1\ {0} to P", m(z) = [2]. Let

Ui = {[z];z # 0}
Then each U; is isomorphic to C", e g Uy = {[1,¢];¢ € C"}. We now define, for
each integer k, the line bundles O(k), using the transition functions

gij = (2/z)".
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A section of O(k) is then a collection of functions s; on U; such that

k _ Jk
Zij = Z; S

on overlaps. Then h := zFs; o 7 is a globally defined k-homogeneous function on
C™*1\ {0}, and working backwards we conversely see that any k-homogeneous func-
tion gives rise to a section of O(k). For k nonnegative it follows that the global
holomorphic sections extend across the origin (they are bounded near 0) and there-
fore correspond to homogeneous polynomials of degree k (their Taylor expansion
near 0 is homogeneous) . Such a polynomial is of course uniquely determined by its
restriction to the dense set Uy, where it can be thought of as a polynomial on C" of
degree k (put zg = 1). For k negative there are no global holomorphic sections. O

This example has much wider scope than is visible at first sight. Any line bundle
over a complex manifold restricts to a line bundle over submanifolds. Hence O(k)
restricts to a line bundle over any submanifold of P, and the bundles we obtain
in this way have at least the sections that come from restricting homogeneous
polynomials.

Example: The canonical bundle K x of a complex manifold X is a line bundle
whose sections are forms of bidegree (n,0). Locally such section can be written

s = s8;dzy A ..dz, =: s;dz",

%

) are local coordinates. If

where (2%, ...z
; .
gijdz" = dz’,

then g;; are transition functions for the canonical bundle. O
Exercise: Prove that on P" the canonical bundle is equal to O(—(n+1)). O
A (classical) metric on a line bundle is a smoothly varying norm on each fiber,
which thus enables us to define the norm ||s|| of any section of the bundle. Under
the representation of s as a collection of local functions s;, the metric becomes
represented by a collection of smooth real valued functions ¢; so that

sl = |si|*e™%".
Since s; = g;;5; on overlaps the local representatives for the metric must be related
by
log|gij|* = ¢i — ¢
on overlaps. We will in the sequel denote metrics by e g ¢, with the understanding

that this means a collection of local functions ¢; related in this manner.
Note that if ¢ is a metric on L and x is a function, then

O+ X

is also a metric.
Exercise Show that if ¢ is some metric on L, all other metrics on L can be

written ¢ + x where x is a function. (Il
Since log |g;;|? is pluriharmonic, we see that the form
c(¢) = 00¢;

is globally defined (even though the ¢;:s are not global). By definition, ¢(¢) is the
curvature form of the metric.
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Example: Let p;/—1dz* A dz* be the local Kihler forms of a metric on a
complex manifold X of dimension 1. Then

—Alog p;

is the classical Gaussian curvature of the corresponding Riemannian metric p(dz?+
dy?), and 99 — log p is the curvature form. If s = (s;) is a section of Ky, then

|s5|?dz" A dZ'
is globally well defined, so |s;|?/p; is also global. Therefore

pi = e

where ¢ is a metric on Kx and the curvature of this metric is the negative of
the Gaussian curvature of the underlying manifold. (The minus sign comes from ¢
being a metric on Kx which is the dual of the tangent space.) In higher dimensions
a Kahler metric on X also induces a metric on Kx. The curvature of this induced
metric on Kx is the negative of the Ricci curvature of the K&hler metric on X. [O

Definition: We say that a line bundle L equipped with a metric ¢ is positive if
ic(¢) is a positive form (i e if all the local representatives ¢; are strictly plurisubhar-
monic). L itself is called positive (or equivalently ample in the algebraic geometry
terminology) if it has some metric with positive curvature. (|

Example/Exercise: We have seen that for the line bundles O(k) on P" their
global holomorphic sections are in one-one correspondence with functions on C**!
that are homogeneous of degree k. Under this correspondence:

s— 2Fs;om:=h
a metric on O(k) can be defined by
Islf* = [Rf*/12]*.

(This defines ||s|| as a function on C"*! that is homogeneous of degree 0, i e a
function on P".) Show that if we represent this metric by local functions ¢; then

$0(1,¢) = klog(1 +[¢[).

Hence O(k) is positive (ample) if k& > 0. O

Example: Let D be a divisor in X. Intuitively, this is a hypersurface, every
branch of which is endowed with certain multiplicities; positive or negative. D is
called effective if all multiplicities are nonnegative. Locally, in an open set U, a divi-
sor can be defined by a meromorphic function sy in U which vanishes to the given
multiplicity on every branch of D that intersects U. Another local holomorphic
function sy defines the same divisor if

guv :su/sv

is holomorphic and zerofree on U N V. Then, if U; is a covering of X by open sets
and g;; = gu,u;, gij the g;; satisfy the cocycle condition so they form transition
functions of a certain line bundle which is usually denoted (D). Any line bundle
arising in this way from a divisor has a meromorphic section, and any line bundle
arising from an effective divisor has a holomorphic section. (Il

If L and F are line bundles over X, we can form a new line bundle L ® F' by
taking tensor products of the fibers. If g;; and h;; are the transition functions of
L and F respectively (by passing to a common refinement we may assume they
are defined w r t the same covering with open sets), then g;;h;; are the transition
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functions of L& F. If ¢ = (¢;) is a metric on L and ¢ = (¢;) is a metric on F, then
¢ + 1 is a metric on L ® F'. For this reason one sometimes uses additive notation
for the tensor product of vector bundles so that

LF:=L+F
We will use this convention (often) in the sequel and write in particular
L% = kL
for the product of L with itself k times.

3.2. Forms with values in a line bundle.

Recall that a section of a line bundle L can be thought of as a collection of functions
(si), each defined in an open set U;, where all the U; together make up an open
covering of the base manifold X. Moreover, the s; are related by

Si = GijSj
where g;; are the transition functions of the line bundle. What this means is that
in each U; we have a local basis element e; := g[}ill for the fibers of L, and the

section can be recovered from the local functions as
s=8; X e;.
The norm of s with respect to a metric ¢ on L is then defined by
sl = Isil*leil® = |sil?e™#",
so the local representatives ¢; of the metric satisfy
e = |leil®.
In the same way a differential form n with values in L is given by a collection of
local forms 7; in U;, such that
Ni = GijNj,
and we can recover 7 from the local representatives as
n=1n & eé.
Given a metric ¢ on L we can now define the norm of an L valued form by
2 2 —¢i
11> = [mi|*e=%,
where the norm of 7; is defined with respect to some metric w on the underlying
manifold. The tranformation rules for 7; and ¢; under change of local trivialization
then show that the norm is well defined. Polarizing we also get a scalar product on
L-valued forms. Notice that expressions like
n; N\ 5167@ =nA 567(15

also become well defined for the same reason. We will write (,) for the scalar
product on forms, so that for L-valued n and &

(n, &) = (mi, &)e” .
Note now that the d-operator is well defined on sections of L and on forms with
values L:
Since the transition function are holomorphic this definition is independent of which
local representative 7; that we choose. However we can not define the d or 0 operator
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on L-valued forms in this way unless the transition functions are locally constant.
Instead we define a differential operator of degree (1,0) on L valued forms by

on = (e?9e=%n) @ e;.
Then the operator § satisfies
. InAEe™®) = NEe ? + (—1)18 A §Ee?,
3.3 InNEe®)=0nNEe? 1)desnpy A G€e?

so, since the d-operator is well defined, the d-operator must be well defined as well.
Exercise: Show by hand that ¢ is independent of choice of local trivialization. [

Together ¢ and 9 make up the analog of the d-operator for L-valued forms
D=6+0,
which is the Chern connection operator defined by the metric on L. Then
D? =60+ 06 = =006 = (o),
the curvature of the connection. It is instructive to compare this formalism to the
calculations in section 1.1.

4. Calculation of the adjoint and the basic identity.

We now set out to determine the formal adjoint of the 0 operator on L-valued
forms.We will be principally interested in the case of forms of bidegree (n, q). Recall
that (section 3.2) we have defined a map

n— "

mapping forms of bidegree (n, q) to forms of bidegree (n —¢,0), and that the scalar
product on forms satisfies

(3.4) (1,€)dV = g A e
The formal adjoint of the 0 operator, 5;‘) must, for any n of bidegree (n,q — 1),
satisfy

[iomgav. = [w.agav.
By (3.4), the left hand side equals
/ In A ge?,

which by Stokes’ theorem and formula (3.3) equals

cn_q(—l)"_q/n A dyee ®.
The right hand side is
Cn—g+1 /77 /\W#e_d).
Since ¢p—g+1 = 1(—1)""%c,—q we see that (‘f_);'; satisfies
Voze) = 10€.
We will now use this description of the adjoint to derive a basic integral identity

generalizing what we found in the one dimensional case. Let o be an L-valued form
of bidegree (n,q). We will follow the method outlined in section 1.1, but instead



26 LECTURE 3. THE 8-EQUATION ON A COMPLEX MANIFOLD.

of considering the norm of the form a we will use a to define a differential form
of bidegree (n — 1,n — 1). (This method was introduced by Siu in [19].) In the
one dimensional case an (n — 1,n — 1)-form is a function, and in that case our
construction will repeat what we did in section 1.1.

DEFINITION : Let « be a differential form of bidegree (n,q). Then

Ty = Cn—gVa NYa A wq_le*‘ﬁ,
where the unimodular constant ¢,,—, = i(m=9* is chosen so that T, > 0. [l
Proposition 4.1. Let a be a smooth (n,q)-form on X. Then, if w is Kdhler,
(3.5) 00T, = (—2R(00;cr, o) + |07all® + 1050]> — [|0]|*)dVi, + ic(¢) A T,

and, if o has compact support,

(3:0) i)t [ 10w lPav. = [ 180l + |50

PrOOF. Note first that the second formula follows immediately from the first
one, since the integral of the left hand side of (3.5) vanishes by Stokes’ theorem and

/(35;a,a>de :/||5;aH2.

To prove (3.5) we shall basically use (3.3) twice, keeping in mind that dw = 0.
(This is one place where we use the Kéhler assumption. Notice however that for
the perhaps most important case, ¢ = 1, we don’t need the Kéahler assumption —
here.)We then get

i00T,, =

iCn—q(607a A Yo AwWg—1 + Yo A 00Va Awg_1+

+H(=1)""9694 A 670 Awg—1 + (=1)"" Ty, A Oya A wq,l)e_d’.
Now we use the commutation rule
50 + 06 = c(¢)
in the first term. The first two terms then combine to give the first and last two
terms in (3.5). Moreover, by our formula for 9}
ien—g(=1)" 79070 A 0o A w1 = [|0j|*dV,.
( Again, it is useful to note that ¢,—q41 = i(—1)""%¢,—q.) It only remains to
analyse the term
5% A 5’Ya A Wg—1,
which even though it looks simple enough is actually the trickiest term. By the
lemma below it equals
(107all* = [|9al*)dV.,
since Yo Awg = a implies e Nwg = da by the Kihler assumption (this is the only

place where we use the Kéhler assumption when ¢ = 1). This finishes the proof.
O

Lemma 4.2. Let & be a form of bidegree (n — q,1). Then
ien—qg(=1)""TTIEAE A wg1 = (€7 — 1€ A wgll*)dVe.
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PRrROOF. We give the proof for ¢ = 1, leaving the general case as an exercise
for the reader. Since we are dealing with a pointwise formula we may choose a ON
basis dz; for the differentials. Write

¢ = Zgjkdgj A dz.

Here dZ; denotes the product of all differentials dz; except dz;, ordered so that

dzj NdZ; = dz :=dz A ...dzy.
Then one checks that

iCn—g(=1)"TITHENEA W = ijkf_kjde-
On the other hand
IEAWI® = 1€k — & =D 1&x1> =D &irkiss

i<k
SO

D iy = IEIP = lIE Awl®.

|
Corollary 4.3. Assume the curvature form of the metric ¢ is strictly positive so
that
ic(¢) > cw

for some positive c. Then
(3.7) e [ Naldv. + [107l2av, < [ 3l + 8502

ProOOF. This follows from (3.6) since ic(¢) > cw implies

ic(¢) AT > T Aw = qCYa A Yo Awy = qcl|al?dV,
(I

5. The main existence theorem and L?-estimate for compact manifolds.

We are now ready to state and prove the main existence theorem for the d-equation
for positive line bundles over compact manifolds. Apart from the estimate for the
solution obatined, this is the celebrated Kodaira vanishing theorem, [12].

Theorem 5.1. Let L be a holomorphic line bundle endowed with a metric ¢ over a
compact complex manifold X. Assume the metric ¢ has (strictly) positive curvature
and that

ic(@) > cw

where c(¢) = 85@ is the curvature of ¢ and w is some Kdhler form on X.
Let f be a O-closed (n,q)-form ( g > 0) with values in L. Then there is an
(n,q — 1)-form w with values in L such that

ou=f
and )
lull®> < =11
cq
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For the proof we use the strategy from section 2 and consider the two Hilbert
spaces
Hy = L%n_’qfl)(Xa L, (b)
and
Hy=1? (X,L,¢)

(n,q)
of L-valued forms in I:Q with respect to the metric ¢, and the closed and densely
defined operator T' = 9 from H; to Hy. By the discussion in section 2, the theorem
follows if we can establish the dual inequality

(3.8) cqllal® < (|7l
for any O-closed a in the domain of the Hilbert space adjoint 7 of the operator

T. Such an estimate will follow from Corollary 3.4.3 together with the following
important approximation lemma.

Lemma 5.2. If X is compact any smooth (n,q) form « lies in the domain of T*
and

T ' = 5;;04.
If a lies in the domain of T* and in addition Oa (in the sense of distributions) lies
in Hsg := L%n_q+1)(X,L,¢) then there is a sequence oy, of smooth L-valued (n,q)
forms such that

[l — al?,
||5:;ak —T*al?,
and
|0cy, — Ocx||?

all tend to zero.

PROOF. The first statement means that if u lies in the domain of T (i e if Ju
taken in the sense of distributions lies in Hs) and « is smooth, then

/<5u,a>de = /(u,g(’;a)de.

But this is exactly the definition of Ou in the sense of distributions. The main part
of the lemma is the possibility to approximate a general form by smooth forms in
the way described.

We first claim that if « lies in Dom(7™) and if  is a realvalued smooth function
on X, then o also lies in Dom(7™). For this we need to prove that

(Qu, x) ;| < Cllul ;.-
But
(Ou, xa) g, = (xOu, &) g, = (Oxu, @) g, — (OX AUy @),
The first term on the right hand side satisfies the desired estimate since « lies in

Dom(7T™), and the second term is trivially OK too.
We now choose y to belong to an appropriate partition of unity with small

supports, and decompose
a= Z X

It is enough to approximate each term, so we see that we may assume that « has
support in a coordinate neighbourhood which moreover trivializes L.
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We then simply approximate « by taking the convolution with a sequence of
functions

xk(2) : k2 x(k2)
where x is smooth with compact support and has integral equal to 1. It is then a
standard property of such convolutions that

Qg = Xk * Q

converges to o in L?. Since day = Xk * da it follows that day converges to da
as well. The remaining property, that T*ay converges to T* is somewhat more
delicate, but follows from a classical result of Friedrich, that we omit. O

Given the lemma, we can apply Corollary 3.4.3 to each aj and conclude that
cqlla]|* < T an ]| + [|0a .

If « lies in the domain of 7* and is O-closed we get 3.8 by taking limits. This
completes the proof of Theorem 3.5.1.

6. Complete Kédhler manifolds

In this section we shall prove that Theorem 3.5.1 also holds for certain noncompact
manifolds, namely those that carry some complete Kéhler metric. We stress that
we do not need to assume that the Kéhler metric appearing in the final estimates
is complete, only that the manifold has some complete metric. First we need to
recall some definitions.

Definition : A complex manifold X with an hermitian metric (or a Riemann-
ian manifold) is complete if there is some function

X :X —[0,00)

which is proper and satifies
l[dx]| < C.

|
Admittedly, this definition is not overly intuitive. The more intuitive definition
is that the hermitian (or Riemannian) metric induces a structure on X as a metric
space, the distance between points being the infimum of the length of paths con-
necting the two points. The Riemannian manifold is then complete if this metric
space is complete, i e if any Cauchy sequence has a limit. One can prove however
that this definition is equivalent to the one we have given, but we have chosen the
definition above since it is more convenient in applications. (It is both easier to
verify and to apply.) Notice that if we have two Hermitian metrics with Kéhler
forms wy and wsy respectively, if w; < Cwsy for some constant C' and w; is complete,
then wy is also complete (the same function x will do).
Recall that a domain Q in C" is pseudoconvex if it has a strictly plurisubhar-
monic exhaustion function. This means that there exists some function

P X —[0,00)

which is proper and satisfies i00¢ > 0. More generally, a complex manifold is Stein
if it has some strictly plurisubharmonic exhaustion.

Proposition 6.1. Any Stein manifold has a complete Kihler metric.
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PROOF. Let U = e¥ where 4 is strictly plurisubharmonic and exhaustive, and
let
w = 100V = (i0Y A Ot 4 i00))e?.
This is then a Kéhler metric (since ¢ is strictly plurisubharmonic) and we claim
that it is complete. For this we take

Xzew/Q.

Then - -
Ox A Ox = (1/4)idp A de? < w,
so |0x|? is bounded. O

Theorem 3.5.1 holds verbatim for manifolds having a complete Kahler metric, and
hence in particular for Stein manifolds.

Theorem 6.2. Let L be a holomorphic line bundle endowed with a metric ¢ over
a complex manifold X which has some complete Kdhler metric. Assume the metric
¢ on L has (strictly) positive curvature and that

ic(@) > cw
where c¢(¢) = 3(5)5;5 is the curvature of ¢ and w is some Kdhler form on X.
Let f be a 0-closed (n,q)-form ( q¢ > 0) with values in L. Then there is an

(n,q — 1)-form w with values in L such that

ou=f
and .

lull> < —II£11%,
cq

provided that the right hand side is finite.

To prove the theorem we first assume that the metric w is itself complete.
(Hopefully, it is useful here to refer back to section 2.0.1 for the same argument
in a model example.) As in the previous section, we then need to establish an
inequality
(3.9) cqllal® < [|IT*al®
for the adjoint of the operator T' = 0, where a is O-closed. (We use the same
notation for the Hilbert spaces and operators between them as in the previous
section.) An (n, q)- form « lies in the domain of T if for some 7 in H;

(T’LL, Oé)Hz = (’LL, 77)H17

and then T« = 7. Testing this condition for u smooth with compact support it
follows that n = Jjc, the formal adjoint of 0 acting on « in the sense of distribu-
tions.

Lemma 6.3. Let a belong to the domain of T* and assume that O« lies in Hs.
Then there is a sequence of forms with compact support cy, such that
ek — |,
1050 — T alf?,
and

||5'Oék — 504”2
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all tend to zero.
PROOF. Let g(t) be a smooth function on R which equals 1 for ¢ < 0 and 0 for
t>1. Let
Xk = 9(x — k),
where x is a smooth exhaustion with bounded differential (which exists by the
completeness). Then xj tends to 1 on X and has uniformly bounded differential.

Let ax, = xx. The three limits are then easy to check using dominated convergence.
O

The proof now follows the argument in the previous section. We approximate
all the ags by forms with compact support that are moreover smooth. For these
forms we apply Corollary 3.4.3, and then get 3.9 by taking limits (recall da = 0).
The theorem then follows from Proposition 2.0.5.

For the general case we now assume only that ic(¢) > cw, but that there is
on X some other metric with Kahler form w’ which is complete. To simplify the
presentation, we shall assume that this metric is of the form

W' =00y

where 1 is a strictly plurisubharmonic function. This is not necessary for the
theorem, but makes the exposition simpler, and it is certainly satisfied in the Stein
case. Let

Wy =w+w'/k.
All metrics w() are then complete, and if

by =+ c/k
then ic(dx)) > cw(ry- By the case we have just discussed, there is a solution uy to
Ouy, = f with

2 2

cqllurlly < I1f1%
where || - ||z are the norms with respect to the metrics w(;y on X and ¢y on L,
provided the right hand side is finite.

Lemma 6.4. Let wi < wy be two Kdhler forms, and let ||-||1,2 be the corresponding
norms. Then, if f is an (n,q)-form

1f13dVe, < IFITdVL, -
PROOF. Write f = w A g where w is (n,0) and ¢ is (0,¢). Then
IF1IZ = Nl llgllF

for both norms. But for (n,0)-forms

|w|?dV = cpw A w
is independent of the metric. Hence we need only prove that

lgll3 < llgll.

Choose a basis (at a point) such that

w1 = iZdzi A dZ;

and
Wy = ZZ Nidz; N dz;,
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with A; > 1. Then \/A;dz; are orthonormal for wy. Hence, if g =Y g;dz;

gl =" 191
lgll3 = Z 19512/ A0,

with Ay the product of all A; for ¢ in J. This proves the lemma. g

while

From the lemma we get that

1A% < 111,

so if the right hand side here is finite we have a uniform bound for all the norms
with respect to w(i). We therefore get a uniform estimate for the norms of all u
and the final theorem follows by taking limits of a suitably chosen subsequence,
weakly convergent on any compact part of X.
O
Exercise Carry out the last part of the proof in detail! O
We stress once again that Theorem 3.6.2 applies to any Kahler metric, complete
or not. The assumption that there exist some complete Kahler metric is a condition
on the domain, but it is not visible in the final estimate. The assumption is satisfied
by any pseudoconvex domain in C™ as we have seen, and the theorem therefore gives
existence and estimates for J in e g the ball with respect to e g the Euclidean metric.
This particular case is not much easier than the general case.

6.3. A basic fact of life on Stein manifolds

As an application of the results above for Stein manifolds, we shall now prove a
Runge-like approximation theorem. Let X be a Stein manifold, so that we know
that there is some smooth strictly plurisubharmonic exhaustion function on X. If Y
is a compact subset of X we say that Y is Runge in X if for any open neighbourhood
U of Y, there is some exhaustion as above which is negative on Y, and positive
outside U. A main example of this situation is X = C™ and Y a polynomially convex
subset, i e a compact that can be approximated arbitrarily well from outside by
sets defined by polynomial inequalities, {|P;| < 1,7 =1,2..N}.

Exercise: Verify this! O

Theorem 6.5. Let F' be a holomorphic line bundle on X and let Y be a compact
Runge subset of X. Then any holomorphic section of F defined in some open
neighbourhood of Y can be approzimated arbitrarily well in the supremum norm on
Y by global sections of F'. In particular, F has some nontrivial global holomorphic
section.

PrROOF. Let L = F — Kx so that F' = Kx + L. Then sections of F' are (n,0)-
forms with values in L, and F-valued (0,1)-forms are (n,1)-forms with values in
L. Let h be a holomorphic section of F defined in a neighbourhood of Y. Choose
some cut-off function x which equals 1 in some open neighbourhood of Y and is
supported in the open neighbourhood where h is defined. Then v = yh and

f=0v=0xh
are global objects. We shall solve the d-equation
ou=f
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in such a way that « is small on Y. Then h’' := v—u is a global holomorphic section
of I’ that approximates h on Y.

By assumption there is some strictly plurisubharmonic plurisubharmonic ex-
haustion function on X, 1, such that ¢» < 0 on a neighbourhood V of Y and ¢ > §
on the support of dy. Let ¢ be some smooth metric on L such that i90¢ > w,
where w is some Kéhler form on X. (Such a metric can always be constructed
by choosing an arbitrary smooth metric on L and then adding k o ) where k is a
sufficiently increasing convex function.) Let ¢, = ¢ + mi. By Theorem 3.6.2 we
can solve

ou=f

/‘u|26_¢77n S /‘f|26_¢'m.

The right hand side here is bounded by Ce~" so it follows that

/ lul? < Ce™™°.
%

But u is holomorphic near Y so it follows from the Cauchy estimates that u tends
to 0 uniformly on Y. This completes the proof of the first part. To see that there
are some compact Runge subsets on X, so that the theorem is not void, it suffices
to take

with u satisfying

Y ={¢ <c}.
If ¢ is small enough, Y is a small neighbourhood of the minimum point of 1, over
which L is trivial, so we can find plenty of local holomorphic sections there. (Il






LECTURE 4

The Bergman kernel

In the first section of this chapter we will give the basic definitions and prop-
erties of Bergman kernels associated to Hilbert spaces of functions such that point
evaluations are bounded linear functionals on the space. (The main example to
keep in mind is an L? space of holomorphic functions on a domain in C".) The
next section discusses the analogous constructions for spaces of sections of a line
bundle. This is very similar to the scalar valued case, but formally a bit different.
In particular, the Bergman kernel is then no longer a function, but behaves like a
metric on the line bundle. Here we will also give the simplest asymptotic estimates
for Bergman kernels associated to high powers of the line bundle.

1. Generalities

Let (X, 1) be a measure space, and let H be a closed subspace of L?(X, uz). Assume
that H is such that each function in H has a pointwise value at every point, and
that the map

h— h(z)

is a bounded linear functional on H. A basic example of this situation is that X is
a domain in C", du = d) is Lebesgue measure, or du = e~?d\ where ¢ is a weight
function locally bounded from above. Then, by the Riesz representation theorem,
there is for any x in X a unique element k, of H such that

h(z) = (h, kz)-

Definition: The function k, is the Bergman kernel for the point . The function
K(x) = k;(x) is the Bergman kernel on the diagonal. O

Another way to obtain the Bergman kernel is to start from an orthonormal
basis of H, h;. Then

ke(y) =Y hy(y)hy(x)
and
K(x) =Y |h;(z)]*.

This requires some justification:

Proposition 1.1. For any N < oo

N
> Ihy(@)]? < K ().
PROOF. Let h =Y~ ajh; with 3" |aj|? < 1. Then ||h|| <1 so
h(@)* = [(h, ko) < (ke ko) = K ().

35
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Since the coefficients a; are here arbitrary, this implies that
N

Y lhj@)? < K ().

Hence we see that

> (@)

> hy(y)hy(x)

and therefore

converges pointwise. Moreover
> hi()hy(x)
converges in L? to some function h,. Then, for any I,
(he, hg) = Iu(z)

so h, must be equal to k.
From this expression for the Bergman kernel, we see that if we take the scalar
product

(9: kz) = g(x)
for a function g which is not necessarily in H, then
§="> hj(g.h;)
is the orthogonal projection of g on H. This gives us yet another way of looking at
the Bergman kernel: it is the kernel of the orthogonal projection of a function on
H.

Another important property is the extremal characterization of the Bergman
kernel on the diagonal:

Proposition 1.2. The Bergman kernel on the diagonal K(x) is the extremum
5, = sup |h(z)|?

over all elements h in H of norm at most 1. In other words, K(x) is the norm of

the point evalution at x.

PROOF.
sz = sup|(h, ko) [* = [|ko||® = (ko k) = K (2).
O

Much of the strength of the Bergman kernel comes from the interplay between
those characterizations of k,. Here is one striking example.

Proposition 1.3. Let H be a subspace of L*(X, ) consisting of continuous func-
tions, and assume that for any h in 'H

[h(z)]? < Cla)|n]*.
Then
dimH < / C(z)dp.
X
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PrROOF. The first condition implies that K(x) < C(z). Hence if h; is an ON-

basis for H
dimH:/ Z|hj|2:/ K(x)g/ C(z)dp.
X X X
([l

We end this section with an asymptotic estimate for the Bergman kernel asso-
ciated to weighted L2-spaces of holomorphic functions. Let ¢ be a function of class
C? in an open set {2 in C". Consider the space L? := L?*(Q, e *?) and its subspace
Hi. of holomorphic functions. Let Kj be the Bergman kernel on the diagonal for
Hi.

Proposition 1.4.

1 _
lim sup k—nKk(z)e_k‘j’(z)d/\ <77 "x0(2)(i00¢),

kr—o0

where xo is the characteristic function of the open set Xo where i00¢ is positive.

PROOF. We will use the extremal characterization of Ky(z), so let h be a
holomorphic function in €2 such that

/ Ih2eFo < 1.
Q

Say z = 0. We need to estimate h(0). Assume first that ¢ has the Taylor expansion

6(0) = 8(0) + Y _A1G 1+ o(I¢?)
with A; > 0 near the origin. Then for any finite A

12 / A2 e > (1 - €k)€_k¢(0)/ |h\2e_kz/\j|4j|27
IC12<A/k I¢[2<A/k

where €, tends to zero.
By the mean value property of holomorphic functions the last integral domi-
nates

(0] / eFENIGE < [h(0)P(Ar Ank™) T (1= 64)),
[CI2<A/K

where d4 tends to 0 as A goes to infinity. Hence
h(0)e O /e < 7 (AL A ) (1 + 204) (1 + 2€1)
for A and k large. Taking the supremum over all A of norm at most 1 we get that
K(0)e O/ < 27 (A1) (14 264) (1 4 2¢)
and the claimed estimate follows by letting first k£ and then A tend to infinity, since
A And = (100¢).,.

If on the other hand ¢ has the same type of Taylor expansion with one of the
eigenvalues \; negative or 0 it follows from a similar argument that Kpe *(0)
tends to 0.

The same argument applies if ¢ has the Taylor expansion

#(Q) = ¢(0) +q(z,2) +o(I¢[*)
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at the origin, where ¢(z, z) is an hermitian form, since we can then diagonalize ¢
by a unitary change of variables. A general ¢ has the Taylor expansion

¢(¢) = 6(0) + q(z, 2) + 2R%p(C) + o(I¢[*)
where p is a holomorphic polynomial of degree 2 and no constant term. The sub-
stitution

h i+ he™®

reduces this case to the one we have treated. O

2. Bergman kernels associated to complex line bundles

When generalizing the notion of Bergman kernel to spaces of sections of a line
bundle instead of scalar valued functions one runs into no serious problem — but
several minor complications. The first is that point evaluations are not well defined.
The value of a section at a point = is an element in the fiber over that point, so
the Bergman kernel k, will also be L-valued, or rather L-valued, as a function of .
When restricting to the diagonal, K (r) = k,(x) will then take its values in L ® L,
which means that
1= log K

will behave like a metric on L. To avoid going through this in detail we will
instead focus directly on the Bergman kernel on the diagonal and define it using
an orthonormal basis instead.

Definition: Let L be a holomorphic line bundle over a complex manifold X,
and let ¢ be a metric on L. Let u be a measure on X, and let u; be an orthonormal
basis for the space

H(X,L)

of global holomorphic sections of L, with respect to the scalar product

(u,v):/ uve Pdpu.
b's

B := Z uj|?e™?

K(2) := B(2)e?

is the Bergman kernel (on the diagonal) for L, ¢, p1. [

It is clear that in case L is trivial so that ¢ is just a global function on X, this
definition coincides with the definition we gave in the previous section. Notice that
since

Then

is the Bergman function, and

log K =log B+ ¢
and log B is a function, log K is a metric on L, just like we expected. One checks
that the sum defining B is convergent in much the same way as we did in the scalar
valued case before. The extremal characterization of the Bergman kernel takes the
following form.

Proposition 2.1.
B(z) = sup [u(z)|?e~*)

where the supremum is taken over all global holomorphic sections of L with L?-norm
at most 1.
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PROOF. A global section of L?2-norm at most 1 can be written

u= Z a;u;
where 3 |a;|? < 1. Evaluating at z, the proposition follows immediately from this:
[u(2)[?e™? < B(2)
and equality can occur. O

Consider now powers L* of the line bundle L, and give them the metrics k¢. For
each k we then get a Bergman function, that we denote Bj. The next proposition
generalizes 5.1.4.

Proposition 2.2. Let p be an arbitrary measure on X with smooth density. Then

lim sup —— By(2)dpt < 7 "xo(2) (i056)a,

kr—o00 kn

where xo is the characteristic function of the open set Xo where i00¢ is positive.

We omit the proof of this since it is virtually identical to the proof of 4.1.4
— the arguments there were entirely local, using only the submeanvalue property
of holomorphic functions near z. It should however be noted explicitly that the
measure p plays a very small role in the asymptotic estimate. This may seem a
bit surprising, but the reason is that the estimates are carried out in a shrinking
neighbourhood of a given point. Different choices of p (with smooth densities!) are
then related by a multiplicative factor that is almost constant, and it is very easy
to see that the expression

Kdu

is unchanged if we multiply p by a constant.
From this we can rather easily prove the next estimate on the dimension of the
space of global sections to high powers of a line bundle.

Theorem 2.3. Let X be compact and put
hd = dim H°(X, L¥).

Then
h? =
lim sup —& < 71'7"/ (100¢) .
kn Xo
In particular, h) = O(k™) for any line bundle over any compact manifold.

Notice that the left hand side is independent of the choice of metrics.
The proof of Therorem 4.2.3 is, just like the proof of Proposition 4.1.3, based
on the fact that

dimH(X, L*) = / By.

( Again, this holds since

B .= Z |uj|%e=?
and each term in this sum contributes a 1 to the integral). We now want to apply

Fatou’s lemma, and for this we claim first that

LBy(2)
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is uniformly bounded from above. To see this, we use the extremal characterization
By(z) = sup |u(z)|2e k)

where u is a section of LF of unit L?-norm. Fix the point z = 0 and choose a local
trivialization of L near 0 in which ¢ gets the form

$(Q) = alz,2) +o([¢[*)
(cf the end of the proof of Proposition 4.1.4). Then, if v has unit norm

1> / |u|? e *¢ > C’/ lu|®> > C"|u(0)*k"
I¢12<1/k I¢12<1/k

by the submeanvalue property. Hence
u(0) PO < A/k"

, since ¢(0) = 0, so the uniform upper bound for By, follows. Hence, by Fatou’s
lemma,

limsup/Bk/k" < /limsup By /k" < w_"/ (100¢)s,
Xo

which proves the theorem. (I
We finally note that in case the metric has positive curvature, equality actually
holds in the asymptotic estimate for the bergman kernels.

Theorem 2.4. Assume X is compact and ic(¢) > 0. Then

hY =
lim & = 71_"/ (100¢) .
kn X0
This follows just like before (this time using dominated convergence instead
of Fatou’s lemma) from the following precision of Proposition 4.2.2 for positive
bundles.

Theorem 2.5. Assume that X is compact and that ic(¢) > 0. Define a Kdhler
metric on X by w = ic(¢) and let dV,, = w,, be its volume form on X. Let By be
the associated Bergman function. Then

lim By /K" = 7.

To prove this last theorem we have to construct a global holomorphic section
with a large value at a given point x. This is no longer a local estimate and we
have to use d-estimates to obtain it. For this we choose local coordinates z centered
at x and choose a local trivialization so that our metric on L is represented by a
function

2 2
$(2) = D Nlzl* +o(l=)
near that point. For simplicity we can even change coordinates by a linear trans-
formation so that

$(2) = |2I* + o([2[?).
Let x be a smooth function in C", supported in a ball with radius 2 centered at

the origin and equal to 1 in the unit ball. Let d; be a sequence of numbers tending
to zero (to be chosen later such that &,k/? goes to infinity) and put

i (2) = x(2k'/285).
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We can consider xj to be a section of L supported in a shrinking neighbourhood
of z. Simple estimates (using the change of variables w = zk1/2) show that the
L?-norm of yy, is asymptotic to k"7™, and the L? norm of fj, := Oxy is dominated
by
k"+15i675;2.

We now want to apply Theorem 3.5.1 to solve the equation duj = fi. There is a
very minor problem here that the bundle we are dealing with is L* and does not
contain the canonical bundle Kx as a summand. This is easily resolved by writing

LM = Kx + F

with Fj, = L* — Kx. This bundle has a natural metric with curvature asymptotic
to kw so Theorem 3.5.1 does apply.

Hence we can solve duy, = f;, with the L?-norm of uy, controlled by k"6§6_5;2.
We can certainly choose Jy, so that this quatity goes to zero faster than polynomially.
Since uy is holomorphic near the origin, it then follows from the submeanvalue
property that u(0) also goes to zero.

Let s = xx — ur. Then si is a global holomorphic section of L* with L?-norm
asymtotic to k"¢™. Moreover, |sg(x)|?e%*(*) tends to 1. Hence

limsup By (z)/k" > 7"
which together with Proposition 4.2.2 proves the theorem. O

This asymptotic formula for the Bergman function of a positive bundle was
first obtained (in a sharper form) by Bouche, [5], and Tian, [22]. Much sharper
asymptotic formulas, giving asymptotic developments for the Bergman function in
powers of k, have been found later, see [7], [24] and also [4] .

2.4. The field of meromorphic functions on a compact complex manifold
In this section we will, as an application of the upper estimate on the dimension of
the space of global sections, give a proof of a classical result of Siegel.

Theorem 2.6. Let X be a compact compler manifold of dimension n, and let
1, ---Gnt+1 be meromorphic functions on X. Then there is a polynomial P such that

P(gl, ---gn+1) =0.

In other words, any n + 1 meromorphic functions are algebraically dependent.

PRrROOF. We first claim that there is a holomorphic line bundle L over X with
a holomorphic section s, such that s; := sg; are all holomorphic (sections of L). To
see this, we argue as follows. A meromorphic function function g can be written
locally, in a neighbourhood U of any given point,

g=1r/h
where f and h are holomorphic, and by choosing them without common factors,

this factorization is unique up to units, i e up to nonvanishing holomorphic factors.
Cover X by open sets U; where such a representation

g=1ri/h
holds. Then h;/h; := h;; are nonvanishing functions satisfying the cocycle condi-

tion, so they define a line bundle L of which s = (h;) is a section. (This is the line
bundle associated to the polar divisor of g.) Clearly, gs is then holomorphic.
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This proves the claim for one single meromorphic function; the case of an N-
tuple (g;) follows by taking the product of sections, one for each g;.
With this in our hands, we consider sections to L* of the form

ko kniy1
5005

where kg + ...kp+1 = k and sp = s. The number of such sections is of the order
kL ( Tt is equal to the number of choices of ki, ...k,+1 with k1 + ...k, < k
which is the number of lattice points in k times the unit simplex in R™*1.) By our
estimate for the dimension of the space of global sections of L* (= O(k™)) they
must be linearly dependent for k large. This means that there is a homogenous
polynomial in the s; that vanishes identically. Clearing out the factor s we get a
polynomial in g; that vanishes identically. O

Exercise: Consider the meromorphic functions 1/z and 1/(z — 1) on P!. Find
a polynomial P satisfying the conclusion of the theorem. (Il



LECTURE 5

Singular metrics and the Kawamata-Viehweg
vanishing theorem

In Chapter 3 we have defined a (smooth) metric on a line bundle L as a col-
lection of functions ¢; defined on trivializing open sets U; for L, satisfying the
compatibility condition

¢i — ¢ = log gi;”
A singular metric on L is defined in the same way, but allowing ¢; to be non-smooth.
To fix ideas one usually requires ¢; to be locally in L', but in practice ¢; is locally
the difference between two plurisubharmonic functions and so lies in any LP with
p < o0.

If L is effective, i e has a nontrivial global holomorphic section s, given by local
holomorphic functions s;, one can define a singular metric by ¢ = log|s|?, i e
#; = log |s;]?. More generally, if s* are global sections of L, then

¢ = axlog|s*|?,
(for Y- ay=1) and
v=log ) |s*)

are singular metrics on L. If the s*s are holomorphic, then the singularities of the
latter metric lies precisely on the common zero locus of the sections.

1. The Demailly-Nadel vanishing theorem

Just as before we can define the curvature of a singular metric by
c(¢) = 00¢ = 00¢;

on U;. This is of course not necessarily a smooth form anymore, but merely a
current. We say that L is pseudoeffective if L has a metric with nonnegative curva-
ture current, meaning precisely that the local representatives can be chosen to be
plurisubharmonic. The two metrics ¢ and i above constructed from sections have
this property if s* are holomorphic and (ay > 0), so effective bundles are pseu-
doeffective. The principal aim of this chapter is to generalize the main existence
theorems of chapter 3 to the setting of singular metrics. This is the content of the
Demailly-Nadel vanishing theorem, see [8], [15] . Demailly actually proved this
theorem in the more general setting of manifolds with complete Kéhler metrics.
This used his technique of regularisation of singular metrics. Here we will restrict
attention to projective manifolds and Stein manifolds, which is more elementary.
Since we have not defined projective manifolds yet in these notes, we adopt the

43
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preliminary definition that a compact manifold X is projective if there is some am-
ple line bundle F over X (recall that F' is ample if it has some smooth metric, ¥
with strictly positive curvature). Later, we shall use the Deamilly-Nadel vanishing
theorem to prove the Kodaira embedding theorem, which says that manifolds that
carry ample line bundles are precisely those that can be embedded in projective
space - hence the terminology. Projective manifolds are in particular Kéhler, since
1001 is a Kihler form.

Theorem 1.1. Let X be a complex manifold which is either projective or Stein.
Let L be a holomorphic line bundle over X which has a possibly singular metric ¢
whose curvature satisfies

i00¢ > ew,
where w is a Kdhler form. Let f be an L-valued 0-closed form of bidegree (n,q).
Then there is a solution u to the equation Ou = f satisfying

1
lull? ¢ < Qllflli,qs,
provided the right hand side is finite.

Notice the last proviso of the theorem. That the L2?-norm with respect to a
singular metric is finite is not only a global condition, but also a local condition
which imposes vanishing of f on the nonintegrability locus of the metric e=?. In
case ¢ = log |s|? it essentially means that f vanishes on the zero divisor of s.

The strategy of the proof is to reduce to the case of smooth metrics (we al-
ready know the theorem for smooth metrics) by regularizing the singular metric.
This regularization is however a somewhat delicate business: on a compact (even
projective) manifold it is in general not possible to approximate singular metrics
with smooth metrics, keeping positivity of the curvature. Therefore we shall first
prove the theorem in the Stein case — where regularization is possible — and then
get the projective case from there.

Proposition 1.2. Let X be a Stein manifold and let D be a relatively compact
Stein subdomain of X. Let x be a plurisubharmonic function on X. Then there is
a sequence of smooth, strictly plurisubharmonic functions, x,, defined in a neigh-
bourhood of the closure of D, that decrease to x on D. Moreover, if i00x > w where
w is a Kahler form and § > 0 the x, s can be chosen so that i00x, > (1 — §)w.

We will not give a complete proof of this result, but merely indicate some steps
in the proof. First, since X is Stein, X can be (properly) embedded in CV, so we
may assume from the start that X is a submanifold of CV. Let D’ be a larger Stein
open subset of X containing D in its interior. Then there is a neigbourhood U of
D’ in CV |, such that D’ is a holomorphic retract of U, i e there is a holomorphic
map p from U to D’ which is the identity on D’ ( see Forster and Ramspott...).
Then ' := x o p is plurisubharmonic in U, so by the well konown technique of
convolution with an approximate identity x’ can be approximated by a decreasing
sequence of strictly plurisubharmonic smooth functions on any relatively compact
subset. The 90 of the approximating functions will then be bounded from below
of a quantity tending to p*w on compact subsets. Restricting to D the proposition
follows.

Using the proposition we can prove Theorem 6.0.1. Assume first that L is the
trivial line bundle, and that ¢ is a global plurisubharmonic function on X. Let D
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be a relatively compact Stein open set in X, and choose approximating plurisub-
harmonic functions ¢, as in the proposition. By the Hérmander L?-estimates, we
can solve the equation Ju = f with u = u, satisfying

1 1

2 < 2 < 2 )
w,py, = 6(1 — 6)q||f||w,¢,/ = 6(1 — 6)q||f||w,¢

w.év > || llw,¢,, Therefore we may, using a diagonal argument, choose

[ |

Ifv >y, ||
a subsequence of the u, converging weakly in L2(e~%»), for any vy, to a limit, up
. It is easily checked that u still solves the J-equation and satisfies the required
estimate in D. We then let D increase to X and take weak limits again.

If X is still Stein, but we no longer assume that L is trivial, we proceed as
follows. Let s be some nontrivial holomorphic section of L. (Such a section exists
by Theorem 3.6.5.) Let S be the zero divisor of s. Then X \ S is still Stein (why
?) so we may apply the previous argument and solve our d equation on X \ S. The
proof will then be completed by the following very important lemma.

Lemma 1.3. Let M be a complex manifold and let S be a complex hypersurface
in M. Let u and f be (possibly bundle valued) forms in L? . of M satisfying

loc

Ou = f outside of S. Then the same equation holds on all of M (in the sense of
distributions).

PROOF. Since the statement is local we may assume that M is an open ball in
Cn", that u and f are scalar valued, and that S = h~!(0) where h is holomorphic
in M. Let £(w) be smooth and nonegative in C, equal to 0 for |w| < 1/2 and equal
to 1 outside of the unit disk. Put

& = &(h/6).
Then
d(uks) = f& + 0& N u.
We then let § tend to 0, and it suffices to show that the last term on the right
hand side goes to zero locally in L'. For this it is by the Cauchy inequality enough

to prove that
= C
Jlosp <5 [ jonp
3/2<|h|<é

is uniformly bounded. This is clear if i vanishes to order 1 on M. The general case
is left as an exercise below. (]

Exercise: Prove that if A is holomorphic in a ball of radius 2, then

/ Oh]? < €62,
3/2<|h|<0,|2]<1

(Hint: Prove first that if x is a cutoff function equal to 1 on the ball with radius 1
and supported in the bigger ball, then

[ xtog(inp + &%)
is bounded.) O

This completes the proof of the theorem in the Stein case: Our L? estimate for
the solution u shows in particular that v is locally in (unweighted!) L? outside of
S, so the lemma implies that u actually solves the 0-equation across S too.
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A very similar argument is used to prove the projective case of Theorem 6.0.1.
If X is projective there is some positive line bundle F over X. A sufficiently
high power of F' then has a nontrivial holomorhic section. The complement of the
zerodivisor of that section is then Stein, so by the Stein case of the theorem we
can solve our d-equation there. But, then the lemma shows that we have actually
solved the O-equation in all of X.

2. The Kodaira embedding theorem

Let L be a line bundle over a compact complex manifold X, and let sg,...sy be a
basis for the space, E, of global holomorphic sections of L (we assume that there are
such sections so that the dimension of F is not zero). The Kodaira map associated
to L is a holomorphic map from X to N-dimensional projective space, defined as
follows :
K(z) = [so(x),...sn(z)].

Some comments are in order. The s;s are sections to a line bundle so the values
in the right hand side needs some interpretation. Choose a local trivialisation of L
and let the right hand side mean the values of the sections s; with respect to that
trivialization. If we change to another trivialization, all s; get multiplied by the
same quantity, so the corresponding point in projective space is the same. Thus IC
is well defined - and of course holomorphic.

With the definition that we have just given, the Kodaira map is dependent of
the choice of basis. Somewhat more elegantly we can consider the Kodaira map as
a map from X to the projectivization of the dual space, E*, of E: A point x in X is
mapped to the element of E* that is evaluation in that point with respect to some
local trivialization near x, and then to the corresponding point in P(E*) . Again,
when we take projectivization of E* the final map will be independent of the choice
of local trivialization. In terms of the basis above any section can be written

S = E CLij.

Thus a = (a;) are the coordinates of s with respect to the basis and the evaluation

map is given by

s(z) = (a, (s;(2))),
so our previous definition gives the coordinates of the evaluation map in the dual
basis. The Kodaira embedding theorem says that if L is sufficiently positive, i e if
the curvature of L is sufficiently large, then the Kodaira map is an embedding.

Theorem 2.1. Let X be a compact complex manifold. Let L be a holomorphic line
bundle over X, having a (smooth) metric ¢ of positive curvature. Then the Kodaira
map for Kx + L¥* is an embedding if k is large enough.

PrOOF. We will prove only that the Kodaira map is injective, leaving the
injectivity of its differential as an exercise. We need to prove that if 1 and x5 are
distinct points in X, then there is a section of kL that vanishes at xo but not at
x1. Take local coordinates near x1, z, centered at z; and put

& = x1(z)nlog 2|
where x; is a cut-off function with compact support in the coordinate neighbour-
hood that equals 1 near 0. Define & in a similar way, and let £ = & + £ Then

i00¢ > —Ciddp,
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where C can be taken independent of the choice of the x;s. Consider the bundle
kL with k larger than C + 1, and give kL the (singular) metric

Y =Fko+¢,
so that 100y > w = i00¢. We define a smooth section to Kx + kL by
s’ = xdzi A ...dzp,

where x is again a cut-off function equal to 1 near 0, and we also arrange things so
that x vanishes near z Put f = 0s’. We now apply the Demailly-Nadel vanishing
theorem and find a solution u to du = f such that

lullZ . < 712

Note that f vanishes near the points where e~% is not integrable (i e near z; and
Z32), so the right hand side is finite and the theorem does apply. The left hand side
is also finite so w must vanish at x; and x>. Hence s := s’ — u is holomorphic,
vanishes at x5 but not at x;. [l

Exercise: Use a similar technique to find a holomorphic section of Kx + kL
with prescribed first order Taylor expansion at a given point x in X. Show that this
means that the Kodaira map has nondegenerate differential if & is large enough. [

Thus we see that any compact X which carries a positive line bundle is actually
biholomorphic to a smooth submanifold of some projective space. The converse to
this statement is also true - since projective space carries the positive bundle O(1)
we get a positive bundle on any submanifold by taking restrictions.

Finally a word on terminology. A line bundle is said to be wvery ample if its
Kodaira map is an embedding. It is said to be ample if some power of it is very
ample. Thus Kodaira’s embedding theorem can be rephrased as saying that positive
bundles are ample. Conversely, very ample bundles must be positive since they are
isomorphic to the pullback of O(1) under the Kodaira embedding.

Exercise: Prove this!

Hence ample bundles are also positive, so positivity and ampleness are equiva-
lent.

3. The Kawamata-Viehweg vanishing theorem

A line bundle L over a compact manifold is said to be numerically effective if for
any € > (0 there is a smooth metric on L with

i00¢ > —ew,

where w is any given Kahler form. This is not the original definition, which says
that L is numerically effective if for some (and hence any) smooth metric ¢ on L

the integral
/ 100 > 0,
c

for any curve C' in X. If X is projective, the Kleiman criterion says that this
definition coincides with the one we have given. In a non-projective manifold the
definition we have chosen (which originates with Demailly) is the only one possible,
since there may not be any curves C' to test the integral condition on. Moreover,
because of its more analytic character it fits much better with the methods of these
notes.
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We already know from chapter 5 that if dj is the dimension of the space of
global sections of kL, then dj grows with k at most at the rate

di < Ck™.

We say that L is big if this maximal growth rate is actually attained, so that for k
large
dk Z ek™.

By the Bergman kernel asymptotics in the previous chapter any positive bundle
is big. Bigness is however more general than positive. While, as we have seen in
the previous section, “positive” means that the Kodaira map for kL is eventually
an embedding, one can prove that bigness means that the image of the Kodaira
map has maximal dimension (= n).

Using a method by Demailly ([9]) we shall now see that the Demailly-Nadel
theorem implies a famous result of Kawamata [11] and Viehweg, [23].

Theorem 3.1. Let X be a compact manifold with a holomorphic line bundle L that
is both numerically effective and big. Then

H™(X,L) =0,
for g > 0.

In order to prove the theorem it is enough to construct a singular metric, ¢,
on L, satisfying the hypotheses of the Demailly-Nadel vanishing theorem, which
moreover is such that e~? is locally integrable. Then any smooth form has finite
norm with respect to this metric, so theorem 5.1.1 implies that it is exact if it is
closed. The first step is the following criterion of bigness, due to Kodaira.

Proposition 3.2. A line bundle L on a projective manifold X is big (if and) only
if some multiple of it can be written

kL=A+E,
where A is ample and E is effective.

PRrROOF. Since X is projective it carries some ample bundle A. Possibly after
replacing A by some multiple we can assume that A has a nontrivial holomorphic
section s. We can also arrange thing so that the zerodivisor, S of s is smooth.
(This will be generically true if A is very ample, as follows from Bertini’s theorem,
a variant of Sard’s lemma.) Now consider the short sequence of maps

HY(X,kL — A) — H°(X,kL) — H°(X,kL|s).

The first map here is taking products with s; the second is restricting to S. By
the Bergman kernel asymptotics of Chapter 5, the dimension of the last space is at
most Ck™ !, and since L is big, the dimension of the middle space is of order k™.
Hence the kernel of the last map is nontrivial if £ is large, and we let s, be some
element in the kernel. Then s; can be written

Sk = Stk)

where ¢ is some global holomorphic section of F := kL — A. Therefore F is
effective, so we have proved the “only if” part. For the “if” part we note that if
kL = A+ E, then for any large integer m H°(X,mkL) has large dimension (since
H°(X,mA) has large dimension and mFE has at least some section). Hence

liminf d,/p™ > 0.
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This actually implies that
lim d,,/p" > 0,
( since the limit exists), but we shall not prove it (nor use it). O

The next lemma i almost trivial.
Lemma 3.3. If L is numerically effective and A is ample, then L + A is ample.

PROOF. Let 9 be a metric on A with strictly positive curvature. By assump-
tion, L has a metric ¢ with - -
100¢ > —id.

Hence ¢ + 1 is a metric on L + A with strictly positive curvature. (]
We can now conclude the proof of the Kawamata-Viehweg theorem. Write
kL =A+FE,

with A ample and E effective. By the lemma
kL+L=A+F
where A; is still ample. Iterating, we see that
(k+m)L=A,,+E,
where A,, is ample and E is the same effective bundle (it is important that E does
not change with m). We equip (k + m)L with the (singular) metric
bm + log |t?,

where ¢,, has strictly positive curvature and ¢ is one fixed section of E. Then

—__ - 2
01 1= = (Om + log )

is a metric on L with strictly positive (albeit smalll) curvature current. Its only
singularities come from the last term, so if m is large enough, e~%™ is integrable.
This concludes the proof. 0

Exercise: Justify the last part of the proof by showing that if h is a holomor-
phic function defined in a neighbourhood of a closed ball B, then

/L<
s P =

if ¢ is small enough. O






LECTURE 6

Adjunction and extension from divisors.

In this chapter we will discuss the Ohsawa-Takegoshi extension theorem, which
deals with the extension from a divisor to the ambient space of holomorphic sections
of a line bundle . The statement of the theorem is more natural if we consider adjoint
bundles i e line bundles of the form

L+ Kx,

where Kx is the canonical bundle of the manifold. This is of course only a matter
of convenience, since any bundle can be put in this form, and we will afterwords
also translate the theorem back to the non adjoint case. In the first section we
discuss the relation between the canonical bundle of the divisor and the canonical
bundle of the ambient space, which is described in the adjunction formula. There we
also discuss some basic formulas describing the current of integration on a divisor
that we will need in the sequel. In the second section we prove the extension
theorem of Ohsawa-Takegoshi, see [16] for the first version of this theorem that
has many variants. Apart from proving the possibility to extend sections under
optimal conditions, this theorem gives sharp L?-estimates for the extension. The
hypotheses in the extension theorem involve an inequality between the curvatures
of the line bundle L and the line bundle defined by the divisor. In the simple
case of line bundles over the Riemann sphere the sections of these line bundles are
polynomials, and the inequalities translate to an inequality between the number of
points in the divisor, and the degree of an interpolating polynomial. In this way
we see that the hypotheses are in fact sharp, already in the simplest case.

1. Adjunction and the currents defined by divisors.

Let S be a (smooth) hypersurface of X. Then S defines a divisor, that in turn
defines an associated line bundle (S), having a global holomorphic section s which
vanishes to degree 1 exactly on S. The adjunction formula expresses the canonical

bundle of the hypersurface in terms of the canonical bundle of the ambient space
and (5).

Theorem 1.1. Let S be a smooth hypersurface in a compler manifold X. Then
the canonical bundle of S satisfies

Ks = (Kx +(9))ls-

PROOF. Let u be any local section of Kg, i e a locally defined n — 1-form in
an open set in S. Then
ds ANu

is a form of bidegree (n,0) with values in (S) (ds is not globally defined on X but
its restriction to S is a well defined (1,0)-form with values in (S) (why?)). Thus

51
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the map that takes u to ds A u is well defined and it is easily checked that it is an
isomorphism at any point. ([

In the next section we will discuss ’extension’ of sections u of Kg + L|g to
sections U of Kx + (S)+ L over all of X. Extension is here to be taken in the sense
of the adjunction theorem so that

U=dsNu

on S. The method of proof we will use (see [1], [3]) reduces this extension problem
to the problem of solving a d-equation

o = f,
where
f=unls],
[S] being the current of integration on S. We therefore first discuss such currents
of integration in an attempt to make the main lines of the proof understandable
also to readers without much knowledge of the theory of currents.

By the Lelong-Poincaré formula the current of integration on a hypersurface S
is given by

2 5l0e |2
(5] = 5-001log |h|

if h is any (local) holomorphic function vanishing to degree one precisely on S. This
means that if « is any compactly supported form of bidegree (n — 1,n — 1) then

1 _
/a = —/ log |h|?i00a.
s 21 Jx

Exercise: Prove this formula! (Hint: Since h vanishes to degree 1 and the formula
is local, you may choose coordinates so that A = z;. Use that, in one complex
variable,

9% 1

_—log [¢|? = by,

9caC 2m g ¢ 0

a Dirac mass at ( =0.) O
We will also have use for the closely related formula

i =1
S]=—0hANO—.
141 2m h
This can again be proved by choosing local coordinates so that h = 2z;. It also
follows from our previous expression for [S] since

_ ~Oh =1
8dlog |h|? = —0— = Oh AN D~
og |h| W N
The estimates that we will find for the extension U is in term of the L?-norms
/ ey UNTUe 7Y,
X

(where ¢ and ¢ are metrics on L and (5) respectively) and

/ Cn_1U N ae ?.
S

These norms are well defined if U and u are (n,0) and (n — 1,0) forms with
values in L + (S) and L respectively. They can also be expressed in terms of L?
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norms with respect to the volume elements on X and S. For this we need to use
explicitly the Kahler form w on X.
This form w induces a norm on (n,0) forms on X by
caU AU = U2 wp.
We can also write
% = U
to emphazise that this way w induces a metric ¢, on the canonical bundle of X.

Then
/cnUAUe_¢_w:/ |U|f)e—¢—¢wn:/ UPRe Y=,
X X X

To express the integral over S in a similar way we need to use dS, the volume
(or surface) measure on the hypersurface S. This is a measure on X (concentrated
on S of course),and can hence be viewed as a current of bidegree (n,n). We define
a corresponding current of bidegree (0,0) by

*dSw, = dS.

We will use a representation of the current of integration on S that we state as
a separate lemma.

Lemma 1.2.

ids N\ ds
6.1 S| =———7F—
(61) 5) = e
where the right hand side is defined by taking any local reprsentative for the section
s.

xdS,

PRrROOF. The formula means that if « is any form of degree 2n — 2 on X then

Jo

equals the integral of a against the right hand side. Since booth sides depend
only on the restriction of o to S, and since on S any form of maximal degree is a
multiple of the volume form, it is enough to verify this for « = gw, 1 where g is
some function. But since |ds|? satisfies

|ds|2w, = ids A d5 A w,_1

/gwn_l A ul|z/\2ds *dS = /gwn xdS = /gdS’ /gwn 1,

by the definition of the volume form on S as w,_;. This proves (6.1). O

we get

Exercise*: This exercise outlines the corresponding formulas in the setting of
real manifolds. It is not used in the sequel.

a. Let M be a smooth hypersurface in an n-dimensional Riemannian manifold
X. Let M be defined locally by an equation p = 0, where dp # 0 on M, and let
dVar be the Riemannian volume element on M (so that dVj is a form of degree
n —1on M). Let v be a (locally defined) form of degree n — 1 on X. Then the
restriction of v to M equals dV), if and only if

v Adp/ldp| = dVx,

the Riemannian volume element of X.
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b. Let dM be the surface measure on M considered as a measure on X con-
centrated on M, and define xdM by

*dMdVx = dM.

Then the current of integration on M is given by

dp
M] = — xdM.
M] |dp|

(In both (a) and (b) we assume that M is appropriately oriented.) O

2. The Ohsawa-Takegoshi extension theorem.

We can now state the “adjunction version” of the Ohsawa-Takegoshi extension
theorem. We first deal with the case of a compact manifold and smooth metrics.

Theorem 2.1. Let X be a compact Kdhler manifold and let S be a smooth hy-
persurface in X, defined by a global holomorphic section s of the line bundle (S).
Let L be a complex line bundle over all of X. Assume that L and (S) have smooth
metrics, ¢ and Y respectively, satisfying the curvature assumptions
i00¢ >0

and

i00¢ > 50O,
with § > 0. Assume moreover that s is normalized so that

|s|2e™% < e71/9,

Let finally u be a global holomorphic section of Ks + L|s.
Then there is a global holomorphic section U of Kx + (S) + L such that

U=dsAu
on S and such that U satisfies the estimate
(6.2) / cyUNUe 7% < C(;/ Cn_1u A Ge?.
X S

Here Cys is a constant depending only on 6.

One very interesting feature of the statement is that the constant Cs depends
only on d- this is one reason why the theorem is so useful. Even more remarkably,
if i00y = 0 (or < 0), then the only assumption on ¢ is that i09¢ > 0. Thus we get
a uniform constant even if we don’t have a strict lower bound for the curvature.
Let now u be a (local or global) section of Kg+ L|gs. Suppose U is some section of
Kx + (S) + L such that

U=dsANu

on S. Put v/ = —(i/27)U/s so that v is a section of Kx + L. Then
~ =1 51
' = —(i/27r)8; ANU = (i/?w)ds/\é); ANu=uANlS],

since (1/s) vanishes outside of S. Conversely, suppose we are able to solve the
O0-equation

(6.3) ov =uA|[S].
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Then v — v’ = h is holomorphic and hence in particular smooth. Therefore sv is
also holomorphic and satisfies

2misv = ds A u

on S, so any such v gives us a solution to the extension problem. The extension
problem is therefore completely equivalent to the problem of solving (6.3).

We should point out that if we assume that we have strict inequality in the curvature
assumption for ¢ so that i90¢ > 0, and if we don’t care about estimates for the
solution, then the possibility of solving (6.3) follows from the Kodaira vanishing
theorem. Indeed, the Kodaira theorem says that we can solve any equation Jv = f
if f is a smooth L-valued (n, 1)-form and from this it follows that one can solve such
an equation even if f is not smooth, but just a current. This is a well known fact
- the cohomology defined with currents, and the cohomology defined with smooth
forms are isomorphic - but we will not prove it.

To solve (6.3) we follow the method used in the proof of the Héormander L2-
estimates, but a new twist is needed since the right hand side is now a form with
measure coefficients instead of a form in L? . Put

f=unls),

so that f is a form of bidegree (n,1) with values in L. Indeed, u is a form of
bidegree (n — 1,0) on S and we can extend it smoothly in an arbitrary way to a
form of the same bidegree on X. The wedge product u A [S] is independent of the
choice of extension since [S] is supported on S and contains a factor ds.

As in the proof of Hérmander’s theorem we need to estimate the “scalar prod-
uct” between f and a smooth compactly supported form « of bidegree (n,1). Write

a=v7AN\uw,

where v = 7, is (n — 1,0) and w is the Kéhler form. As in chapter 3 the scalar
product then becomes
/ fAye?
X

/u/\ﬁe‘d’/\[S’] z/u/\ﬁe_‘i’.
s

By Cauchy’s inequality this can be estimated

I/uwﬂ’l2 g/cn_wwe*%
S

if we normalize things so that the L%-norm of u over S equals 1.

To estimate this quantity we use again Proposition 3.4.1, but this time we
multiply the formula for 90T, by a certain function w > 0 before integrating.
After applying Stokes’ formula this introduces an extra term i00w which is the key
to the estimate. Take

which equals

w = —rlog|s|?e,

where 0 < r < 1. We formulate the basic estimate as a separate lemma.

Lemma 2.2.

[ ernae P ou( [ evendor nBime+ [ (w vjdafe )
S X X
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PROOF. By our size estimate on s, w > r/d. Proposition 3.4.1 then implies
after integration by parts that

Cn—1 </ widdH Ny Nye P — /i@@w/\vA?eqs) <

(6.4) <2¢p-1 /wé&w/\ﬁeﬂz’ + /w|5a|26_¢wn.
By the Lelong-Poincaré formula
100w = riddy — r[S] < (r/8)idd¢ — r[S].

The first term here gives a negative contribution to the second integral in the left
hand side of (6.4). Since w > r/d this term is however controlled by the first
integral. Hence

(6.5) 7‘/ Cno1yY AN7e"? < 2¢,_4 /wéaw AFe~? + /w|5a|267¢wn.
s
Apply Stokes’ formula to the first term in the right hand side. We then get
/wéad,'y ANye ? = /w&w A &?e“b + /5111 A Ogy A Fe~ 9.

The first term in the right hand side here is OK as it stands, but the second one
needs some extra work. By the Cauchy inequality it is dominated by

_ 1 _ _
| /8w Adgy ANye™?| < §(Cn / eV 0yy A Ogye @ + e Uow A dw Ay Aye ?)

The first term on the right hand side is exactly what we want. The second
term again contains =y, but it is less singular than the integral over S that we have
just estimated, so it is at least intuitively clear that it should not cause any serious
trouble.

_ To estimate it we use Proposition 3.4.1 once more. This time we multiply
i00T, by W =1 —e~® > 1 — e~ "/9 before integrating. Note that
i0OW = r(i00 — idw A Ow)e ™ < ge_“’i65¢ — e Yi0w A Ow.
We then get

Cn /(W —re”/8)id0d Ay Aye ? + cp / eTPOw A Ow Ay AFe ? <

cn/W58¢'y/\7ye_¢+/W|5a\26_¢wn.

If § is small enough W —re /6 =1 — (1 +r/§)e™ > 0 (since w > r/§). Hence
we can neglect the first term on the left hand side. We then repeat the same
procedure as above and apply Stokes’ to the first integral in the right hand side.
This again produces a good term plus an undesired term containing W = dwe~%.
Now however this term can be absorbed in the left hand side. The result is (since

e <1land W <1) that

Cn_1 /e_wi(’?u) ANOw Ay AFe ? < Cg(/ €0y N &,76_‘1’ + |8_a|2e_¢wn).



BO BERNDTSSON, AN INTRODUCTION 57
Inserting this in our previous estimate we finally get
(6.6) /Scn,yy Aye™® < C(;(/ €V cndyy A Dgve ? + w|0al?),
which proves the lemma. ([

Let us now see how we get an existence theorem for 0 from this a priori estimate.
The argument follows basically the reasoning in chapter 3 but it is complicated by
two things. First, f = u A [S] is no longer a form in L?. Therefore we can not use
the same functional analysis set up as before. Second, we can not hope to get a
solution in L? either. Remember that our solution v will basically be U/s where
U solves the extension problem. Hence v will never be in L?; the estimate we are
looking for is an L? estimate for sv.

Normalize so that
Cn—1 /u Ade”? =1.

The next lemma replaces the estimate for the scalar product (f,«) from the
standard L2-theory.

Lemma 2.3.
(6.7) |/u Ave ) < Cg/ewcnaqyy A Ogye™?,
s

To understand the significance of the lemma, recall that dyy = 0*a. Hence we
again estimate the ’scalar product’ between f and a by 0*«. The additional weight
factor e¥ in the right hand side is the price we pay for not having f in L2.

PRrooFr. To prove (6.7) we decompose a = a1 +az where a; is O-closed and ay
is orthogonal to the space of d-closed forms, and put a; = v; Aw. Since f =uA [S]
is 0-closed we claim that

/fmﬂ’ = (fa) = (fon) = /fmle*%

This would have been completely evident if f had been a form in L?; as it is now
it requires a small argument that we will only sketch. The main point is that due
to elliptic regularity, a; and s are still smooth. Moreover, when X is compact,
the ranges of @ and 0* are closed. Since oy is orthogonal to the kernel of 0, this
implies that ay = 9*x for some smooth y. Hence (f,as) = (0f,x) = 0.

The claim (6.7) now follows since we may replace v by ~; in the left hand side.

This gives
|/’U//\’7€_¢|2 = |/’u,/\’71€_¢‘2 S Cp—1 / Y1 /\’716_(25
s s s
which by Lemma 6.2.3 is dominated by
Cg/cnewaqwl A (9¢'yle*¢

since day = 0. On the other hand 0s71 = Oy since Ogy2 = 0*as = 0 since sy is
orthogonal to closed forms. This proves the lemma. [
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The theorem now follows in essentially the same way as we proved the standard
L?-estimate for 0. The Riesz representation theorem implies that there is some
(n,0)-form n with

cn/n ATete™? < Cy

‘/f/\'?e_¢:/u/\ﬁe_QS:/6“’77/\%6_‘#7
s

for all smooth compactly supported (n — 1,0)-forms ~. It might be appropriate to
point out that this is the point where we use that we have chosen w = —r log |s|?e~"
with 7 smaller than 1. Then e is integrable so smooth forms lie in L?(e®). Then
v = e¥n solves v = f and

and

Cn /v Ave Ve ? < Cs.
Concretely this means that
Cn /v A 1767¢|S|2T€7Tw < Cs.
Hence, since U = sv and |s|?e™% < 1,
/ c UNTe 979 < / cav A e ?|s|TeY < Cs,
X X
which proves the theorem.

Let us now translate this form of the Ohsawa-Takegoshi theorem to the non
adjoint case. Let dS be the surface (or volume) measure on the hypersurface S
induced by the Kéhler metric w.

Let F':= Kx + (S) + L, and put ¢p = ¢, + ¢ + 1. Recall that

cUNU = |UPe%-.

Hence, by lemma 6.1.2 our estimate for U reads

ds
2 —o¢F < 2,—¢rF
/X|U|e w,_cg/s\me 27

Hence we have the following form of Theorem 6.2.1.

Theorem 2.4. Let F' be a holomorphic line bundle over X and let S be a divisor
in X. Assume F and (S) have metrics ¢r and ¥ respectively satisfying

100¢p > (1+6)iddy + ¢x
where ¢, is some smooth metric on Kx. Assume also that
i00¢r > 1000 + b -

Then any holomorphic section Uy of F' over S extends holomorphically to a section
of the same bundle over X satisfying

/ |U|26—¢Fwn§06/ Wo%—dmi_
x s |ds|2e=
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Strictly speaking we have proved this theorem only in the case when ¢x, = ¢,
is a metric on Kx coming from some metric w on X. The general case however
follows from this. An arbitrary metric on Ky differs from ¢, by some smooth
function y, and we can write

Prx t O+ ¢ =0du+ (X + )+,

so changing ¢,, to ¢k, is equivalent to changing ¢ to ¢ + x.

Note that in this formulation the curvature assumption on the bundle F involves
comparison with the canonical bundle. In the case when the canonical bundle is
nonpositive (meaning that the Ricci curvature of X is nonnegative) this makes the
hypotheses easier to fulfill, cf the exercise below.

Exercise: Let X be the Riemann sphere and let S be a divisor consisting of
n points. Prove that there are sections of O(n — 1) over X that attains arbitrary
given values at the points, but that this in general is not true for O(n — 2). (You
need a polynomial of degree n — 1 to interpolate at n points!). Check that this
means that the curvature assumption in the Ohsawa-Takegoshi extension theorem
is sharp — it is not possible to take § = 0 . ( Recall that Kp1 = O(-2).) O

2.5. A more general version involving nonsmooth metrics and noncom-
pact manifolds.
It is often important to be able to relax the assumptions in Theorem 6.2.1 as we
have stated it. We will next give a version that allows for singular metrics and also
noncompact manifolds. I do not know if the theorem holds as it stands for any
complete Kéhler manifold and line bundles with singular metrics. A reasonably
general situation is the condition from [14] of a variety that becomes Stein after
removal of some divisor. This certainly includes projective manifolds and of course
Stein manifolds as well.

Theorem 2.5. Let X be a complex manifold. Assume that X contains a divisor
D such that X \ D is Stein.

Let S be a smooth hypersurface in X, defined by a global holomorphic section
s of the line bundle (S), and let L be a complex line bundle over all of X. Assume
that L and (S) have not necessarily smooth metrics, ¢ and v respectively, satisfying
the curvature assumptions

i00¢ >0
and
i00¢ > 5100,
with § > 0. Assume moreover that s is normalized so that

|s|2e™% < e71/9,

Let u be a global holomorphic section u of Kg + L|s such that
I:.= / Crn_1U N e ? < oo.
s

Then there is a global holomorphic section U of Kx + (S) + L such that
U=dsAu
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on S and such that U satisfies the estimate
(6.8) / cnUANUe 7% < Cs1.
X

Here Cs is a constant depending only on §.

Note that we have assumed that the L?-norm of the section we wish to extend
is finite. Just like in the Demailly-Nadel vanishing theorem this is a nontrivial
condition even in the case of a compact manifold, since our line bundle metrics
may have nonintegrable singularities. If it is not satisfied there is no guarantee that
we can extend sections from S, with or without L?-estimates!

We will not give a detailed proof of Theorem 6.2.5, but merely make a few
remarks. First, it is enough to prove the theorem in the Stein case. The general case
then follows from Lemma 5.1.3, which implies in particular that any holomorphic
section on X \ D extends holomorphically across D (given the L?-condition). Hence,
if we can extend u to X \ D, we automatically have an extension to all of X.It is
then also enough to consider the case of smooth metrics, by the same arguments
as in Chapter 5: Exhaust X \ D by a sequence of relatively compact subdomains,
on each of which we can approximate nonsmooth metrics with smooth ones. The
basic estimate Lemma 6.2.2 is proved in exactly the same way on a noncompact
manifold, provided we assume from the start that o and hence v have compact
support. The lemma then follows for not necessarily compactly supported forms if
we first equip our Stein manifold with a complete Kéhler metric. Then apply the
lemma to yxy where i is an exhausting sequence of compactly supported cutoff
functions having uniformly bounded gradients.

The only serious complication in the analysis is Lemma 6.2.3. In the proof of
that lemma we decompose o = oy + as where ay is O-closed and ay is orthogonal
to the space of d-closed forms. Then we write aj = v; Aw and need to prove that

/U/\’_}/267¢ =0.
S

This is the “scalar product” between f and s, so it should be zero since f is O-
closed and o is orthogonal to d-closed forms, but again the crux is that f is not
in L2. So we need to approximate f = u A [S] in a suitable way by forms f. in L2

Again, we work on a relatively compact Stein subdomain of X \ D. Since this
latter space is Stein, we can find a global holomorphic (n—1, 0)-form that restricts to
u on S, in the sense that its pullback under the inclusion map equals u. We denote
this global form by u too, and note that on our relatively compact subdomain u is
bounded. We will approximate f = u A [S] by L2-forms f. = u A [S]., where [S]. is
a smooth approximation to [S]. For this we take

we = —log(|s|2e™" + ¢) = — log(e™ + ),
[S]c = i00w, — 100,
and
fe=unIS]e.

Then f, is for positive € a O-closed form in L?. We claim that

(6.9) /f A Fpe™? = lim/fe A Fae™?.
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For this, note first that das = da and gy, = 0. Hence it follows from Lemma
6.2.2 (or rather the noncompact version of that lemma) that

/cn,lfyi AFie”? A [S] < 0.

A similar estimate is satisfied uniformly with [S] replace by [S]e — it is proved in
the same way, replacing w by w, To verify 6.9 we now decompose the integrals
into two pieces, one close to the boundary and the remaining part. The first part
is uniformly small if we are sufficiently close to the boundary since u is uniformly
bounded. The other part converges as € tends to zero since vy is smooth. This
completes the proof.
O
Exercise: Let ¢ be a plurisubharmonic function defined in a neighbourhood
of the origin in C". Use the Ohsawa-Takegoshi theorem to prove the following: If
for some € > 0

/ e_¢(<’0""0)dm(() < 00,
I¢l<e

then fore some other ¢ the integral in n variables is also finite:
/ e~ @ dm(z) < .
|z| <€’

Try to prove this without using the Ohsawa-Takegoshi extension theorem!






LECTURE 7

Deformational invariance of plurigenera.

In this chapter we will use the Ohsawa-Takegoshi theorem to prove a celebrated
result of Siu, [20],[21], on the “invariance of plurigenera”.

Recall that for a compact Riemann surface, the genus is the dimension of the
space of holomorphic one-forms, i e the space of global holomorphic sections of the
canonical bundle. In the same way the dimension of the space of global holomorphic
sections of mK x is called the m-genus, also for compact manifolds of any dimension.
Collectively these are referred to as the plurigenera of the manifold. In the one
dimensional case, the genus is a topological invariant, hence in particular invariant
under deformations of the manifold. Siu’s theorem is that in any dimension, all the
plurigenera are invariant under deformations. The main point in Siu’s proof is to
show that the dimensions do not jump down when we perturb the manifold, and
this is accomplished by an extension theorem. We will give here a simplification,
due to Paun, [17], of Siu’s original argument.

1. Extension of pluricanonical forms.

In this section we will prove Siu’s theorem on the extension of sections of multiples
of the canonical bundle from the central fiber of a projective family to the ambient
space. First we need a few basic definitions.

Let X be a complex manifold together with a holomorphic map p from X to
the unit disk. We will assume that p defines a smooth fibration with compact
fibers. By this we mean that the differential of p is surjective everywhere and that
the fibers X; = p~!(t) are compact manifold. We can then think of the fibers as
forming a family of complex manifolds and we say that this family is projective if
there is a positive line bundle A over the total space X. The fiber X is a smooth
hypersurface defined by an equation p = 0.

In the notation of the previous chapter S = Xy, s = p and (5) is now a trivial
line bundle. The adjunction theorem says in this case that Kx|x, = Kx, the
isomorphism being given by

u— U =dpAu.
Abusing notation slightly we will identify v and U|x,. The main result of Siu, [21],
is the following theorem.

Theorem 1.1. Let u be a section of mKx|x,. Then there is a holomorphic section
U of mKx over all of X that extends u.

We give immediately the main corollary.

Corollary 1.2. Let for any natural number m and any t in the disk g, (t) be the
m-genus of the fiber X,

gm(t) = dimH®(X,, mKx,).
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Then g (t) is independent of t.

PRrOOF. The previous result shows that for any N the sets where g,,(t) is at
least IV is open. A simple argument with normal families shows that it is also
closed. The maximal value of N for which it is nonempty is the plurigenus. ]

For the proof of Theorem 7.1.2 we will follow the method of Paun, [17], which
simpliefied the original proof of Siu considerably. Notice first that the theorem
follows immediately from Theorem 6.2.1 in case m = 1. In this case L and (S) are
both trivial and ¢ and ¢ are both zero, so by Theorem 6.2.1 u extends. For general
m we write

(m—-—1)Kx =L

so that mKx = K, + L. The crux of the matter is to find a metric ¢ on L over all
of X with semipositive curvature current such that the section u that we want to
extend satisfies

/ cn_lu/\ae_q5 < 00.
Xo

Then we can apply Theorem 6.2.1 again and get an extension of u. (We don’t need
any strict positivity of the curvature since the bundle (S) here is triviall)

Over Xy we can easily find such a metric. Since ¢ = log|u|? is a metric on
mKx,, ¢ = (1 —1/m)y is a metric on L = (m — 1)K x|x,, and moreover

/ CnquNie™? :/ [u|¥™ < oo.
XO XO

The proof consists in finding an extension of ¢ (and hence ¢') as a metric with
positive curvature current. This is simpler than extending u as a holomorphic
section.

Let B be a line bundle over X that is sufficiently positive so that the following
two conditions hold:
1. Any section of pK x + B over X extends holomorphically to all of X if p < m—1.

2. Still for p < m — 1, pKx + B is base point free over X, i e there is no point on
X where all sections to this bundle vanishes.

The first of these conditions is easy to achieve. Start with any smooth metric
on Kx and some smooth metric of positive curvature on A. Let B = [A for some
[ and take the induced metric on pKx + B. This will have positive curvature if
l is large enough and p < m — 1. Hence, Theorem 6.2.1 implies again that any
holomorphic section extends.

The second condition will also hold if [ is large enough, since by the proof of the
Kodaira embedding theorem we can then find sections of pKx + B with prescribed

(i e nonzero) values at any point in the compact X.

Choose for p < m —1 a basis (3(.1))) for the space of global sections of pKx + B

J
over the central fiber Xj.

Lemma 1.3. For k=0,1,... and p < m — 1 any section

of (mk + p)Kx + B over X, extends holomorphically to all of X.
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PROOF. We prove this by induction over [ = mk+p, and we know by hypothesis
that the statement holds for [ < m,ie k =0 and p < m — 1. The first nontrivial

step is therefore to extend us§-0). Put

s = 31O
J

where § means an extension of s. Then h,,_; = e?»~1 where ¢,,_1 is a metric on
(m —1)Kx + B. Since this bundle is base point free this metric is actually smooth

and
/ s [2e= -
Xo

(0)

is thus finite. By Theorem 6.2.1 we can find extensions of us;" satisfying
(7].) / |U8§v0)|26_¢'”71 g C |’LLS§-O)|26_¢7”71,

X Xo
Put

—_—

0)2
b=
J
and define ¢,, so that e? = h,,,. The new metric ¢,, is no longer smooth, but the
only singularities come from u so we have that

/ |us§-1)|26_¢m < oo
Xo

Then we can iterate the argument again and continuing this way the lemma follows.
O

Notice also that during the proof of the lemma we obtain a sequence of metrics
on l[Kx + B,

2
hy = Z |uk5§}))|
J
for [ = km + p. These metrics satisfy good estimates namely

(7.2) / hisi/h <C | huga [l
X

Xo

To verify this for [ = m — 1 we just sum over j in (7.1), and since all the metrics
are constructed in a similar way all of the metrics satisfy (7.2). The integral in the
right hand side here is

-1
IS el
0
if p>0, and
0 — -1
/X ZWgs; )‘2/Z|uk glm=b)2
0

if p = 0. Hence they are bounded by a fixed constant, depending only on the choice

of u and the choice of bases s'” ), so we get

J
/ e
X
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By Holder’s inequality this implies that (define h; to be some arbitrary smooth
metric for [ <m —1

)
/Xhll/l:/X(hl/hlfl)l/l(hlfl/h172)1/l...h%/lS
(/X hl/hz—l)l/l(/X hl_l/hl_2)1/l"'(/x el

Take in particular [ = mk (the reason for this will be seen below). Thus by the
submeanvalue property of plurisubharmonic functions
¢oo := limsup L¢mk
mk
is finite everywhere. Since ¢, is a metric on mkKx + B, ¢ is a metric on Kx
(B disappears in the limit!).

After taking the upper semicontinuous regularization we get a metric ¢ on Kx
with semipositive curvature current which is greater than or equal to ¢, every-
where. On X,

B = |u?*h

where h is a smooth positive function. Hence e¥ > e?> = |u|?/™ on X, so

/|W5W4Wg/|wm<m.
X[) XO

This completes the proof of the theorem. ([l
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