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1 PREFACE

1 Preface

These lecture notes give a brief introduction to the main ideas of numerical integration of stochastic
differential equations (SDEs) together with a basic background for SDEs. In preparation of the notes a
number of sources were used, mainly [44, 15, 49, 50, 54, 46]. The list of references has both sources used
for preparing the course and for further reading.

The prerequisites include good background in Calculus/Mathematical Analysis and basic knowledge
of Probability. Previous study of numerical integration of (deterministic) ODEs is helpful.

The notes should be viewed as the material accompanying the lectures — some of the material included
in the lecture notes will be skipped on lectures, while some places in the notes will be covered in more
depth on lectures. The last 1.5-2 lectures will use separate slides and will cover more advanced material,
mainly related to geometric integration of SDEs.
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2 PRELIMINARIES: REVISION OF PROBABILITY

2 Preliminaries: revision of Probability
This section contains a brief summary of some basics from the Probability theory.

Definition 2.1 Outcomes of an experiment w are called elementary events or sample points and
their collection ) is called the space of elementary events or the sample space.

Definition 2.2 Events are all subsets A C 2, for which under the condition of the experiment, one can
conclude that either ‘the outcome w € A’ or ‘the outcome w ¢ A’.

Definition 2.3 Let Q2 be a non-empty set and F be a collection of subsets of . We say that F is a
o-algebra provided that

1. Qe F;

2.if A, e F,n=1,2,..., then UA,, € F, NA, € F;

3. Ae F= AeF.

Definition 2.4 The space ) together with a o-algebra F of its subsets is a measurable space (2, F).

Definition 2.5 Let (2, F) be a measurable space. A probability measure P = P(A) is a function that
assigns a number in [0,1] to every set A € F and salisfies the following azioms:

1. P(Q)) =1;
2. (countable additivity) whenever Ay, Aa,... is a sequence of pairwise disjoint sets in F, then
P ([’j An> S P,
n=1 n=1
P(A) is called the probability of an event A.
We can now formulate Kolmogorov’s universally accepted axiomatic system.
Definition 2.6 An ordered triple (2, F, P), where

1. Q is a set of points w,
2. F is a o-algebra of subsets of 2 and

3. P is a probability measure on F,

is called a probabilistic model or a probability space. Here, ) is the sample space or space of
elementary events, the sets A in F are events and P(A) is the probability of the event A.

In what follows we will always assume that we are given a sufficiently rich probability space (Q, F, P).
2.1 Random variables
We now remind you about the definition of a random variable, its characteristics and properties.

We first need to recall what the Borel o-algebra is and consider the measurable space (R, B(R)).

Let A be the system of subsets of the real line R consisting of finite unions of disjoint intervals of the
form (a, b] together with the empty set :

Ac Aif A= U(ai,bi], n < 0.

i=1
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2.1 Random variables 2 PRELIMINARIES: REVISION OF PROBABILITY

Denote by B(R) the smallest o-algebra o(.A) containing A. It is called the Borel o-algebra of subsets
of the real line and its sets are called Borel sets. We have

> 1

(a,b):LJ(a,b—E]7 a < b;
n=1
ﬂaf—b a < b; {a}:ﬂ(af%,a].

Then the Borel o-algebra contains not only intervals of the form (a,b] but also points (singletons) {a}
and all sets of the following forms

(a‘7b)’ [a‘7b]7 [a’7b)7 (70031))7 (70071)}7 (CL’OO). (21)

We also note that we could construct the Borel o-algebra B(R) by starting with any of the six kinds of
intervals from (2.1) instead of (a, b].

Definition 2.7 A real-valued random variable ¢ = £(w) is a real-valued function on ) that is F-
measurable that means we require

{w:€(w)eB}eF (2.2)
for every B € B(R).

Note the importance of the condition (2.2): if a probability measure P is defined on (2, F), (2.2) then
makes sense to speak of the probability of the event {{ € B} since we know how to assign probabilities
to events from F.

Definition 2.8 Let a random variable £ be defined on (2, F) and consider a probability space (Q, F, P).
A probability measure Py on (R, B(R)) defined as

P:(B) = P{w:&(w) € B}, Be B(R),

is called the probability distribution of & on (R, B(R)).
The function
Fe(z) = P{w: {(w) <z}, z€R,

is called the distribution function of £.

Example 2.1 (Bernoulli distribution). Consider a random variable £ that takes values from X = {a, b},
a,be R, and

=P({w:£=a})=p, p2=PHw:£=0})=1-p,

where p € [0,1]. We call such & a Bernoulli random variable.
In the next definition we introduce a classification of random variables.
Definition 2.9 A random variable £ is called

e discrete if it takes values in a countable set X = {x1,x9,...};
o continuous if its distribution F¢ is continuous for v € R;

e absolutely continuous if there is a non-negative function p = p, (2), called its demsity, such that

Fe(x) = /z pe(2)dz, =€ R.

— 00
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2.2 Expectations 2 PRELIMINARIES: REVISION OF PROBABILITY

Example 2.2 The widely accepted (although simplistic) model for stock prices is that they at a fized time
T are log-normally distributed. Let & be a normally distributed (Gaussian) random variable with mean p
and variance 0%: & ~ N(u,0?), i.e. £ is a continuous random variable with the probability density

The log-normal assumption means that the log of the stock price St during a time period T' changes by &:
InSp =1InSy+ & (2.3)

or
ST = SO exp(ﬁ).

It is said that St has a log-normal distribution. Gaussian and log-normal random variables are examples
of absolute continuous random variables.

Definition 2.10 We call random variables 1,15, ...,n,, independent if any of the following holds:
1. For any n and any x1,To,...,T,: the joint distribution function

Fﬂu-..:”]n(xla ey T) = P(771 STy, S Tn)

=TI 2w < 2) = [ Fon (2);
k=1

k=1

2. In the case of absolutely continuous random variables defining the joint density

( - O"Fy, ..., (1, ..., 1p)
Pseeem \FL =0 T ) 2 0xy,...0z, ’

we get

n
p7717"'a7]n (1’17 e 7:'677') = H pnk (xk)
k=1

2.2 Expectations

In the discrete case, when the space (2 is discrete, expectation can be defined as

M
Ef(w) := Z{(wi)P(wi) (2.4)

and also for discrete random variables it can be computed as

L
BE =3 wPie(w) = wi). (2.5)
i=1
In the absolute continuous case we can define the expectation of £ via the Riemann integral as

E¢ = /_ zpe(x)dz

or more generally

Byl = | " g@)pe(a)d, (2.6)

— 00
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2.2 Expectations 2 PRELIMINARIES: REVISION OF PROBABILITY

where p, is the density of § and g(x) is a ‘good” function.

A generic definition of expectation is based on the Lebesgue integral, which we introduce below (see
also [49, 9, 50]). But we start with a reminder about the Riemann integral. Suppose f(z) is a continuous
function on a closed interval [a, b]. Let us partition this interval: a = 2o < 21 < -+ < z, = b and denote
the length of the longest subinterval in this partition by A, i.e. A = max;—, . n—1(%;+1 — 2;). For each
subinterval [z, 2;11], we set m; = minge(y, »,,,1f(7) and M; = max,e(s, »,,,] f(x). The lower Riemann
sum is

n
F,= Zmi(xi+l — ;)
i=1
and the upper Riemann sum is
n
Fn = Z Mi(mi-&-l — ZL‘Z)
i=1

As A goes to zero, both Riemann sums converge to the same limit, which we call the Riemann integral
and denote as fab f(z)dz. Unfortunately, we cannot use this construction for defining expectations because
random variables are functions of w € €, which is often not a subset of R unlike the case of function f(x)
with = € [a,b]. The sample space (2 is often an abstract space and there is no natural way to partition it
as we did with the interval [a, b]. But we can put ‘things upside down’: instead of partitioning the domain
of definition, partition the range of the function!

y= /() L b

N

.

| 455,
Gk 1 I
/]
a@a=TIq by T2 = b \ y;P(A;) / \ y?IP(AQ) /
Lower Riemann sum. Lower Lebesgue sum.

Figure 2.1: Riemann vs Lebesgue [Source: [50][Chapter 1] ].

Suppose 0 < £(w) < oo for all w € Q. Create a partition of the positive semiline: 0 = yg < y; < ya2 <
- with A = max;—¢,1.2... (yi+1 — ¥i). For each subinterval [y;,yi+1), we define the event

Ai={weQ: (W) € [y yir1)}-

Then we can define the lower (and analogously the upper) Lebesgue sum as!

As A goes to zero, this Lebesgue sum goes to a limit, which we call the Lebesgue integral and denote
as [, £(w)dP(w). Note that the limit can be infinite as we have not put any conditions on §(w). Figure 2.1
gives visual comparison of the definitions of Riemann and Lebesgue integrals.

I The requirement for random variables to be F-measurable is used here.
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2.2 Expectations 2 PRELIMINARIES: REVISION OF PROBABILITY

Further, we need to consider when the assumption 0 < £(w) < oo is violated. If the set of w on
which this condition is violated has zero probability, then the above definition does not change. If
P{lweQ:£(w) >0} =1but P{we Q:&(w) = oo} >0, then we define that [, £(w)dP(w) = oco.

Ok, we defined the Lebesgue integral for positive functions. Now let us extend its definition. If &(w)
takes both positive and negative values, we define its positive and negative parts as

€ (w) = max{¢(w),0} and ¢ (w) = max{—¢{(w), 0},

which are both nonnegative random variables and ¢(w) = £€1(w) — ¢~ (w) and [¢(w)| = €7 (w) +£& (w). For
both £*(w) and ¢~ (w), the above definition of the Lebesgue integral works and provided these integrals
are finite, we naturally define

/g YdP(w /§+ YdP(w /g w)dP(w

If both [, ¢t (w)dP(w) and Jo & (w)dP(w) are ﬁmte then [, {(w)dP(w) is finite and we say that &(w) is
integmble If [,¢"(w)dP(w) = oo and [, ¢ (w)dP(w) is finite, then we define [, {(w)dP(w) = oc.
If [(¢& (wdP(w) = oo and Jo €T (w)dP(w) is finite, then we define [, {(w)dP(w) = —oo. If both
Jo € (w)dP(w) and [, & (w)dP(w) are infinite then [, {(w)dP(w) is not defined.

Definition 2.11 Ezxpectation E(-) of a random variable £(w) on (Q,F, P) is defined as
Be(w) = | €wdP). (2.7)

We say that a random variable £(w) is integrable if E|{(w)| < oo.
The idea behind this definition is that we average values of &(w) over the sample space 2 with
appropriate weightings given by the probability P(w).

Example 2.3 If {(w) takes only finite (or countable) number of values {x1,...,x,} then

/ £(w)dP(w Zm P{¢ = 1;} (2.8)

which is obviously a very familiar formula to you! And in particular, if Q0 is finite (or countable) then

(cf (2.4) and (2.5)):

szP{f =ux;} = Z &(wi)P

wi; €N

Let us recall properties of expectations.

Properties of expectations?
Let € and 7 be integrable random variables and a and b be some real numbers. The following properties
hold:

1. Fa = a;
2. E(a§ +bn) = aE{+bEn (linearity);
3. If £ <, then E¢ < En (comparison);

4. If ¢ is a convex function on R, then p(E¢) < Ep(§) (Jensen’s inequality).

2See their proofs in, e.g., [49].
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2.3 Independence and conditional expectations2 PRELIMINARIES: REVISION OF PROBABILITY

Also, recall the definition of variance
Var§ = B¢ — (E¢)” = E (¢~ E€)”.

The abstract nature of Definition 2.11 is useful for the unifying theory and for establishing properties
of expectations. But computing Lebesgue integrals (2.7) over an abstract space {2 is too complex. In
practice, instead we, as a rule, rely on distributions and densities of random variables of our interest and
this way we switch from integrals over €2 to integrals over R. To this end, we use the probability measure
P: on (R, B(R)) induced by the random variable £ from Definition 2.8. From your previous study of
Probability, you know that most of the ‘interesting’ random variables have a density p(x) = p(), i.e. a
nonnegative Borel-measurable function p(x), « € R, such that (cf. Definition 2.9):

P¢(B) = /Bp(z)da: for any B € B(R).

The following proposition links integrals over 2 and over R (see its proof e.g. in [50, 49]).

Proposition 2.1 Let £(w) be a random wvariable on the probability space (Q, F, P) and f(x) be a Borel-
measurable function on R. Then

E|f(6)] = /R (@) |dPe(2).
If E|f(&)] < oo then
Ef(€) = /R F(2)dPe(x).

If in addition £(w) has a density p(x) then
Bf©) = [ f@pl)da, (29)

The relationship (2.9) obviously coincides with (2.6), which is the usual way how we compute expec-
tations of absolute continuous random variables.
We note that probability of an event is the expectation of the indicator function of this event, e.g. for
an event A € F:
P(A) =E(Ia(w)).

Remark 2.1 For a random variable & with E* < oo, the expectation m = EE is the unique constant
which gives the best estimate of £ in the mean-square sense, i.e. m attains the least mean-square error
E(¢ —m)? and hence is the best mean-square estimate among constants. In this context variance can be
interpreted as the mean-square error of estimation of a random variable by its mean.

2.3 Independence and conditional expectations

Earlier, in Definition 2.10, we recalled the meaning of independence of random variables. Let us introduce
a couple of related notions.

Let a random variable £(w) be defined on (£, F, P). The sets {w : £(w) € B} € F, B € B(R), form a
o-algebra generated by ¢ and denoted by o (&) or F¢.

Definition 2.12 Let (2, F, P) be a probability space and G1,Ga, . ..,G, be sub-o-algebras of F. We say
that the o-algebras G1,Ga, ...,G, are independent if for all A; € G, i=1,...,n:

P(A1 N Ay NN Ay) = P(A1)P(As) -+ P(Ay).

We say that a random variable & defined on (Q, F, P) is independent of a sub-c-algebra G of F if a
o-algebra o (&) generated by & and G are independent.
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2.3 Independence and conditional expectations2 PRELIMINARIES: REVISION OF PROBABILITY

We will also need a more complicated notion: conditional expectation.

Definition 2.13 Let £ be an integrable random variable defined on (2, F, P) and G be a sub-o-algebra
of F. The conditional expectation of & given G, denoted as E(£|G), is a random variable such that (i)
E(&|G) is G-measurable and (i) E(£|G) satisfies the partial averaging

/E§|Q )dP(w /f JAP(w) forall A€g.

It is always useful to have not only formal but also an intuitive understanding of definitions. In the
case of Definition 2.13 the informal prospective is as follows. The sub-g-algebra G plays here the role of a
‘partial world’: we are able to observe whether an event from G happened or not but we not see anything
beyond G. The property (i) corresponds to the interpretation that F(£|G) is the best estimate for £ given
information G, i.e. this random variable E(£|G) is determined by the information from G. The partial
averaging means that the conditional expectation F(£|G) and the random variable £ give the same value
when averaged over those parts of € that are sets in G. We can say that the conditional expectation
E(£]G) is the expectation of a random variable £ taken over events of those parts of {2 which are not in

g.

If £ and 7 are integrable random variables defined on (€, F, P), then the conditional expectation
E(&]n) is defined as
E(¢ln) = E(lo(n)), (2.10)

where o(n) is the minimal o-algebra generated by 1 (i.e., by events {w € Q: n(w) € B} for B € B(R)).
The following proposition takes place.

Proposition 2.2 Let & andn be integrable random variables defined on (2, F, P) and & be o(n)-measurable.
Then there exists a deterministic function g(x) such that

§=g(n).

Example 2.4 Consider the conditional expectation E(&|n) given by (2.10). By Definition 2.13, E(£|n)
is o(n)-measurable random variable. Then by Proposition 2.2 there is a function g(z) such that

E(&ln) = g(n). (2.11)

It can be proved (see, e.g., [49, 58, 50]) that conditional expectations have the following properties.
Assume that random variables £ and 1 defined on (2, F, P) are integrable and a, b € R are some constants.
Let G be a sub-o-algebra of F. Then

- B¢ = E(E(]9));
2. If Fo = {@,Q} is the trivial algebra, then E(&|Fy) = E¢.

—

3. If G, is a sub-o-algebra of sub-g-algebra G; C F (i.e., Go C G C F), then E(E(£|G1)|G2) = E(£|G2)
(iterated conditioning or tower property);

4. B(E|F) =¢
5. If £ and G are independent, then E(£|G) = E¢ (independence);

6. The conditional expectation F(£|G) can be interpreted as a prediction of ¢ given the information

g
7. If € is G-measurable, then E(£n|G) = EE(|G) (taking out what is known);
8. E(a& +n|G) = aE(£|G) +bE(n|G) (linearity);
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2.4 Two limit theorems 2 PRELIMINARIES: REVISION OF PROBABILITY

9. E(a|G) = a;

10. If £ <, E(¢|G) < E(n|G) (comparison);

11. If ¢ is a convex function on R, then ¢(E(£|G)) < E(p(£)|G) (conditional Jensen's inequality);
12. |E(£]G)| < E(|] 19)-

Further facts about conditional expectations are also useful.

Proposition 2.3 Let X;,...,X,, and Y1,...,Y,, be integrable random wvariables defined on (Q,F, P).
Let G be a sub-o-algebra of F and X1, ..., X, be G-measurable and Y1,...,Y,, be independent of G. For
a ‘good’ function f(x1,...,Tn,Y1,--,Ym), define a function

g(x1,.. . xn) = Ef(x1,. .. 20, Y1,..., V).
Then
E(f(X1,..., X0, Y1,....Y)|6) = g(X4,..., X,).

We note that conditional probability of an event is the conditional expectation of the indicator function
of this event, e.g. for an event A € F and o-algebra G C F:

P(A|G) =E(I4(w)|G). (2.12)

We can use properties of conditional expectations to compute them. The other possible way to
compute them is to move from integration over an abstract space ) in Definition 2.13 to integration over
R as we did in the case of usual expectations in the previous section. Suppose two random variables &
and 7 have a joint density pg, (7,y) (see Definition 2.10) then one can introduce the conditional density

pe(zIn =y) = W
and -
E[f(§,n)n=yl = /_ f(@,y)pe(zn = y)dz. (2.13)

Note that E[f(€,n)|n = y| is deterministic while E[f(&,n)|n] is random.

Remark 2.2 The conditional expectation E(E|n) is the mean-square optimal estimate of & obtained via
observations of 1.

In future we will also need the following notion.

Definition 2.14 Consider a probability space (2, F, P). Let Q e F and P(Q\Q) = 0. If a property holds
for allw € Q, we say that it holds almost everywhere (a.e.) or that it holds with probability 1 or almost
surely (a.s.).

2.4 Two limit theorems

Let us recall two limit theorems (Kolmogorov’s law of large numbers and Central Limit theorem), which
are needed for justifying the Monte Carlo technique in Section 8).

Theorem 2.1 (Kolmogorov’s strong law of large numbers (SLLN)) Let &1, &, ... be a sequence
of independent random numbers sampled from the same distribution, which has mean p. Introduce the
arithmetic average of the sequence up to the n** term:

1 n
S, = ﬁ;@.

Then S, — p as n — oo with probability 1, i.e. the arithmetical average of outcomes tends towards the
expectation with certainty.
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3 BROWNIAN MOTION (WIENER PROCESS)

You can find the proof of SLLN in, e.g. [49].

Theorem 2.2 (Central Limit Theorem (CLT)) Let ny,1m,,... be a sequence of independent identi-
cally distributed (i.i.d.) random variables under the probability measure P with finite mean m and finite
non-zero variance v? and let
Op:=n1+--+n,.
Then
0, —nm

0, = ——— (2.14)
ny?

converges in distribution to an N(0,1) random variable as n — oo, i.e. for any —o0 < a < b < oo

P(a < 0, < b) — ®(b) — &(a), (2.15)

where ®(x) is the normal distribution function given by

1 r 2
—o0

In a concise way, we can say that the distribution of 0,, tends to the normal distribution with zero
mean and unit variance when n goes to infinity. You can find the proof of CLT in, e.g. [49, 58]. We
denote convergence in distribution as

0, = 0

and here the random variable 6 ~ A (0,1).

3 Brownian Motion (Wiener Process)

In 1827 Scottish botanist Robert Brown reported that he observed an irregular motion of pollen grains
in water [5]*. Albert Einstein gave a mathematical explanation of this phenomenon [8]. A rigorous
mathematical construction of the random process known as Brownian motion or Wiener process was
done by Nobert Wiener [57]. The work was motivated by Physics. At the same time, as early as 1900,
Bachilier [1] proposed Brownian motion as a model for stock price behaviour.

Consider random variables on a probability space (Q, F, P). In market models, physical and biological
models and any other dynamic models, we usually deal with families of random variables depending on
a parameter (e.g., S, stock price at ¢ = t,, has n as a parameter).

Definition 3.1 Random function (,(w) is a family of random variables, depending on the parameter
t € T. When the set T is a subset of a real line R and the parameter t is interpreted as time, we say that
(;(w) is a random (stochastic) process (instead of a random function).

If T consists of integers, one often says that (,(w) is a random sequence or a discrete-time stochastic
process. If we fix the elementary event in (,(w) we obtain the non-random function {,(-) which is called
the trajectory or realisation of the random process. Note that if we fix ¢ then we obtain a random
variable.

3You can read a paper by Brian J. Ford on Brown’s experiment [10] and see its recreation at the website
http://www.sciences.demon.co.uk/wbbrowna.htm.
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3.1 Properties of the Wiener process 3 BROWNIAN MOTION (WIENER PROCESS)

Example 3.1 The stochastic process n,,, n =0,..., N, is a symmetric random walk under the measure
P ifn, =0 and n, = > i, (;, where the {; can take only the values {—1,1} and are i.i.d. random

variables under the measure P with 1

5"
This process is often motivated as a model of the gains from repeated plays of a fair game. For example,
suppose we play a game in which each play is equivalent to tossing a fair coin. If it comes up heads I pay
you L1, otherwise you pay me £1. For each n, the n,, is equal to my net gain after n plays. It is easy to
compute (please do these calculations yourself) that

P(¢; = 1)

Epn, =0 and Varpn, =n.

The random wvariables
Ann =Ny =My, M= 1723"'7

are called increments of the random walk. We see that An, = (, and thus the increments An,, are
independent under P. We say that this process is a process with independent increments.

Definition 3.2 Standard Wiener process W (t), t > 0, is a random process such that
1. W(0) =0;

2. Forany0 <ty <ty <---<ty, the increments W (t1)—W (to), W(t2) =W (t1),...,W(tn) =W (tn-1)
are independent;

3. The random variable W (t) — W(s), s < t, has the normal distribution with zero mean, E(W (t) —
W(s)) = 0, and variance Var(W(t) — W(s)) =t — s, i.e. the distribution function of this random
variable is such that

Pla <W(t)—W(s) <b) =

1 b 22
—— | exp|-— dz;
\/27T(t—3)/u p( 2(t5)>
4. The trajectories of W (t) are continuous.

There are different proofs for the existence of this mathematical object*. We will not consider them.

3.1 Properties of the Wiener process

From the second property in Definition 3.2 we see that, like the simple random walk, the Wiener process
is a process with independent increments. Consequently, the joint density of Wiener increments has the
form

Llyeeoyp) = —_— X - r
. : 1};[1 2m(ty — tk—1) P < 2ty — tr—1)
1 n z
k
n ex — — A
@M [Ty Vir — fot { ; 2ty — tr_1) }

The Wiener process also has the following properties.

1. EW() =0, EW(@®)]? =t;

2. Trajectories of W (t) are not differentiable (almost everywhere);

4See, e.g., Section 1.5 in [23].
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3.1 Properties of the Wiener process 3 BROWNIAN MOTION (WIENER PROCESS)

3. Quadratic variation. Let tg < --- <ty =T be an arbitrary discretization on an interval [to, T into
N parts and h := maxg (tx+1 — tx). Introduce the quadratic variation of the Wiener process:

N-1
O = > [Wter1) = W(t))*.
k=0
Then
EW, — (T —t0))> =0 as h— 0. (3.1)

The limit we have in (3.1) is called mean-square convergence and we say that ¥y, converges to T —tg
in the mean-square sense.

Example 3.2 We prove the second equality in Property 1:
EW@®))? =EW(t) -W(0)]? =t—-0=t
Exercise 3.1 Prove the first equality in Property 1.
Heuristic argument for justification of Property 2:
Define

o) = W hf)L 40}

Obviously, n,(t) ~ N(0,1/h). Hence 7, (t) cannot have a limit as h — 0 in any probabilistic sense.
Note that although the Wiener process is continuous everywhere, it is (with probability 1) differentiable
nowhere.

Example 3.3 (Hint for the proof of the property about quadratic variation). First, show that
N—1

Eﬁh =T - to and Var (ﬁh) =2 Z (tk+1 - tk)Q. (32)
k=0

Then
E('lgh — (T — to))2 = E(ﬁh — Eﬁh)2 =Var (ﬁh)
N-1

2 (ter1 —te)* — 0 as h— 0.
k=0

Exercise 3.2 Derive (3.2) and thus complete the above proof.

Remark 3.1 Let us pay attention that the quadratic variation property of the Wiener process is rather
unusual. For a smooth function, quadratic variation (i.e. sum of squares of increments) tends to zero as
h — 0 (Ezxercise. Check that this is right). For functions changing by some finite jumps, such a sum
tends to the sum of squares of jumps on the interval [to, T| and the limit does not depend on to, T in a
continuous manner (Ezercise. Check that this is right).

Remark 3.2 The convergence of the quadratic variation in the mean-square sense (8.1) (also called
Lo-convergence) does not imply that for almost all trajectories of the Wiener process the limit

N—-1
limn S (W (t4) = W (1)
k=0
exists. The mean-square convergence implies that there is a subsequence of partitions of the interval [to, T
along which the convergence to T — to is almost sure (i.e. for almost all trajectories or, in other words,
the convergence takes place for all trajectories except for a set of them having probability zero on which
the assertion might be not true). See further details in, e.g., [27, 56, 59].
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3.2 Filtration 3 BROWNIAN MOTION (WIENER PROCESS)

Corollary to Property 3. For almost all trajectories of the Wiener process W (t) the (first-order)
variation ZkN:_Ol |W (ti41) — W(tg)| is unbounded on any interval.

Proof. Let us consider a subsequence of partitions of the interval [tg, T'] for which limj, o ngv:_ol (W (tt1)—
W (t1)]? equals T — tq almost surely (see Remark 3.2). We have

N-1 N-1
(W (ts1) = W(tR)]* < max W (tea) = W (k)| x D W (trs1) = Wt (3.3)
k=0 k=0

Due to the continuity of W (t), maxy |[W (tg41) — W(tr)| — 0 as h — 0. The quadratic variation in the
left-hand side of (3.3) goes to the finite T'— ¢ty as h — 0 (see Property 3 of the Wiener process and
Remark 3.2). Then the variation Zg;ol |[W (tg4+1) — W(tx)| — oo as h — 0 which proves the corollary.

The consequence of this result is absolutely astonishing. Variation basically gives you the length of
the trajectory, therefore, a trajectory of the Wiener process has infinite length on any finite time interval!

Some other properties.
4. A trajectory of the Wiener process will eventually take any (whatever large or small) value.

5. At every scale a trajectory of the Wiener process looks the same. It is a fractal®.
A typical trajectory of the Wiener process is plotted in Fig. 3.1.

Exercise 3.3 Using the in-built function randn() for generating random numbers with standard normal
distribution in MatLab, simulate trajectories of the Wiener process. Plot the trajectories and zoom-in to
visualise the fractal nature of the Wiener process.

Thus we see that the Wiener process has rather unusual properties from the point of view of standard
Analysis. Between 1940 and 1950, Calculus based on the Wiener process arose. This Calculus we
often now call Ito Calculus and the theory of stochastic differential equations. This theory was created
independently by K. Ito (Japan) and LI. Gichman (USSR) during the Second World War. They continued
the study undertaken by S.N. Bernstein (USSR) and N. Wiener (USA).

3.2 Filtration

As usual, we assume that we have a probability space (2, F, P) which is sufficiently rich for our experi-
ment.

Definition 3.3 Filtration {F.}i>o is a set of o-algebras Fy such that Fs C Fy for s <t and Fy C F
for all t.

A natural filtration {F;{X};>0 associated with a stochastic process X () encodes the information gener-
ated by this process on the interval [0, ¢]. We say that an event A € F;X if, having observed the trajectory
X(s) for s € [0,t], we can answer the question of whether or not A has occurred. Obviously, more than
one process can be associated with the same filtration.

Example 3.4 The natural filtration F; of the Wiener process W (t) is a o-algebra generated by all W (s),
0 < s <t. The increments W (t') — W(t), t' > t, are independent of F;. Not that the random variable
W (t') with t' > t is not independent of Fy (explain why).

Definition 3.4 We say that a stochastic process X (t) is adapted to the filtration {Fi}i>0 if X () is
measurable with respect to F; for allt > 0.

5A geometric pattern that is repeated at even smaller scales to produce irregular shapes and surfaces that cannot be
represented by classical Geometry.
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Figure 3.1: A typical trajectory of the Wiener process.

Example 3.5 The process Y (t) := maxo<s<; W(s) is adapted to the filtration {F}¥ };>0 generated by the
Wiener process W (t), whereas the process Z(t) := W2(t + 1) — W2(t) is not adapted to {F}¥ }i>o.

Example 3.6 Let W(t) be a standard Wiener process with the natural filtration F;. The stochastic
process defined by
S(t) = Spet W ¢ > 0, (3.4)

is called geometric Brownian motion (GBM). Here Sy > 0, p, and 0 > 0 are some constants.
Obviously, F; is the natural filtration for S(t) as well. Geometric Brownian motion is the basic reference
model for stock prices in continuous time. In particular, it is the model underlying the Black—Scholes—
Merton pricing theory.

Exercise 3.4 Continuing Exercise 3.3, plot trajectories of GBM in MatLab.

Definition 3.5 The quadruple (2, F,{Fi}+>0, P) is called o filtered probability space.

Definition 3.6 Let X (t) and Y (t), t € [to, T, be two real-valued stochastic processes defined on a prob-

ability space (Q,F,P). We say that they are independent if the events {(X(t1), ..., X(t,)) € A}

and {(Y(s1), ..., Y (sm)) € B} are independent for all n, m, all times (t1, ...,tn) € [to,T]™ and (s1,
.y Sm) € [to, T|™ and all sets A € B(R™) and B € B(R™).

Example 3.7 In future we will often consider a number of independent standard Wiener processes.
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3.3 Markov processes 4 SIMPLISTIC INTRODUCTION TO ITO CALCULUS

3.3 Markov processes

Most of stochastic models used in Financial Mathematics, in molecular dynamics and other applications
are Markovian, i.e. their solution is a Markov process. In this section we introduce this important notion.

On the physical level of rigour, one can define the Markov property of a stochastic process ((t) is that
the future behaviour of ((t) after time ¢ depends only on its value at the time ¢ and does not depend on
its history before the time ¢. In other words, a Markov process has no memory: the future depends on
the past through the present. The models (random walks, Wiener process, GBM) are Markovian. Now
the mathematical definition®.

Definition 3.7 Let ((t) be a stochastic process defined on a filtered probability space (Q, F,{F:}, P). The
process ((t) satisfies the Markov property if, for any bounded Borel-measurable function f and for any
time moments s and t with s <t, the following relationship holds:

E(f(C@)IFs) = E(F(C()IC(s)). (3-5)

It follows from this definition (see also Example 2.4) that if {(¢) is Markovian, then for every bounded
Borel-measurable function f(z) there is another function g(z) (depending on s and f) such that

E(f ()| Fs) = 9(¢(s))-
Instead of f(z) and g(z), we can write f(¢,2) and f(s,z) and thus
E(f(1,C()1Fs) = f(s,¢(s))- (3.6)

Example 3.8 Let us prove that a standard Wiener process W (t) defined on (Q, F,{F;}, P) is Markovian.
Take an arbitrary bounded Borel-measurable function f(x) and form a function h(x,y) := f(x+y). Then
f(@) = h(x —y,y) and we can write for any time moments s and t with s <t :

E(f(W($)|Fs) = E(h(W(t) — W(s), W(s))|Fs)-
Since W (s) is Fs-measurable and W (t) — W(s) is independent of Fs, we get by Proposition 2.3:
E(h(W(t) — W (s), W(s))|F5) = g(W(s))
for some function g(x), which proves that W (t) is Markovian.

If (t) is a Markov process then we have for A € R :

Pty € AF) P BT penw)Fs) (3.7)
B mea@lC(s)PEPCt) € Alc(s)) = Pls,C(s);t, A) as.,

where P(s,x;t,y) is called the Markov transition function.

4 Simplistic Introduction to Ito Calculus

Let us start with a simple example. Consider a bank account, for which we use the model
B(t) = Boe™, (4.1)

where r > 0 is a constant interest rate. Equivalently, we can say that B(t) is the solution of the following
initial value problem for the ordinary differential equation (ODE):

B=rB, B(0)= By, (4.2)

6A more traditional definition of the Markov property is via transition probabilities. If it is defined via transition
probabilities then the definition below is a property.
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or

dB =rBdt, B(0) = By,
or in the integral form

B(t) = By +/0 rB(s)ds.

In real life interest rates are not constant and (4.2) can be generalised by substituting the constant r with
a short rate depending on time 7(¢) and possibly on randomness r(t) = r(¢,w) and some other variables:

B =r(t)B, B(0)= By. (4.3)

Now let us try to answer the question: what kind of differential equation can we write for geometric
Brownian motion

S(t) = SpetttoW b (4.4)

Take a ‘nice’ (smooth) function g(t,z) of two independent (‘dummy’) variables. Due to the Taylor
theorem, we have

dg dg 1 0%
atAt—i—a Az +28 5

If in (4.5) we substitute a smooth function z(t) instead of the dummy variable z and Az = z(t+At)—x(t),
the last term of the right-hand side of (4.5) is of order’” O((At)?) and the omitted terms in (4.5) are of
order O((At)?) or higher. Then, as At — 0, we get the differential®

dg dg
En —=dt + b

gt + At,x + Azx) — g(t,x) = (Az)? + - (4.5)

dg = ——dx

or

dg 0Ogdx
dt (t2(t)) = ot " oz dt’
which is just the chain rule.
Let
g(t, ) = Spet' o, (4.6)

Then we can write S(t) = g(¢t, W (t)) and obtain

g(t+ At, W(t + At)) — g(t, W(t)) (4.7)
g dg 10%g
=5 —ZAt + c’?x(W(t + At) —W(t) + 5@(W(t + At - W) +---

We know (see Definition 3.2) that
E[W(t+ At) — W (t)]* = At.

Hence, the last term on the right-hand side of (4.7) is, in fact, of order At and we cannot ignore it, i.e.
we cannot ignore the term containing the second derivative as we did above in the case of a smooth z(t).
Taking this into account and assuming that we can do the transition in (4.7) as At — 0 rigorously, the
differential equation governing Sy = g(t, W;) will take the form

9
ot

(t, W(t))dt + @(t, W (t))dW (t) + %%

as = %

(t, W (£))dt. (4.8)

"Please check.
8The differential of a function is the principal (linear) part in the increment of a function.
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Due to (4.6), we have

0
a%l = Soue!"™ 7" = pg,

329 2

g t+ox
= Spoet =09, —= =o0"g.
0 g 81‘2 g

99
ox

Thus, we heuristically get the stochastic differential equation (SDE) for geometric Brownian motion:

2
dS = (u+ %)Sdt + oSAW (t), 5(0) = So, (4.9)
or S 9
‘fl—t = (u+ T)S + aSW(t), 5(0) = So. (4.10)

However, we still have a major problem here: how to interpret dW (t) given that W (t) is a ‘bad’ function
(it is not differentiable, its variation is unbounded). Due to this, (4.9) actually has no sense in the form it
is written®. It is just a formal writing of a mathematical object. There are at least two ways to interpret
it. One is simple but less productive, the other is more productive but less simple.

The first way
Consider an ODE:

T = g(t,l‘), :C(O) = To,
and forget that you know what derivative is and what the definition of this object is based on the notion

of derivatives for the moment. Then we can view this ODE as a limiting object of the (well-defined)
difference equation (the Euler method'?):

Tpt1 = Tk + 09(tr, k)

with a discretization step § = T/N of the time interval [0, 7] with 0 = tp < t1 < -+ < ty = T. If the
limit of xj, exists when § — 0, we can say that the ODE is such an object for which solution z(t) is the
obtained limit.

We can do something similar with the stochastic differential equation (4.9) — we can view it as a limit
of one or another discrete scheme, e.g., of the (weak) Euler method:

2
Skt = S+ (1 + T)Sk8 + oSV 1, (4.11)

where ¢, are i.i.d. with P(§, = £1) = 1/2 or we can take §; as i.i.d. Gaussian random variables with
zero mean and unit variance (this may ensure a stronger convergence). The scheme (4.11) converges in
some sense to a continuous process S(t) which can be viewed as a solution of (4.9). This approach can
be justified rigorously (it was first considered by S.N. Bernstein in the 1930s [3]).

The second way
This is more complicated. It is based on Stochastic Calculus. Due to this, a rigorous sense may be given
to (4.9) if we re-write it in the integral form:

2

S(t) = So —l—/o (n+ %)S(s)ds—l—/o aS(s)dW (s). (4.12)

Then, the equation (4.9) is used as the symbolic writing of (4.12). The first integral in (4.12) is just
a usual Riemann integral because S(s) is continuous. However, the second integral requires a rigorous

mathematical interpretation. It is the so-called Ito stochastic integral. It was introduced by K. Ito
[22].

9More precisely, it is so if we look at it from the position of standard Analysis. The modern theory of white noise (see,
e.g., [20] and references therein) gives a rigorous interpretation to (4.10).
10Gee, e.g., [6].
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4.1 Ito Integral and SDEs

To complete the definition of (4.12), we need to give the meaning to an expression such that fOT h(t)dW (t),
where h(t) = h(t,w) is Fi-measurable function for all £ > 0.

Example 4.1 How to give the meaning to the integrals fOT W (t)dW (t) or fOT S(t)dW (t)?

Assume for a moment that W (¢) is differentiable. Then, obviously

dW(t) = W(t)dt, W(0) =0,
and for ‘good’ functions h
T T )
/ h(t)dW (t) :/ h(t)W (t)dt,
0 0

where the integral on the right would be a well-defined Riemann integral. However, W (¢) is not differen-
tiable as we know. If variation of W (t) would be bounded, this integral can be interpreted as the Stieltjes
(Riemann-Stieltjes) integral'!. However, variation of W (t) is unbounded. So, we need to do something
else.

Let h(t) be a continuous stochastic process adapted to F; such that

T
/ Elh(t)]2dt < oo,
0

Then the Ito stochastic integral is defined as the mean-square limit:
T N-1
| bW = tim 3 he) x (¥ (tis) - W(e) (4.13)
0 7 iso
where 0 = tg < t; < --- < ty = T is a discretization of the time interval [0, T)], ¢ := max;(¢;+1 — t;) and
L.i.m. means the limit in the mean-square sense, i.e.
N-1

/T REAW () = 3 h(ts) x (W(tir) = W(t))| —0 as§—0. (4.14)
0

=0

E

Remark 4.1 Ito integral exists for any continuous, bounded (and some unbounded) h(t) (see a proof in,
e.q., [56, 27, 30, 59)).

Remark 4.2 It is essential that h(t;) in (4.13) must always be evaluated at the left point, in contrast to
the Riemann—Stieltjes integral (see Footnote 11) which does not depend on the point t € [t;,t;11] at which
h is evaluated. If we allow h(t) to be evaluated at a different point in (4.13), the limit will be different
and we will get another type of stochastic integral (see also Exercise 4.2 and Remark 4.4). This is again
unusual from the point of view of standard Analysis and is a consequence of, in particular, unbounded
variation of the Wiener process.

Exercise 4.1 Using the definition of the Ito integral show that
W2(T) T

2 2°

T
/ W ()dW (1) =
0

This is not what one would predict from the classical integration theory. The extra term —T /2 arises due
to the fact that the quadratic variation of the Wiener process is not zero.

' The Riemann-Stieltjes integral of a continuous function g(t) with respect to a function f(z) of bounded variation on
[0,T] is defined as

where s is an arbitrary point in the interval [t;,t;11].
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Exercise 4.2 Compute l.i.m.,_g Ziligl W (tiv1)(W(tie1) — W(t;)) and compare with the answer from
Ezercise 4.1 (also compare with Remarks 4.2 and 4.4).

Properties of Ito integral
T

1. E[ ht)dw(t) = 0;

/ Th(t)dW(t)] _ / " iR,

Proofs of these properties can be found, e.g., in [30, 59].

2. E

Exercise 4.3 Let W(t) be a standard Wiener process. Compute
¢ t
E/ W?2(s)dW (s) and E/ W2 (s)ds.
0 0

Remark 4.3 If h(t) does have a continuous first derivative (note that the integrands in Example 4.1 are
not differentiable), then, e.g.,

N-1
l-}jig- . h(t:) x (W (tit1) — W(t:)) (4.15)
-
= Lim. ) h(tie) X (W(tiva) = W(t))
i=0

or, more precisely, the definition of the stochastic integral in this case does not depend on the point
t € [ti, tiy1] at which h is evaluated (cf. Footnote 11). Further, one can show that for differentiable h(t):

T T
/ h(t)dW (t) = h(T)dW (T) —/ W (t)h'(t)dt. (4.16)
0 0
Exercise 4.4 (i) Show that (4.15) is true. (ii) Show that (4.16) is true.

Based on the definition of the Ito integral, we can now properly define SDE. Assume that a(¢,z) and
b(t, z) have some good analytical properties. The solution of the stochastic differential equation

dX = b(t, X)dt + o(t, X)dW (), X(t) =z, (4.17)

is a stochastic process X (t) such that for every ¢ the random variable X (¢) is measurable with respect to
F: and X (t) satisfies the integral equation

X(t) =2+ /t b(s, X, o (s))ds + / o (5, Xoy o (5))dW (s), (4.18)

to

where the first integral is a Riemann integral and the second one — an Ito integral. A proof of the existence
and uniqueness of solutions of SDEs under some assumptions on the functions b(t,z) and o(¢,z) can be
found in, e.g., [27, 56, 18, 30, 59]. The notation X, ,(s) means that X (ty) = .

We can analogously introduce multidimensional Ito SDEs:

dX = b(t, X)dt + Zq:ar(t,X)dWT(t), X(to) = =, (4.19)

r=1
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where b(t,z) and o,.(t,z), r = 1,...,q, are ‘good’ d-dimensional vector-functions and W,.(¢), r = 1,...,q,
are independent standard Wiener processes on the filtered probability space (2, F, P,{F;}), and it is
again understood in the integral form

Xiyot) =3+ /t (s, Xiy a(s)ds + 3 / 01(5, X1y o ()W (5), (4.20)

r=1"to

where the first integral is a (component-wise) Riemann integral and the integrals in the last term are
(component-wise) Ito integrals.

Property. The solution X, .(t) of the SDE (4.19) is a Markovian process.
A proof of this property can be found e.g. in [56, 60].

Remark 4.4 (Ito vs Stratonovich). We discussed already (see Exercises 4.1 and 4.2 and Remark 4.2)
that a definition of stochastic integral depends on the points at which the integrand is evaluated in the
approximate sum. In applications we normally use two interpretations of stochastic integrals and, conse-
quently, of SDEs. They are Ito and Stratonovich interpretations:

Ito:

5—>

/ b(t, X (1))dW (1) = Li.m Nzlbth X (W (tis1) = W(L.)),

Stratonovich:

5—> 2

N—-1
/th 1) o dW (t) = Li.m Zb( +X(‘+1)>(W(ti+1)—W(ti)).

1=

In Financial Mathematics one uses the Ito interpretation. Stratonovich interpretation is often used in
applications from physics and also within stochastic geometry.

T
Exercise 4.5 Using the definition of Stratonovich integral, compute [ W (t) o dW (t).
0

The relationship between Ito and Stratonovich SDEs. Consider the Ito SDEs (4.19). It can
be re-written as the SDE in the sense of Stratonovich as

1 do, 1
X = ( 5; (t, X)o,(t, X) ) dt—i—;ar(t,X) o dW,(t). (4.21)

Here 0o, /0x is the matrix with entry do’/0x7 at the intersection of the i-th row and j-th column.
Obviously, if we are given an SDE in the sense of Stratonovich, we can re-write it in the Ito sense. Note
that in the case of SDEs with additive noise (i.e., o,.(t,) = o,(t,), r = 1,...,q) Ito and Stratonovich
interpretations coincide.

4.2 Examples of SDEs

The first set of examples are from Financial Engineering:
e Geometric Brownian motion (see e.g. [4, 24, 50, 54]):
S = pSdt + o SdW. (4.22)
e Orstein-Uhlenbeck process/Vasicek model (see e.g. [4, 24, 50]):

dr = ab—r]dt+odW®, r(0) = ro. (4.23)
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Cox-Ingersoll-Ross (CIR) model (see e.g. [4, 24, 50]):
dr = ab—7r|dt 4+ o/rdW?, 7(0) =79 >0, (4.24)
e Heston stochastic volatility model [19]:

ds
dv

wSdt + /vSdW (t), (4.25)
k(0 — v)dt + oo (del(t) V1o p2dW2(t)) .

SABR stochastic volatility model [17]:

()Fﬁ(pdw1 1)+ /1— p2dWs(t) )

OéO'dWl (t)

dF
do

LIBOR market model: the LIBOR rates L(¢,T;-1), 1 <4 <n, 0 <t <T;_1 AT} satisfy the SDEs
(see e.g. [4, 50)):
Z st o (t, T dt + dW (1), i < k,
dL(t,T;—1) = L(t, Ti_1)o " (t, Ti_1) dWTe(t), =k, : (4.26)
z st o (T dt + dW T (), i > k.

The second set of examples are from molecular dynamics:
e Langevin equations (see e.g. [26, 25]):

iR = Pa RO)=r, (4.27)
m

D)
P = VU(R)dt—det—H/%dw(t), P(0)=p, j=1,...,n

e Stochastic gradient system:
2
dR = -VU(R)dt + \/;dw(t)7 R(0) =r. (4.28)

SDEs are also used in Bayesian statistics, population dynamics, chemical reactions, engineering ap-
plications, economics and so on.

4.3 Ito Formula

In this section we consider the Ito formula which is one of the most important results in Stochastic
Calculus. We give here its heuristic justification. Its rigorous proof can be found in, e.g., [27, 56, 30, 59].

First, we recall (see also the beginning of Section 4) that if g(¢,x), € R, is a smooth deterministic
function and X (t) is a solution of the ODE

dX = b(t, X (t))dt,
then the differential of g(¢, X (t)) is found as

‘;9 (6, X (1)) + b(t, X(0) 22, x (1)) . (4.29)

dg(t, X(1)) = o
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Consider the (one-dimensional) SDE
dX = b(t, X)dt + o(t, X)dW (1), X(to) = z. (4.30)

Let us find a formula for g(¢, X (¢)) with X (¢) from (4.30) analogous to (4.29).
Following the Taylor theorem, we formally have (see also (4.5) and (4.7)):

dg(t, X (t)) = %(t X)dt + %(t X)dX (4.31)
+ %%(7& X) x (dX)* +

gg (t, X)dt + %(t X) b(t, X)dt + gg (t, X) o(t, X)dW ()
F 2000, x) o2 X) @)+

where the omitted terms contain factors of the form (dW)3, (dW)32dt, (dt)?, (dt)?>dW, etc. Mean-square
orders of smallness of all these terms are higher than dt. We already know that E[dW (t)]> = dt and that
the last term in (4.31) cannot be omitted: it becomes, after integration,

82
3 (s X) 0?(s, X)ds.
to a
Finally, integrating (4.31), we obtain (we assume here that we can do the transition rigorously):
" Tog dg
9 X(0) — glto,2) = [ |22, X(5)) + b5, X(9) 52 (5 X(5)) (432)

(SaX( ) 99
+f@(s,X(s)) ds

+ [ ots, X G5, X () aw ()

or in the form of differentials

dalt, X(0) = | (6. X(0) + (e, X(0) 220, X(0) (1.33)
$ I BXE) ; ())g (t, X (1)) | dt

ol X () 92 1, X (1)) AW (1),

which is the Ito formula. It is also known as the formula of the change of variables in the stochastic
integral.

Example 4.2 Let g(z) = 22 and S(t) be a solution of (4.12). Find the SDE for £(t) := g(S(t)) and then
compute ES?(t).

Answer. Applying the Ito formula, we obtain
dg(s(e) = [+ 10 2 (500 + T 5202 (5|
+ aS(t)%(S(t)) dW (t)
=2[p+0?] S*(t)dt + 205> (t) dW (t),
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i.e.
dé =2 [p+ o?] &dt + 206dW (t), £(0) = S*(0).

Formally taking expectations from the left and right hand sides of the above equation and taking into
account that the expectation of the Ito integral is zero, we obtain

dE¢ =2 [p+ o?| Bé&dt, E&(0) = S2(0).

Hence
EE(t) = £(0) exp(2 [+ 0] 1),
- ES*(t) = 52(0) exp(2 [ + 0?] ¢).

Exercise 4.6 Let S(t) be from (4.22). Find an SDE for In S(t) and then solve (4.22).
Exercise 4.7 Solve (4.23) using the integrating factor method.

Exercise 4.8 Using the Ito formula, show that

/Otde( / W(s

(here W (s) is a standard Wiener process).

Exercise 4.9 Let g,(x) = x™, where n is a positive integer, and let W (t) be a standard Wiener process.
Using the Ito formula, derive the equation for €™ (t) := g (W (t)) and compute EW?™(t).

Let us now introduce the multidimensional Ito formula. Introduce the two operators associated with
the SDEs (4.19):

2

d
Lu(t,z) : = %u(tw) + %Z Z 03018 9 )+ Zb‘—u (t,x) (4.34)

Let f(t,x) be a smooth ‘good’ function. Then we can write the multidimensional Ito (change of variables)
formula in the form:

df (6, X)) = Lf(t, X (¢ dt+ZA ft, X(t)dW,.(t) (4.35)
or in the integral form
Pt Xo () = £(to,2) + / Lf(s,X) ds+Z A (5, X (5))dW, (5). (4.36)
r=1

A justification (not proof!) of the multidimensional Ito formula can be found in [50] and a proof in [56].

Let u(t, z) be a (classical) solution of the Cauchy (initial-value) problem for the linear parabolic partial
differential equation (PDE) associated with the SDE (4.19):

Lu = 0, t<T, z€R (4.37)
uw(T,z) = f(z), € R (4.38)

Note that the equation (4.37) is written with negative direction of time and (4.38) is actually the terminal
condition. This PDE associated with the SDEs (4.19) is usually called the backward Kolmogorov equation.
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Example 4.3 (Feynman-Kac formula) Let us apply the Ito formula to u(t, Xy, »(t)), where u(t, z) is
the solution of (4.37)-(4.38) and X (t) is the solution of (4.19). We obtain

q t

u(t, Xig,2(t)) = ulto, x) + / Lu(s, X)ds + Z Aru(s, X (8))dW,.(s). (4.39)

to r=1 to

Taking expectation of the left and right hand sides of (4.39), using properties of Ito integrals and (4.37),
we get
u(to, ) = Eu(t, Xy, 2(1)).

Then using (4.38), we arrive at
u(t071') = EU(T, Xto,I(T)) = Ef(XtOJ?(T))

Thus, we have obtained the probabilistic representation of the solution to the problem (4.87)-(4.38) (the
famous Feynman-Kac formula):
u(to, z) = Ef(Xy,,2(T)), (4.40)

where Xy, +(t), t > to, is the solution of (4.19).

Exercise 4.10 Consider the Cauchy problem

Lu+c(t,z)u = 0, t<T, xR (4.41)
wT,z) = f(z), z € R. (4.42)

Using the Ito formula, show that its solution has the following probabilistic representation
uto,x) = B [f(Xega (1) Yo (1) (4.43)
where Xy, +(t), t > to, is the solution of (4.19) and the scalar Yz, 4., (t), t > to, satisfies the equation

dY = c(t, X)Ydt, Y(to) = y. (4.44)

Remark 4.5 We can analogously derive probabilistic representations for boundary value problems (Dirich-
let and with some extra effort - Neumann) and also for linear elliptic PDEs [11, 56] (and also [44]).

Example 4.4 Since Xy, ,(t) is a Markovian process, we have for to <t < T :

E(f(Xtg.(T)IF2) = E(f (Xt0,2(T)[Xt,2(1) = E(f (Xt x,0.00) (T Xy, (1)) = ult, Xig 2 (t))-

Thus
E(f(Xt,2(T))|Fe) = ult, Xio,2(t)), (4.45)

where X (t) is the solution of (4.19) and u(t,x) is the solution of (4.37)-(4.38).
Exercise 4.11 Consider the Cauchy problem for partial differential equation
ou 107
ot = 2022
u(l,z) =2, z€R,

cu=0, t€l0,1), z €R,

where ¢ is some constant. Using a probabilistic representation for this problem, find the solution u(t,x).
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5 Stochastic numerics — initial thoughts

In this section we have preliminary discussion about numerical methods for SDEs. One can consider
this topic as a generalisation of numerical schemes for (deterministic) ordinary differential equations. Of
course, the SDE case is more complicated. Dependence of X (t) = X (f;w) on w (“randomness”) raises
the question how to measure closeness between the exact solution and its approximation. As we will see,
this can be done in various ways and the answer on this question largely depends on the question what
you would like to compute. Another problem we face here in comparison with deterministic ODEs is that
trajectories X (t) are not differentiable. In the deterministic numerical analysis we rely on smoothness
of ODEs solution to prove a convergence order of a numerical scheme. Consequently, the deterministic
numerical analysis results are no longer applicable here though many ideas from it are certainly very
useful for the stochastic case.

Before we proceed to the stochastic case, you might wish to do a ‘deterministic’ exercise.

Exercise 5.1 Consider the ODE
= b(t,fl?), m(tO) = Zo-

The simplest numerical method for solving ODFEs is the Fuler method:
Tp41 = T + b(tg, x )b, (5.1)

where h > 0 is a discretization time step of an interval [to, T] and h = (T —to)/N. Show that this method
has second order of accuracy on a single step, i.e. that

lz1 — 2(t + h)| < KRh?,
for some constant K > 0 independent of h.
Note that the global error of the Euler method (5.1) is of first order:
|zg —z(ty)| < Kh, k=1,...,N,
for some constant K > 0 independent of h.

Consider the system of Ito SDEs:

dX = b(t, X)dt + Zq:ar(t,X)dWr(t), X(ty) = z. (5.2)

r=1

The simplest approximate method for solving (5.2) is Fuler’s method:

q
Xiy1 = X + ZJTkAkwr(h) + brh, (5.3)

r=1

where Agw,(h) = wy(tg+1) — wr(tr), and the index k at o, and b indicates that these functions are
evaluated at the point (tx, Xj). We see that (5.3) is a natural generalisation of the Euler method (5.1)
for ODEs to the stochastic case.

Under some conditions on the functions b(¢, z) and o,.(¢, z) G. Marujama [34] showed the mean-square
convergence of this method, while I.I. Gichman and A.V. Skorokhod [12] proved that the order of accuracy
of Euler’s method is 1/2, i.e.,

(B(X (t) — Xp)>)Y2 < CRY/?, (5.4)

where C' is a constant not depending on k and h.
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In order to realise the Euler method on a computer, we observe that (i) increments Agw,(h) of Wiener
process are independent; (ii) Apw,(h) are Gaussian random variables ~ N(0, h); (iii) Gaussian random
variables have the following scaling property:

Aw,(h) = VhE (5.5)
where &, ~ N(0,1).
Exercise 5.2 Show that (5.5) is true.
Then we can re-write the Euler scheme as the following algorithm:
Xy = =, (5.6)

q
X1 = Xp+ \/EZ ork€pp + bk,

r=1

where &, are i.i.d random variables ~ A/(0,1).

6 Mean-square approximation

In this section we consider stronger type of convergence of numerical schemes for SDEs, namely mean-
square convergence and a.s. convergence.

Let (X (t),F:), to < t < T, be a solution of the system (5.2) with F|X (¢0)|> < oo. The one-step
approximation Xy »(t+h), tg <t < t+h < T, depends on z, t, h, and {wy (0) —w1 (t), ..., we(0)—wy(t), t <
0 <t+ h} and is defined as follows:

Xip(t+h)=a+ Alt,z, hyw(0) —w;i(t), i=1,...,q, t <O <t+h). (6.1)

Using the one-step approximation, we recurrently construct the approximations ()_(k,}}k), k =
0,... ., N, tgy1 —tk = hgyr, Tn =T

Xo = Xo = X(to), Xpt1 =Xy, x, (tet1) (6.2)
= X + A(te, Xi, b1, w;(0) —wi(tr), 1 =1,...,q, tr <0 <tpiq).

We will use the following notation. An approximation of X(t;) will be denoted by X(ty), X, or
simply by Xj. By X x(ti), ti > tg, we denote an approximation of the solution at step i such that
X = X. Clearly, - - -

Xpy1 = thng (tk‘f‘l) = Xto,f(o (tk-‘rl)'

Everywhere below we put Xy = X (to). For simplicity, we assume that t,1 —t;, = h = (T —to)/N.
Definition 6.1 If for a method for (5.2) we have the error estimate

(E(X(ty) — Xp)HY2 < ChP, (6.3)
then we say that the mean-square order of accuracy of the method is p.

The Euler method (5.3) is an example of mean-square methods. In the case of general SDEs (5.2) it
converges with mean-square p = 1/2 as we previously already mentioned.
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6.1 Fundamental theorem on mean-square convergence

In the deterministic numerical analysis, if the local order of ODE one-step approximation is equal to p+1
then the corresponding numerical method has the global order p (see e.g. [6]). In this section we look at
a similar result in the case of mean-square approximations of SDEs.

Assume that the functions b(¢, z) and o,.(t, ) are defined and continuous for t € [to, T], z € R%, and
satisfy the following globally Lipschitz condition: for all t € [tg, T], z € R, y € R? there is an inequality

b(t,2) = b(t,y)| + Y lov(t,2) = or(t,y)] < K|z —y|. (6.4)

r=1

Here and below we denote by |z| the Euclidean norm of the vector « and by Ty or by (z,y) the scalar
(inner) product of two vectors x and y.
The following theorem was proved in [39] (see also [40] and [44, Chapter 1]).

Theorem 6.1 Suppose the one-step approximation Xtr(t + h) has order of accuracy p1 for expectation
of the deviation and order of accuracy ps for the mean-square deviation; more precisely, for arbitrary
to <t <T —h, z€R? the following inequalities hold:

|E(X;o(t+h) — X; o (t+R))| < K1+ |z[?)Y/2hP (6.5)
[B1Xa(t+h) — Xoat+0)2)? < K1+ |22) /20 . (6.6)
Also let
1 1
p22§;]912p2+§. (6.7)

Then for any N and k =0,1,..., N the following inequality holds:

/

> 1/2 _
(B Xt0,50 (1) = i, x0 (8)F] 77 < K(1+ B|Xo[*)!/2hP=71/2, (6.8)

i.e., the order of accuracy of the method constructed using the one-step approzimation Xy .(t + h) is
p=ps—1/2.

We note that all the constants K mentioned above, as well as the ones that will appear in the sequel,
depend on the system (5.2) and the approximation (6.1) only and do not depend on Xy and N.

Remark 6.1 Often the notion of strong order of accuracy is used (see, e.g., [29]): if for some method
E|X(ty) — Xi| < Kh?,

where K is a positive constant independent of k and h, then we say that the strong order of accuracy of
the method is equal to p. Clearly, if the mean-square order of a method is p, then the method has the same
strong order.

Let us prove the fundamental theorem.

Lemma 6.1 There is a representation

Xio(t+h) = Xeyt+h)=o—y+2 (6.9)

for which
E|Xeu(t+h) = Xey(t+ D) < |z -y’ (1 + Kh), (6.10)
EZ? < K|z —y|*h. (6.11)
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Proof. Ito’s formula implies that for 0 < 6 < h :

BlXpo(t +0) = Xey(t+ ) = |z — yI?

t+6
+2E/t (Xt0(s) = Xiy ()" (als, Xz (s)) — als, Xiy(s)))ds

t+6 4
+E/t D lor(s, Xials)) = on(s, X y(s))Pds.

=1

It follows from here and (6.4) that
t+6
ElXio(t+0) — Xoy(t+0)° < |z—y[*+ K/ E|X14(s) — Xu,y(s)*ds. (6.12)
t

In turn, this implies
E| Xy 2(t+0) — Xyt +0)] < |z —y* x ", 0< 0 <h, (6.13)

from which (6.10) follows. Further, noting that
t+h 4
Z = / Z(UT(S’ Xt’w(s)) - UT(S7 Xt,y(s>))dwr(8)
t r=1

t+h
+l‘(waxmw»—aa&w@»w,

and using (6.13), it is not difficult to obtain (6.11). O

Remark 6.2 Below we will use a conditional version of the inequalities (6.5), (6.6), (6.10), (6.11). In
these conditional versions the deterministic variables x, y are replaced by Fi-measurable random variables
X, Y. For example, the conditional version of (6.5) reads:

|B(X:x(t+h) — X, x(t+h)|F)| < K1+ |X[*)Y2he (6.14)
We will also use simple consequences of these inequalities. For example, (6.14) implies
E|E(X; x(t+h) — X, x(t+ h)|F)? < K(1+ B|X|[*)R**. (6.15)

The proof of these conditional versions rests on an assertion of the following kind: if ¢ is F-measurable,
FCF, f(z,w) does not depend on F, w € Q, and Ef(z,w) = ¢(x), then E(f((,w)|F) = ¢(C) (see
[12]). In the case under consideration the increments of the Wiener processes w1 (0) — w1 (t),. .., wq(0) —
wy(t), t <O < t+h, do not depend on F; (see, e.g. [12]), and neither does X, .(t + h), which is formed
so that it depends on x, t, h, and the mentioned increments only.

Lemma 6.2 For all natural N and all k =0,..., N the following inequality holds:
E|X;|? < K(1+ E|Xo]%). (6.16)
Proof. Suppose that E|Xj|? < co. Then using the conditional version of (6.6), we obtain
EIXy 5, (bes1) = X g, (besn) P < K(1+ B[ X, 2)h22 (6.17)

It is well known [12] that if an F;-measurable random variable X has bounded second moment, then
the solution X; x(t + 6) also has bounded second moment. Therefore, E|X,, , (ti+1)|* < co. This and
(6.17) imply that E|Xj41|? < oo (recall that X, x, (tk+1) = Xp41). Since E[X|? < oo, we have proved
the existence of all E|X;|? < oo, k=0,...,N.
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Consider the equation

E|Xp1? = E|Xs|* + BIX,, x, (th1) — Xi|? (6.18)

+ B|X,, 5, (k1) — Xy 5, (bes) > + 2BX] (X, 5, (1) — Xi)
+ QEXIl' (th,Xk (tk-‘rl) - th’j(k (tk+1))
T 2B(Xy, x, (tr1) = Xe)T (Ko (o) = Koy, (fr0))

We have (see [12]) B B
E|X,, x,(tks1) — Xi|> < K(1+ E|Xi[*)h. (6.19)

Further, we obtain from (6.17) and (6.19):

S Q(E‘th,f(k (tk"l‘l) - Xk|2)1/2(E‘th,Xk (tk"l‘l) - th,Xk (tk+1)|2)1/2
< K(14 E|X3|?)hP2+1/2,

It is not difficult to prove the inequality
B|E(X,, %, (tr+1) — XulFo ) < K(1+ B Xk[*)h®. (6.21)
Therefore

AEX] (X x, (trs1) — Xi)| = 2 EX]E(X,, 5, (trs1) — XelF)| (6.22)
< 2A(BIXL[2) (BB (X, 5, (te) — XilFi )22 < K(1+ E|Xf2)h.

Similarly, but referring to (6.15) instead of (6.21), we obtain
2B (X, s, (bhsr) — X s, (Bs))| < K(1+ B X2 (6.23)

Applying the inequalities (6.19), (6.17), (6.22), (6.23), and (6.20) to the equality (6.18) and recalling that
p1 > 1, po > 1/2, we arrive at the inequality (taking, without loss of generality, h < 1) :

B\ Xp1? <EXp P+ K1+ B\ Xg))h = (1 + Kh)E|Xi|> + Kh. (6.24)

Hence, using the well-known result (a variant of Gronwall’s lemma) which, for the sake of reference, is
stated as Lemma 6.3 below, we obtain (6.16). O

Lemma 6.3 Suppose that for arbitrary N and k =0,..., N we have
ugt1 < (14 Ah)ug + Bh?, (6.25)

where h=T/N, A>0, B>0,p>1, u, >0, k=0,...,N. Then

ug + E(eAT — 1)hr~1 (6.26)

up < e 1

(where for A =0 we put (eAT —1)/A equal to zero).

Let us proceed to the proof of Theorem 6.1 itself. We have

Xitgx0 (trr1) = Koo x0 (trr1) = Xy x () (ter1) — Xy 5, (1) (6.27)
= (Xt x(t) (Fe1) — Xpp (B 1)) + (X, 5, (Br1) — Xy 5, (Beg1)) -
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The first difference in the right-hand side of (6.27) is the error of the solution arising due to the error in
the initial data at time t, accumulated at the k-th step. The second difference is the one-step error at
the (k + 1)-step. Taking the square of both sides of the equation, we obtain

E|Xto,Xo (tk’-i-l) - Xto,Xo (tk+1)‘2 (628)
= EE(IXy, x (1) (thr1) — Xy 5 (b)) [P|F2)
+EE(|th,)_(k (t’f+1) - th,Xk (tk?+1)‘2“7:tk)

F2EE((Xe, x(0) (Bhr1) — Xy 3, (Be1))T (X 5, (Brpn) — Xz, (B2)) | Fo) -

By the conditional version of Lemma 6.1, we get

EE(| X4, x(t0) (tes1) — Xpp x, (be1)*| ) (6.29)
< E|X(ty) — Xil> x (14 Kh).

By the conditional version of (6.6) and Lemma 6.2, we have

EE(1X,, x,(tie1) — Xy x, ()| 7)) (6.30)
< K(1+ E|X|*)h*2 < K(1 + E|Xo|*)h*2 .
The difference X, x(¢,)(tk+1) — X4, %, (tx+1) in the last summand in (6.28) can be treated using Lemma

6.1:
Xy x(t) hr1) — Xpp x, (bes1) := X (th) — Xi + 2.

Then we obtain two terms each of which can be estimated individually. Using (6.15) and Lemma 6.2, we
get
|EE((X(tk) = X0)T (X, x, (ber1) = X x, (brr1)) [ )| (6.31)
= [E(X () = Xp)TE(Xy, 5, (1) = Xy 5, (G ) 1 F)|
< (B|X(ty) — X>)'2K(1 + E|Xo[*)" /217 .

Finally, using Lemma 6.2 and the inequality (6.6), we obtain

[E(Z7 (X, %, (Err1) = Xiy 5, (Bhg1))] (6.5
< (EE(|ZP|1F: ) 2 (BE(IX,, x, (ter1) — Xy, x, (tes1) P|F2) Y2
< K(B|X (te) — X)) /2 (1+ E| Xo[*)/2hpt12.

Introduce the notation €7 := E|X (t) — Xx|? . The relations (6.28) - (6.32) and the condition p; > pa+1/2
then lead to the inequality (we take h < 1) :

€71 <ei(1+ Kh) + K(1+ E|[Xo|*) 2, hP2 ™12 4 K(1 4 E|Xo|?)n%2.
Using the elementary relation

2 2
(1+ E‘X0|2)1/25khp2+1/2 < % + %h%z ,
we get
eri1 <er(l+ Kh) + K(1+ E|Xo[*)h*>.

The inequality (6.8) follows from this, taking into account Lemma 6.3 and the fact that €3 = 0. This
proves Theorem 6.1. [J
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6.2 Discussion

The rule:

“if, in a single step, the mean-square error has order hP? (i.e., inequality (6.6) holds), then it has
order h?>~1/2 on the whole interval”

is not true without the additional condition p; > py + 1/2. A simple example in which this can be seen
is given by the method - - -
Xk+1 =X +a(tk,Xk)Akw(h) (633)

for the scalar version of system (5.2). It is easy to see that here po = 1 while the method diverges for

a # 0.
Exercise 6.1 Show that ps for (6.33) is indeed equal to 1.
The rule:

“if, in a single step, the mean-square deviation has order A”?, then it has order A”2~! on the whole
interval”

is true, but a bit rough. Following this rule, we cannot prove the convergence of the Euler method, in
which po = 1. Moreover, a more efficient rule for the mean-square deviation cannot be found if we are
guided only by the mean-square characteristic of the one-step approximation. The rule following from
Theorem 6.1 is based on properties of both the mean and the mean-square deviation of the one-step
approximation. In particular, for Euler’s method p; = 2, ps = 1 (see the next subsection), and so it
follows from Theorem 6.1 that Euler’s method has order of accuracy 1/2.

Properties of the mean are used at a single place in the proof of the theorem (and at a “delicate”
place indeed), more precisely, when deriving the inequality (6.31).

Let us consider an example which warn against a noncritical use of “sufficiently natural” methods
motivated by deterministic ODE methods (see further examples in [44, Chapter 1] and [40]).

Example 6.1 We consider the linear Stratonovich SDE
dX =aXdt+ocXodw, 0<t<T, (6.34)
and the implicit method (trapezium method) for it:

X X
- k+ Xkt1

Xkp1 =X ta 5

h +

X +2X’“+1 Agw(h) . (6.35)

So,
ah + o Apw(h)

1—ah/2 —cAgw(h)/2"
Since the mathematical expectation of the right-hand side does not exist, it is clear that the approximation
(6.35) cannot converge in mean-square to the solution of (6.34).

Xpp1 = X + Xy

(6.36)

Exercise 6.2 Ezxplain why expectation of the right-hand side of (6.36) does not ewist.

Fully explicit numerical methods for (5.2) were proposed in [42] (see also [44, Chapter 1]). To resolved
the problem illustrated in the above counterexample, truncated random variables instead of Gaussian
random variables are used in [42].
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6.3 The explicit Euler method

For the system (5.2) we consider the one-step approximation (6.1) of the form

Xix(t+h) =z +bt,z)h+ zq: or(t, ) Avw,(h), (6.37)
r=1

where Ayw,(h) = w,-(t + h) — w,(t).
As we already know, by (6.2), this approximation generates the Fuler method:

q
Xo=X(to), Xpp1 =X +bh+ > omliwe(h), (6.38)

r=1

where by, o, are the values of the coefficients b and o, at the point (tx, Xx), and Agw,(h) = w,(t; +
h) — w,(t).

For (6.37) we can find p; and po satisfying the estimates (6.5) and (6.6). To this end we term-wise
subtract (6.38) from the SDE solution

t+h
Xia(t+h) = a:—i—/ b(s, X1.0(s ds+Z/ (5, Xt ())dor (5) . (6.39)
t
We obtain

Xio(t+h) = X o(t+h) (b(s, Xt.2(s)) — b(t, z))ds (6.40)

Il
?\“
+
>

3 (5, Xoa () — o0 6,2) e (5)
Calculation of the expectation leads to

E(Xi (t+h)— X (t+h)) = E/t (b(s, Xt,z(s)) —b(t,x))ds . (6.41)
Taking the square of both sides of (6.40) and then evaluating expectation, we obtain

ElXia(t+h) = Xoalt+ B2 < 2E|/ b(s, X1.0(s)) — b(t, a))ds ]2 (6.42)

+2Z/ Elow(s, Xy.a(5)) — o0 (t, 2)[2ds
r=1"71

We assume that, in addition to (6.4), the functions b(t,x) and o,(¢,2) have partial derivatives with
respect to ¢ that grow at most as linear functions of z as |z| — oo. Then a and o, satisfy an inequality
of the form

[b(s, Xt,0(s)) = b(t, )] [b(s, Xt.2(s)) = (s, 2)| + [b(s, @) — b(t

) (6.43)
K| X1a(s) = x| + K (1 + [a?) /(s — 1).

<
<
By the Bunyakovsky—Schwarz inequality we have

t+h
|/ b(s, X1.x(s)) — b(t, z))ds|? < h/t |b(s, X1,2(5)) — b(t, x)[*ds,

and due to (6.43) and (6.19) the first term of the right-hand side of (6.42) is bounded by K (1 + |z|?)h3
Using the inequality (6.43) for o, and (6.19), we see that the second term of the right-hand side of (6.42)
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is bounded by K (1 + |z|?)h2. Thus p, = 1. Note that this value of py is determined by the second term
at the right-hand side of (6.42).

To find py, we turn to (6.41). We assume in addition that the derivatives da’/9z7 and 6%a’ /027 0z*, 4,5,k =
1,...,d, are uniformly bounded. We write

b(s, Xt 4(s)) — b(t, z) (6.44)
= B X (5)) (6 ) — (blts Xo () — b5, Xea(5)))
= () (Xuas) ~ 2) oy +

where 9b/0z is the d x d-matrix with entries 9b/0x7 at the intersection of the i-th row and j-th column,
and
o1 < K|Xeo(s) = 2f*, [pol < K(1+[Xea(s)*) /(s = 1) (6.45)
It follows from .
E(Xiu(s) —2) = E / b(6, X,..(6))d6 (6.46)
t

and (6.4) for y = 0 that for all tg <0 <T
6(0, X¢,+(0))] < [b(6,0)] + [b(6, X¢,2(0)) — b(6,0)] < K(1+[X¢(0)])-

Then it is not difficult to obtain the estimate
\/ E(Xya(s) — 2)ds| < K(1+ [o]2)/2h2

This and (6.41), (6.44), (6.45) imply (6.5) with p; = 2.
By Theorem 6.1, under the given assumptions regarding the coefficients a and o,, Euler’s method is
a method of order p=ps —1/2=1/2.

Now we consider Euler’s method for the system with additive noise:

q
dX = b(t, X)dt + > op(t)dw,(t). (6.47)

r=1
Exercise 6.3 Show that in the case of (6.47) the second term at the right-hand side of (6.42) can be

bounded by K(1 + |z|*)h3. Then confirm that ps = 3/2 and that Theorem 6.1 implies that the order of
Euler’s method for systems with additive noise is 1.

6.4 The Milstein method

It is interesting to note that in the case of general SDEs (4.13) there is no known (applicably useful!)
scheme of higher order than 1/2. In particular cases (we have already mentioned the additive noise case) it
is possible to have constructive numerical schemes with mean-square order higher than 1/2. For instance,
a method of first order (the Milstein method proposed in [36]) has the form

q a g tri
Xipr = Xi+ 3 0n A () + bh+ 33 (Mo / (w3(8) — wi (b)) (6) - (6.48)
r=1 i=1r=1 12

Note that in the case of additive noise (i.e., o,(t,2) = o,(t), r = 1,...,q) the Milstein and Euler methods
coincide.

In the general case we face with the difficulty of simulating the Ito integral in (6.48). But for a single
noise (¢ = 1), the integral in (6.48) can be expressed in terms of Agw and the formula takes the following
constructive form, e.g. in the scalar case (d = 1):

1, 0 1, 0
Xk;Jrl :Xk+UkAkw+bkh+§(U£)kAiw— = Ui)kh. (649)
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Exercise 6.4 Show that in the scalar case (6.48) becomes (6.49).

Exercise 6.5 Using the fundamental theorem, prove that the Milstein method is of mean-square order 1.

6.5 3/2 mean-square method SDEs with additive noise

For SDEs with additive noise (i.e., o.(t,z) = o,(t), r = 1,...,q), there are constructive (i.e. they
can be realised without need of simulating complicated random variables arising due to iterative Ito
integrals like in the Milstein method) methods of mean-square order 3/2. For example, the Taylor-type
3/2 mean-square method has the form [40, 44, 29]:

q q o1
Xior = X+ Y 0w Mgy (h) + arh + 3 (Asa) / (wn(6) — wn (t))d0 (6.50)
r=1 r=1 tk
2

tk+1 h
+Zcrrk/ (0~ ti)dw,(0) + (Lo -

Exercise 6.6 Using the fundamental theorem, prove that the method for SDEs with additive noise is of
mean-square order 3/2.

The method (6.50) can be re-written in the following form ready for implementation

q
Xpp1 = Xp+ Y op(te)€h'? + alty, Xp)h (6.51)

q
3/2
+ZAra(tkan)(2€rk + \/>2777‘k:)h’

r=1

dO'T 1 3/2 h2
+Z grk \/ﬁnrk)h +La(tk‘7Xk’)? )

where ..., 1,5, are 1.i.d. A'(0,1) random variables.
Exercise 6.7 Ezplain how (6.51) follows from (6.50).

Remark 6.3 Many other mean-square (explicit and implicit) schemes can be found in [29, 44], including
methods for special classes of SDEs (e.g. with additive noise, coloured, noise, small noise, etc.).

6.6 Nonglobally Lipschitz conditions

Among the conditions of Theorem 6.1, globally Lipschitz conditions (6.4) are most restrictive. SDEs with
nonglobally Lipschitz conditions, for which there exist unique extendable solutions, make up a very broad
and important class in applications.

Example 6.2 Consider the SDE (see [52, 32] and also [44]):
dX = —X?dt + dw(t). (6.52)

Let us start, for instance, at X(0) = Xo = 1/h (we can do so without loss of generality since we always
reach a similar position with a positive probability). Hence

1 1
X1 = XO - Xgh—F Aow(h) = E h2 + AQ’UJ(h)
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with a large probability is a negative number which can be approximately considered as ~ —1/h?. Then

1 1 1 1

X2 :_ﬁ—’—ﬁ_'—Alw(h)% ﬁ’ X3%—m,
and so on. In numerical experiments one can observe that the explicit Euler method leads to computer
overflows. Indeed, numerical experiments show that a typical trajectory of the explicit Euler method for
(6.52) blows up at times t between 2.5 and 800 for the time step h = 0.36, Xo = 0. A decrease of the time

step improves the situation, e.g., for h = 0.25 a typical trajectory blows up at times from 33 to 8 x 10%.

The above example demonstrates that the explicit Euler scheme can be divergent for SDEs with
nonglobally Lipschitz conditions. It was shown (see e.g. [21, 55] and references therein) that many
implicit schemes and also some special explicit schemes are convergent for interesting cases of SDEs with
nonglobally Lipschitz conditions.

Exercise 6.8 Consider the SDE in the Stratonovich sense:
dX = (1— X% dt+ X%o dw, X(0)=0. (6.53)

In Ito’s sense, the drift of the equation becomes b(t,z) =1 — x® + 3. Apply to this equation the explicit
Euler method (6.38), the drift-implicit Euler method [40, 44, 29]

q
X1 = Xp + b(tg, Xpp1)h + Z o (tr, Xi) Agwy(h) (6.54)

r=1
and the explicit balanced method from [55]
b(tk, Xk)h + Z;r;l G,-(tk, Xk)AkwT(h)
L+ hfb(te, Xi)| + 32021 lor (te, Xi) Agwy (h)]
Implement in MatLab all these three methods (note that (6.54) requires to use a nonlinear solver at every

step, e.g. Newton’s method can be used). Compare qualitative behaviour of the three methods by doing
numerical experiments. The outcomes can be compared with the results in [55].

Xpy1 = Xp + (6.55)

6.7 Almost sure convergence

As one can see from the definition (6.3), mean-square methods guarantee closeness of the exact trajectory
and its approximation in the mean-square sense (Lo-norm). Mean-square methods are useful for direct
simulation of stochastic trajectories, when one needs to look at qualitative behaviour of the model.

We can also consider a stronger type of convergence and require that for almost every trajectory W(-)
and any € > 0 the method converges almost surely with order ~, i.e.

| X (tx) — Xk| < C(w)RhY  a.s., (6.56)

where C' is an a.s. bounded random variable independent of k and h.
For instance, we can prove that the following estimate holds for the Euler scheme (6.37) (see e.g. [13]
and also [55]): for some p > 1:

[BX () — X5 |2]"®” < Kn1/2, (6.57)
Denote R := |X (t;) — Xi|. The estimate (6.57) and Markov’s inequality imply

2
ERT _ C(z)h?1=27),

h2py —

P(R>h") <

Then for any v = 1/2 — ¢ there is a sufficiently large p > 1 such that (recall that h = T'/N)

il p(1—27) -
Nz_:lP (R > NV) < C(x)T Nz_:l N2y < o
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Hence, due to the Borel-Cantelli lemma'?, the random variable » := sup;,-,h~7|R| is a.s. finite which
implies

|X (tr) — Xi| < C(w)h?* ™ as., (6.58)
where C' is an a.s. finite random variable independent of h. Note that C(w) depends on ¢.
Exercise 6.9 Consider the linear SDE

dS =rSdt + oSdw, S(0) =Sy, (6.59)

where r and o are some positive constants. This is an SDE for GBM (see Section 4). Apply the Euler
scheme and Milstein scheme to (6.59) and realise the corresponding algorithms in MatLab. Solve (6.59)
exactly. Run MatLab simulations of (6.59) using the exact formula for S(tx) and the two methods along
the same Wiener paths and compute the corresponding errors |S(t) — Xi| . Study experimentally the a.s.
convergence of the Fuler and Milstein methods.

Exercise 6.10 Continue the previous exvercise and experimentally study the mean square errors of the
Euler and Milstein methods. Use the Monte Carlo technique (see Section 8) to evaluate the errors, i.e.

M

1 m) |2

VE|S(th) — Sul? ~ MZ\SW)@N)—SEV) ,
m=1

where SU™ (tx) and Sj(vm) are realisations of the exact solution to (6.59) and of one of the two numerical
methods along mth independent Wiener path. To observe the expected mean-square order, M should be
sufficiently large to make the Monte Carlo error negligible. Read further about the Monte Carlo technique
in Section 8, in particular about the need to report the Monte Carlo error.

7 Approximation in the weak-sense

Weak (or more precisely, weak-sense) methods are sufficient for evaluation of averages and are often
simpler than mean-square ones. This type of convergence is of interest for solving linear PDEs (discussed
in Section 8.2) and it is in most cases sufficient for applicable problems, e.g. in financial engineering and
molecular dynamics. The first paper on weak approximation of SDEs is by Milstein [37].

As before, we consider the system

dX = b(t, X)dt + Eq: or(t, X)dw, (), (7.1)

r=1

where X, b, and o are vectors of dimension d with components X¢, b’, o.. We assume that the functions
b(t,z) and o,(t, z) are sufficiently smooth with respect to the variables ¢,  and satisfy a global Lipschitz
condition with respect to x: for all t € [ty,T], z € R%, y € R? the following inequality holds:

b(t, @) — b(t, )| + Y low(t,@) — on(t,y)] < Kz — ). (7.2)

r=1

Here and below |z| denotes the Euclidean norm of the vector x, and we denote by xTy or by (z,y) the
scalar (inner) product of two vectors z and y.

Definition 7.1 If an approzimation X is such that
|[Ef(X(T)) — Ef(X(T))| < KhP (7.3)

for f from a class of functions with polynomial growth at infinity, then we say that the weak order of
accuracy of the approximation X (the method X) is p. The constant K depends on the coefficients of
(7.1), on the function f and on T.

12See it e.g. in [49].
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It can be proved (see, e.g. [44, Chapter 2]), for example, that the weak order of accuracy of Euler’s
method (5.3) is 1. Note that numerical integration in the mean-square sense with some order of accuracy
guarantees an approximation in the weak sense with the same order of accuracy, since if (E|X(t) —
X(t)>)}/? = O(hP) then for every function f satisfying a Lipschitz condition we have E(f(X(T)) —
f(X(T))) = O(h?). Moreover, an increase in the order of accuracy in the mean-square sense does not, in
general, imply an increase of the weak order of accuracy. For example, the Milstein method (6.48) has
first weak order of accuracy as FEuler’s method does. At the same time, a crude method like

q
X1 = Xp +beh+ VR Y oriny, (7.4)

r=1
where 1., r=1,...,¢q, k=0,...,N — 1, are independent random variables taking the values 4+1 and

—1 with probabilities 1/2, also has first order of accuracy in the sense of weak approximation. We usually
call (7.4) as the weak Fuler scheme.

The main interest in weak approximations lies in the hope to obtain simpler methods and, in par-
ticular, methods not requiring modeling of complicated random variables. We recall that, e.g., the

mean-square Milstein method (6.48), which is of the first order only, requires to solve the difficult prob-
h

lem of modeling complicated random variables of the type [ w;(#)dw;(f). These problems of modeling

complicated random variables can be avoided by integratingoin the weak sense, which gives an impetus
for the development of methods for constructing weak approximations. In addition we note that while
in the deterministic theory the one-dimensional case differs but little from the multi-dimensional one, for
the numerical integration of stochastic differential equations the multi-dimensional case, especially when
several noises are involved, is essentially more complicated than the one-dimensional case.

7.1 The general convergence theorem
Along with the system (7.1), we consider the approximation
Xia(t+h) =2+ At 2, h;€), (7.5)

where £ is a random variable (in general, a vector) having moments of a sufficiently high order, and A is a
vector function of dimension d. Partition the interval [ty, T] into N equal parts with step h = (T —to)/N :
tg <ty <--- <ty =T, tgs+1 — tx = h. According to (7.5), we construct the sequence

XO = XO = X(tO)a Xk—i—l = Xk +A(t7Xkaha£k)’ k= 0,' . 7N - 13 (76)

where &, is independent of Xy, while &, for k£ > 0 is independent of Xy, ..., Xy, &,...,&,_1. As before,
we write A =X —x =X, ,(t+h)—2, A=X —2=X,,.(t+h)— 2. Let X(¢t) = Xy, x,(t) be a solution
of (71) and Xtmxo (tk) = Xk.

Following [37], one usually consider the following class of functions within the weak-sense approxima-
tion context.

Definition 7.2 We say that a function f(z) belongs to the class F, written as f € F, if we can find
constants K > 0, & > 0 such that for all x € R the following inequality holds:

[f(@)] < K(1+ |2[7). (7.7)

If a function f(s,x) depends not only on x € R but also on a parameter s € S, then we say that f(s,z)
belongs to F (with respect to the variable x) if an inequality of the type (7.7) holds uniformly in s € S.

The following theorem was proved in [38] (see also [40, 44]).
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Theorem 7.1 Assume that

(a) the coefficients of equation (7.1) are continuous, satisfy the Lipschitz condition (7.2) and together
with their partial derivatives with respect to x of order up to 2p + 2, inclusively, belong to F;

(b) the method (7.5) is such that

E(JTa% - []A") < K(@)h?t', s=1,....2p+1, K(z) € F, (7.8)
j=1 j=1
2p+2
E [] 1A% < K(2)h?*!, K(z) € F; (7.9)
j=1

(¢) the function f(x) together with its partial derivatives of order up to 2p + 2, inclusively, belong to
F;
(d) for a sufficiently large m (specified below) the expectations E|X.|*™ exist and are uniformly
bounded with respect to N and k=0,1,..., N.
Then, for all N and all k =0,1,..., N the following inequality holds:

|Ef(Xto,x0(th)) = Ef(Xto,x0(tr))] < KRP, (7.10)
i.e., the method (7.6) has order of accuracy p in the sense of weak approzimations.

Proof. First of all we note that the Lipschitz condition (7.2) implies that for any m > 0 the
expectations E|X (0)|?™ exist and are uniformly bounded with respect to 6 € [to, T] if only E|X (to)]*™ <
0o (see [12]). Moreover, the same (7.2) implies

2p+2
E J] 1A% < K(z)h*!, K(z) € F. (7.11)

j=1

Further, suppose that u(z) is a function that together with its partial derivatives of order up to 2p + 2,
inclusively, belong to F. Then

|Eu(X; . (t+h)) — Eu(X; . (t+h))| < K(x)hPT, K(z) € F. (7.12)
Exercise 7.1 Using (7.8), (7.9), (7.11), prove (7.12).
We introduce the function

u(s,z) = Ef(Xs’m(thrl)) .

By the conditions (a) and (c), u has partial derivatives with respect to x of order up to 2p+ 2, inclusively;
moreover, these derivatives belong to F (see [12]). Therefore the function u(s,x) satisfies an estimate of
the form (7.12) uniformly with respect to s € [to, tx41]-

Further, since Xo = Xo, X, x,(t1) = X (t1), X4, x y(tkg1) = X (tgq1), we have

tg,Xo (t1
Ef(X(tk1)) = Ef(Xe, x,, <, (00 (th41)) = EF(X, x, (Beg1)) + Ef (X, x, (trr)) - (7.13)

Similarly, since X, ¢, (txr1) = thyxtly)f(l(tQ)(tk+]_>7 we have

Bf (X, 5, (tes1) = BF(Xipx,, o o (tes1) = EF Xy s, (t050)) + EF(Xpy 5, (s1)) . (T.14)
Now (7.13) and (7.14) imply
Bf X)) = B g (rr)) = B (X 2 ()

FEf( Xty x,, «, (t2)Ch41)) = Ef (X4, x,(te1)) + Ef (X, 5, (Be41)) -

@ M. Tretyakov, University of Nottingham, 2016 40 Mini-course on numerical methods for SDEs



7.2 Nonglobally Lipschitz conditions 7 APPROXIMATION IN THE WEAK-SENSE

Proceeding further, we obtain

k—1 k—1
Ef(X(th1)) = Y EBf(Xeyx,, x o (1) = D Ef(Xe,, xp, (tr11)) (7.15)
1=0 =0

+Ef(Xy, x, (tkt1)) -

This immediately implies (recall that X;11 = X;, x,(fi41)) that

Ef(X(tk+1)) — Bf (Xit1) (7.16)
k—1
= Z(EE(f(th-H ’sz‘j(i (ti+1)(tk+1)) |Xti,)?i (ti+1))
i=0
—EE(f(Xy,, %, 7(t1+1)(tk+1))|Xt1 x: (tit1))
+Ef(Xy, 5, (tee1)) = Ef (X x, (tr1)) -
According to the definition of u(s, ), (7.16) implies
|Ef(X (tet1)) — Ef(Xit)] (7.17)

= ) (Bultit1, Xy, x,(ti + 1) — Bu(tiyr, X, 5, (ti + 1))

(_Ef(th,Xk (tern)) — EF(Ky s, (te12))]

IN

ZEIE tiv1, Xy, x, (ti + ) —ultivn, Xy, 5, (6 + 1)1 X))

+EIE( (X, %, (ter1)) = F(Xy, 5, (1)) X)) -

We note that the functions u(s,z) and f(x), which belong to class F and so satisfy an inequality of the
form (7.12), also satisfy the conditional version of this inequality. Suppose that for both wu(s,z) and f(x)
we have a function K () in this inequality with k = 2m. Then (7.17) implies

k-1
[Bf(X(tr41) = Bf (X))l < Y K(L+ EJX ™R + K(1+ B X [*m)ht

i=0
Assuming that the condition (d) holds for precisely this 2m, we arrive at (7.10). O

Exercise 7.2 Using the general convergence theorem (i.e. Theorem 7.1), prove that the Euler scheme is
of weak order 1.

7.2 Nonglobally Lipschitz conditions

As in the case of mean-square schemes (see Section 6.6), the most restrictive conditions of Theorem 7.1
are globally Lipschitz conditions imposed on the coefficients of the SDEs (see the assumption (a) of the
theorem). In [45] the concept of rejecting exploding trajectories (CRE) was proposed and justified, which,
in principle, allows us to apply any numerical method to SDEs with nonglobally Lipschitz coefficients
for estimating a mean Ef(X(T)), where the time T is fixed. Following this concept, we do not take into
account the approximate trajectories which leave a sufficiently large sphere Sg := {z : |x| < R} during
the time 7. It was proved that accuracy of any method of weak order p is estimated by € + O(hP), where
€ can be made arbitrarily small with growing R. It turns out that in practice the error given by ¢ is much
smaller than the error of numerical integration. Thus, due to CRE, we can choose a suitable method
for solving a system of SDEs with nonglobally Lipschitz coefficients taking into account all the known
methods of numerical integration.
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The other restrictive condition is the assumption (c¢) requiring the function f(z) to be smooth. It is
particular restrictive for applications in Financial Engineering, where f(z) has the meaning of a payoff
function which is usually nonsmooth (e.g. in the case of digital options it is discontinuous). This
assumption can be relaxed: in [2] weak convergence with order one of the Euler method is proved for any
measurable f(x).

7.3 Second-order weak schemes

Above we have given two variants of Euler schemes (5.3) and (7.4) of weak order one. The next scheme
is of second weak order for the SDE (7.1):

q q q
Xpp1 = Xp+ Y om&uh? +bph+> Y (Aion)lih (7.18)
r=1 r=11=1
1< h2
3 DA+ Loy b + (Lb)i
r=1
where ) )
-1, i<m

fi'r'k‘ = igikéﬂc - iinT'CikCrk’ Yir = { 1 i Z r (719)

&, and (;; are independent random variables which can be modeled by, e.g., the law P(§ = 0) = 2/3,

P(¢=+V3)=1/60or P(¢ =+4/1—+6/3) =3/8, P(¢ =++/1++6) =1/8 and by P({ = £1) = 1/2,

respectively.

Exercise 7.3 Using the general convergence theorem (i.e., Theorem 7.1), prove that the scheme (7.18)-
(7.19) is of weak order 2.

Consider the system with additive noise

dX =b(t, X)dt + i ordw,(t), X(0) = x. (7.20)

r=1

The Runge-Kutta method of weak order two for (7.20) has the form (see [44, p. 113]):

q
Xpp1=Xp+ > _ o0& h'? + <

r=1

q
b +b (t,m, X+ Y opl h' 7+ bkhﬂ : (7.21)
r=1

where b, = b(tg, Xi) and € is, e.g., N'(0, 1)-distributed or distributed by the law
P(6=0)=2/3, P(&=+V3)=1/6.
This method is often called the Heun method. It is of week order 2.

Exercise 7.4 Using the general convergence theorem (i.e. Theorem 7.1), prove that the scheme (7.21)
for (7.20) is of weak order 2.

Remark 7.1 Many other weak schemes can be found in [29, 14, 16], including methods for special classes
of SDEs (e.g. with additive noise, coloured, noise, small noise, etc.).
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7.4 The Talay—Tubaro extrapolation method

It is possible to expand the global errors of weak methods for stochastic systems in powers of time
increment h. The approach is analogous to the Richardson—Runge extrapolation method for deterministic
ODEs which you might have seen in a deterministic numerical analysis course. It allows us to estimate
the global error as well as to improve the accuracy of the method. In particular, we can construct a
method of order two applying the Euler method twice with different time steps.

Here we suppose that the coefficients of (7.1) are sufficiently smooth and all their derivatives up to
a sufficiently large order are bounded. The function f is assumed to be sufficiently smooth and with
growth not faster than polynomial at infinity.

Theorem 7.2 Let a one-step weak approxvimation X; . (t+h) of the solution X, .(t+h) of (7.1) generate
a method of order p. Then the global error

R:= Ef(Xtho(T)) - Ef(Xto,Xo (T))
of the method has the following expansion
R = Coh? + -+ C,hPT™ + O(hPT Ty | (7.22)

where the constants Cy, ..., C, are independent of h, and n is an integer, n > 0 (n can be anyhow large
if the coefficients of (7.1) belong to C*° and their derivatives of any order are bounded).
In particular, for the Euler method

R=Coh+-- +C,h™™ + O(h"*?). (7.23)

The proof of this theorem can be found in [53, 44].

Due to Theorem 7.2, we obtain an extension of the well known in the case of deterministic differential
equations extrapolation methods to the stochastic case. For example, simulating u(to, z) = Ef(X,.2(T))
twice by the Euler scheme but with varying time steps h; = h, ho = ah, a > 0, a # 1, we obtain

a" = Ef(Xy.(T))

and -
ah* = Bf(X[2,(T)).

We can expand (see (7.23)

= @™ +Chy +O(R?), (7.24)
" + Chy + O(h?),
whence . ,
/a 2 __ ra 1
= —-——- . .2
C e h O (7.25)

By (7.24) and (7.25) we get the improved value with error O(h?) :

h h
— —hy 2 ~ho 1 — . h2 2
Uimp = T P U T T U = Uimp + O(R7) . (7.26)

Thus, the obtained method has an accuracy of order two. In the same spirit, using three recalculations of
u= Ef(X4, »(T)) by the Euler method with varying time-steps, one can find Cy and C; from (7.23) and,
as a consequence, a method of order three can be constructed, and so on. On the other hand, C'h gives
the leading term of the error which can be used for error estimation in practice like Richardson-Runge
method in the case of ODEs.
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8 The Monte Carlo technique

We start with an illustrative example to explain the basic idea behind the Monte Carlo technique.
Consider the problem of numerical evaluation of the integral of a ‘good’ function f(x) over a unit interval

1
I:/O f(z)dz. (8.1)

Let M be a positive integer. We know from the numerical analysis that, e.g., for twice continuously
differentiable functions f(x) the trapezoidal rule

M—1
L7 JO+f1) 1 m
Ien= g a2 () (82
is of order two, i.e.
= K
IBSES- (83)

where K > 0 is a constant which does not depend on M.

The trapezoidal rule (8.2) is one of the deterministic methods for approximation of definite integrals.
Deterministic methods suffer from the ‘curse of dimensionality’. Suppose we need to compute a d-
dimensional integral over [0,1]¢. The error of a product trapezoidal rule in d dimension is O(M~2/4)
for twice continuously differentiable integrands. This degradation in convergence rate with increasing
dimension is characteristic of deterministic integration methods and they are not practical in higher
dimensions!'?.

Now let us look at how we can numerically estimate the integral (8.1) using probabilistic ideas.

Obviously, we can represent the integral as

I'=Ef(¢), (8.4)

where ¢ is a random variable with uniform distribution on [0, 1].
Exercise 8.1 Explain why (8.4) is true.

Using this (probabilistic) representation, we can propose a probabilistic algorithm (the Monte Carlo
method) for evaluating this integral. To this end, suppose we have an algorithm (called random number
generator (RNG)) which allows us to simulate a sample &, &, .. ., £, from uniform distribution on [0, 1].
Or in other words, we can say this RNG draws &, &, ..., £, independently and uniformly from [0, 1].
Then we can obtain an approximation Iy of T (its Monte Carlo estimate) as follows

R 1 M
I=Ef(&) ~1In:= i E f(&m)- (8.5)
m=1

Let me pay your attention that the left-hand side of (8.5) is deterministic, it is just a certain number,
while its right-hand side is random, it depends on a particular realisation of £, &,, ..., &,,-

If f(z) is integrable on [0, 1] then by the Kolmogorov strong law of large numbers (see Theorem 2.1)
I converges to I with probability one as M tends to infinity.

Exercise 8.2 Ezxplain application of the strong law of large numbers here.

I3There are sparse grid deterministic integration methods which can work in moderate dimensions, see e.g.
http://garcke.ins.uni-bonn.de/research /pub/sparse grids nutshell.pdf

@ M. Tretyakov, University of Nottingham, 2016 44 Mini-course on numerical methods for SDEs
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As it is usual in numerical analysis, when you have a numerical method, we need to ask the question
about its accuracy. In the case of (8.5) we need to ask how fast the random variable Ij; approaches I
when M increases. First, let us compute Elj; :

. 1 & 1 &
Ehy =B > f(€n) =37 2 BI ) =1,
m=1 m=1

v Bias(Iy) = E (fM - I) —0. (8.6)

Thus, there is no systematic error in the approximation of I by I
Now we assume that f(x) is square integrable and compute variance of the estimator

Var(in) = %Var( £(€). (8.7)
Exercise 8.3 Prove (8.7).
We note that
Var(r(e) = [ (1) - 1. (5.3

Exercise 8.4 Show that (8.8) is true.

Equations (8.6) and (8.7) and Central Limit Theorem (CLT, Theorem 2.2) imply (details are given in
the next section) that under a sufficiently large M the error Iy, — I is approximately normally distributed
with zero mean (cf. (8.6)) and variance Var(f(§))/M :

Ing = I~ N(0,Var(f(£))/M). (8.9)

We note that the error of the estimator [  is random while the error of a deterministic integration rule
(like the trapezoidal rule) is deterministic.

The error of a Monte Carlo estimator, which is characterized by its variance, is called the Monte Carlo
error or statistical error. Let us pay attention to the fact that in this example there is no systematic
error (bias is equal to zero) and only the statistical error is present.

Using the CLT, we can say more (see details in the next section) that the (random) value we find in
a particular run of our Monte Carlo algorithm is such that the true value I belongs to the confidence

interval:
Varl@) ; ., Ve
vir VM

with probability, e.g. 0.68 for ¢ = 1, 0.95 for ¢ = 2 (well, more precisely ¢ = 1.96), and 0.997 for ¢ = 3.
Note that we assume that M is sufficiently large here in order to use CLT.

The length of the confidence interval (8.10) is decreasing with increase of M as 1/y/M. This form
of the statistical error is the central feature of the Monte Carlo method. Adding one decimal place of
precision requires 100 times as many sample points. If you compare this with the error (8.3) of the
trapezoidal method, you will see that convergence of the Monte Carlo method is slow. Indeed, Monte
Carlo methods are usually not competitive for one-dimensional integrals. The value of the Monte Carlo
technique is that it can deal, in principle, with the ‘curse of dimensionality’. This is based on the fact
that the Monte Carlo rate of convergence O(1/v/M) is not restricted to integrals over unit intervals.
What was done in this example can be easily extended to estimating an integral over [0,1]¢ (one would
need just to sample a d-dimensional random variable & uniformly distributed in the cube [0,1]¢) or any

Var(f(§))
VM

Ie (f]u —C ) (8.10)

other domain in R®. The standard error will still have the form for a Monte Carlo estimate
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based on M draws from [0, 1]%. * So, the order of convergence of the Monte Carlo method is O(1/vM)
for any dimension d while the convergence rate of deterministic methods, e.g. of the trapezoidal rule,
degrade quickly with increase of d (recall that for the trapezoidal rule the order is O(M~2/4)). Thus,
Monte Carlo methods are attractive in evaluating integrals in high dimension.

We see that to quantify the Monte Carlo error we need to know Var(f(£)), i.e. the integral (8.8).
In practical applications it is unreasonable to expect that Var(f(£)) is known. But the variance can be
estimated in the same experiment as

M
o} = Var(f(©) = 6% = 5= 3 [f(E ) ~ I (8.11)

m=1

(instead of 1/M factor one can put 1/(M —1) to get the unbiased sample variance but in the Monte Carlo
simulations samples of a very large size are usually used and the difference between these two sample
variances is negligible). Thus, from simulating M values of the function f(z), we obtain not only an
estimate for the integral I but also a measure of the error in this estimate.

At this point, we finish the illustrative example, which, in a sense, is sufficient for understanding the
Monte Carlo technique and its further use in various practical situations.

In a broader sense than the above example, the Monte Carlo method is a statistical method by which
one evaluates a nonrandom quantity as an expected value of a random variable. In other words, if you can
find a probabilistic representation for a quantity of your interest (i.e., if you can express this quantity as an
expectation of a certain random variable) then you can straightforwardly apply this statistical technique.
I am sure you already guess that we can combine probabilistic representations of linear PDE problems,
weak-sense approximation and the Monte Carlo technique in order to get probabilistic algorithms for
solving linear PDEs and associated problems like those arising in Financial Engineering and molecular
dynamics.

Historical Remark. The Monte Carlo method was proposed as a tool for evaluating high-dimensional
integrals by John von Neumann and Stanislaw Ulam in March 1947 when they work on thermonuclear
bomb in Los Alamos (US). The name ‘Monte Carlo’ for this statistical sampling technique was coined by
Nicholas Metropolis — a friend and collaborator of von Neumann and Ulam. This name was related to
the fact that Ulam had an uncle who was a gambler and would borrow money from relatives because he
“just had to go to Monte Carlo” — a reference to the Monte Carlo Casino in Monaco'®. See an account
of these days by their direct participant in'®. The Monte Carlo method owes its birth not only to the
nuclear arms race and genius of von Neumann and Ulam but also and essentially to appearing of first
computers in 1940s. It should be also noted that random methods in computation can be traced back to
the earliest pioneers of Probability theory, and perhaps the earliest example of ‘Monte Carlo’ is Buffon’s
needle problem of 17777,

Applicable Remark. The Monte Carlo technique (in its huge varieties) is widely used in a large number
of applications. As we saw in the previous remark, it started from application in physics and it is still
one of the important computational tools in physics. With enormous computational power available now
(distributed computer systems, parallel computers, clusters), the Monte Carlo technique is becoming
more and more practical. E.g., it is used in molecular dynamical simulations including simulation of
complex biomolecules and in statistical physics. Monte Carlo methods are also widely used in Statistics.

4 Here a certain caution is needed. Note that when we change the dimension, we change the function f(z) and, conse-
quently, change Var(f(£)).

15See it at http://en.montecarloresort.com/Casino-de-Monte-Carlo,507.html

16N. Metropolis. The beginning of the Monte Carlo method. Los Alamos Science Special Issue, 1987, 125-130. Available
at http://library.lanl.gov/cgi-bin/getfile?00326866.pdf

17See: G. Buffon. Editor’s note concerning a lecture given 1733 by Mr. Le Clerc de Buffon to the Royal Academy of
Sciences in Paris. Histoire de I’Acad. Roy. des Sci., 1733, 43-45;

Buffon, G. “Essai d’arithmétique morale.” Histoire naturelle, générale er particuliére, Supplément 4, 1777, 46-123.
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It comes as no surprise that the Monte Carlo technique is a natural computational tool in Financial
Engineering.
8.1 The Monte Carlo error

Introduce
M
ﬁM = M Z Nms
m=1

which is a statistical estimate for En (compare with (8.5)). Here 7),, are i.i.d. random variables with
finite mean and finite non-zero variance. It follows from CLT (see (2.14)-(2.15)) that

L )
I P g~ N0, 1).

VVar(n)/vM

Then for 0 < a,b < co'® the probability that an interval of the form (f—a+/Var(n) /v M, H+b\/Var(n)/vV M)

covers En, i.e.
En € (i — a/Var(n) /N M, 7y +by/Var(n)/VM), (8.12)
approaches ®(b) — ®(—a) as M — oo.

Exercise 8.5 How does (8.12) follow from (2.15)7

We can choose a and b so that the limiting probability is § with some prescribed 6 > 0 (of course, it
is usually of interest to pick ¢ close to 1). Among all choices of a and b for which ®(b) — ®(—a) = J, the
values minimizing the length of the interval (—a,b) are given by a = b = ¢5, where 2®(cs) — 1 = 4. For
simplicity, we will skip the index § at ¢ in future. The interval

Var(n)
VM

covers En with probability approaching § as M — oo and is in this sense an asymptotically valid
confidence interval for E7n. For instance, for ¢ = 3 we have § = 0.997.

e (8.13)

Exercise 8.6 If you would like to have an interval to which En belongs with 99.99% confidence, what is
the corresponding value of c?

Obviously, the above application of CLT justifies the use of (8.10) in the previous section (just compare
(8.10) with (8.13)). Furthermore, for any consistent estimator ©j; of /Var(n) (i.e., we require that

vy = /Var(n)), we have ¥p;/4/Var(n) = 1. Then one can show (see, e.g. [15]) that

fa — En

N =0 ~N(0,1)

and hence the interval

VM
vM

covers En with the corresponding probability. We can take

e (8.14)

1 M
~ . 2 82
VM Z A\ 71 E Mm — M-

m=1

Thus, we provided the theoretical basis for the error analysis of the Monte Carlo method.

18Note that a and b here are not the same as in (2.15).
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8.2 The use of probabilistic representations for PDEs

Based on the probabilistic representation (4.40) of the solution u(¢, ) to the problem (4.37)-(4.38) and the
ideas of the Monte Carlo technique, we can construct the following numerical procedure to approximately
evaluate u(tg, z). In comparison with the example at the start of Section 8, we usually cannot simulate
Xi,.2(T) (and, consequently, f(Xy, .(T))) exactly!®. Then, we first need to approximate Xy, ,(7") and
thus obtain

u(to, ) = Ef (X4 2(T)) >~ a(to, z) = Ef(Xy4,2(T)), (8.15)

where X;, .(T) approximates Xy, .(T) in the weak sense (see Section 7).
To make (8.15) realisable on a computer, we apply the Monte Carlo technique to the right-hand side
of (8.15):

M
a(to, ) = Ef(Xy,o(T)) =~ dto, z) : L Z F(mXto.2(T)), (8.16)
m:l
where ,, Xy, »(T), m = 1,..., M, are independent realisations of the random variable Xy, ,(T). The
approximation of @(tg, z) by @(to,x) is similar to what we considered in the example at the beginning of
Section 8 and it is associated with the statistical (Monte Carlo) error.
So, in this case we have two errors: the error of numerical integration @(to, ) — u(to, z), which is the
bias of the estimator (tg, z) :

M
Bias(u(tg,x)) = E% Z F(nXio.2(T)) — ulto, x) = BEf (X4, o(T)) — ulto, ) (8.17)

a(to, ) — u(to, z);

and the statistical error measured via variance of the estimator (o, x) :

Var (f(X1,2(1))) _ Var (f(Xu,.(T))

Var(a(to, x)) = i 2 i

(8.18)

As we discussed in the previous sections, the (random) value (¢, z) we find in a particular run of our
Monte Carlo algorithm is such that the value (¢, z) = Ef(X, (T)) belongs to the confidence interval:

alt,z) € (altx) — ——vD,alt,z) + ——VD), (8.19)

Navi VM
= — 3 [fn X)) = it 2)]?,

with probability, e.g. 0.68 for ¢ =1, 0.95 for ¢ = 2, and 0.997 for ¢ = 3.

Remark 8.1 (important) By the Monte Carlo procedure we find the solution u(t,x) at a single point
only. This is in contrast to finite-difference and finite element methods which simulate the solution in the
whole domain.

Exercise 8.7 Consider the linear SDE
dS =rSdt + oSdw, S(0) = So, (8.20)

where r > 0 is a risk-free interest rate and o > 0 is volatility. This is an SDE for GBM (see Section 4)
written under the risk neutral measure. Consider a European call option and assume that the price

19Note that Xy,»(T) can be simulated exactly if X (¢) is, e.g., a Wiener process or Geometrical Brownian motion.
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process is described by GBM. The price of the call with maturity T and strike K at time t = 0 is equal to
[4, 50, 54]:

u(0,5) = e "TE(S(T)-K), (8.21)
5o <ln(SO/K) ;LJ(;Jr o /2)T>
KeTo <1n(So/K) +\/(;"7 02/2)T> 7

where (z)4+ = max(z,0) and ®(z) is the standard normal distribution function. Apply the three methods
(56.3), (7.4) and (7.18)-(7.19) to the price the call. In MatLab realise these methods accompanying them
by the Monte Carlo technique and study their errors. By taking a large number of Monte Carlo runs,
show that (5.3) and (7.4) are first weak order methods while (7.18)-(7.19) is of second order.

Exercise 8.8 By using the Talay-Tubaro expansion from Section 7.4, improve accuracy of the results
from the previous exercise.

Exercise 8.9 By solving (8.20) explicitly, find the exact expression of S(T). Apply the Monte Carlo
technique to u(0, So) = e "TE(S(T) — K) with exact S(T) and experimentally study convergence of the
Monte Carlo technique. In all exercises do not forget to report the Monte Carlo error: please remember
that reporting outcomes of Monte Carlo simulation without providing the corresponding statistical errors
essentially has no value.

8.3 Variance reduction

We have discussed two errors arising in solving PDEs via the probabilistic approach: numerical integration
error and statistical error. We know from Section 7 that to reduce the integration error, we can reduce
the time step or use a more effective numerical method, which for the same time step gives a smaller
error. Now let us look again at the Monte Carlo error.

We also already know the form of the Monte Carlo error (cf. (8.18)):

JVar (f(Ku,. (1))
p=c NIT; .

where, e.g., the values ¢ = 1,2, 3 correspond to the probabilities 0.68, 0.95, 0.997, respectively. We obvi-
ously can reduce it by increasing the number of independent Monte Carlo runs. But if Var (f(X,,+(T)))
is large then to achieve a satisfactory accuracy we have to simulate a very large number of independent
trajectories. We can try to somehow reduce the variance and, clearly, variance reduction is of crucial
importance for effectiveness of any Monte Carlo procedure.

The main idea of the variance reduction is as follows. Find a random variable I'y, ,(T") such that

(8.22)

Erto,I(T) = Ef(Xto,w(T)) (823)

and
Var(Ty, »(T)) < Var (f(Xtmz(T))) . (8.24)

The question is, of course, how to find such I';, ,(T"). There are a variety of possibilities exist, which
or which realisation is, as a rule, problem dependent. It is well said in [15, p. 185]: “The greatest gains in
efficiency from variance reduction techniques result from exploiting specific features of a problem, rather
than from generic applications of generic methods”. Indeed, variance reduction to be efficient requires
some extra knowledge about the problem under consideration.

Here we will discuss only one method to reduce variance in order to illustrate the main idea. More
about variance reduction techniques can be found in [15, Chapter 4] and also [16, 44].

@ M. Tretyakov, University of Nottingham, 2016 49 Mini-course on numerical methods for SDEs



8.3 Variance reduction 8 THE MONTE CARLO TECHNIQUE

The method of control variates is among common and broadly applicable techniques. To de-
scribe the method, suppose we would like to compute EY for some random variable Y (e.g., with
Y = f(X4, »(T))) and for this aim we simulate the sample 1Y, ...,5r Y and estimate EY as before:

1 M

M

m=1

w:=FEY ~[: mY (8.25)

(i.e. ;Y areii.d. with the law of V).

Suppose now that we know expectation of another random variable Z and can simulate random
variables with the distribution as of (Y, Z), i.e., we can simulate a sample (,,Y,,, Z), m =1,..., M. Then
we can propose another unbiased estimator for p :

M
1
=FBY ~ [ :=— mY —AN|mZ — EZ]), 2
’ o= g 3 (¥ A ) (5.26)
where X is a parameter and (,,,Y,,, Z) are i.i.d. with the law (Y, Z). This is a control variate estimator;
the observed error serves as a control in estimating.

Exercise 8.10 Show that the control variate estimator (8.26) is unbiased.

We have the free parameter A in (8.26). How can we use it? Recall that the aim is to get I' =
Y — A[Z — EZ] such that
Varl' < VarY.

Then we would like to have A such that VarI' is minimal. We have
Varl = VarY —2XCou(Y, Z) + N*VarZ. (8.27)

Performing elementary calculations, we get the optimal A :

Exercise 8.11 Check that (8.28) is true.
Now substituting (8.28) in (8.27), we obtain for the optimal \* :
Varl = Var(Y)[1 — p¥ 4], (8.29)

where py , is the correlation between Y and Z.
Exercise 8.12 Check that (8.29) is true.

We see from (8.29) that Varl’ < VarY unless Y and Z are uncorrelated. The variance reduction
factor 1/(1 — p} ;) increases very sharply as |py ;| approaches 1 and, accordingly, it drops off quickly as
|py 7| decreases away from 1. E.g., a correlation of 0.95 produces a ten-fold speed-up, for a correlation
of 0.70 the speed-up drops to about a factor of two. Note that the sign of correlation is irrelevant, it is
absorbed in \*.

Of course, in practice we do not know Cov(Y, Z) and might not know VarZ but we can evaluate
(obviously approximately) A* in the same Monte Carlo experiment via computing estimators for Cov(Y, Z)

and VarZ and thus find \* — an estimator for \*.
Exercise 8.13 Write down an expression for £

For the control variate method to be efficient in practice, we need to be able to find a auxiliary random
variable Z such that it has a high degree of correlation with Y. It is not an easy task and it is very problem
dependent. Although for some problems there are recipes how to find such Z, in general it is an art.
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Remark 8.2 The other commonly used variance reduction techniques are importance sampling and an-
tithetic variables [15, 16, 44].

Remark 8.3 There are other ways (i.e., not only variance reduction) how Monte Carlo methods can be
made more efficient, namely quasi-Monte Carlo methods [47] and multi-level Monte Carlo methods [14].

Exercise 8.14 Within the setting of FEzercise 8.7, use the Monte Carlo technique to price an Asian
FEuropean-type call option, i.e., compute

. I
(0, 89) = e TE (T/o S(t)dtK>+. (8.30)

There is no closed-form solution for this option price. Use the knowledge of the plain-vanilla call price
(8.21) to construct a control variate in order to reduce the Monte Carlo error in finding the Asian option
price.

9 Computing ergodic limits

For many applications (in particular, molecular dynamics and Bayesian statistics), it is of interest to
compute the mean of a given function with respect to the invariant law of the diffusion, i.e. the ergodic
limit.

Consider the system of Ito SDEs

a
dX =b(X)dt + > o (X)dw,(t), X(0) =z, (9.1)
1=1
where X, b, o, are d-dimensional column-vectors and w,(t), I = 1,...,q, are independent standard

Wiener processes. In this section we use the notation X (t) and X (¢; z) for solutions of the problem (9.1).
In what follows we assume that the following conditions are imposed on (9.1).

(A1) The coefficients of (9.1) are sufficiently smooth functions in R9.
(A2) The solution of (9.1) is regular, i.e., it is defined for all ¢ > 0.

(A3) The process X(t) is ergodic, i.e., there exists a unique invariant measure p of X and independently
of x € R there exists the limit

Jlim Bo(X(t:0) = [ o(z) duta) = 77 (92

for any function (z) with polynomial growth at infinity.

e Markov transition function , ,dy) (1t 1s homogeneous for (9. and the invariant measure
A4) The Mark ition f ion?Y P(t,z,d it is h for (9.1 d thei i
w(dx) have sufficiently smooth densities p(t, z,y) and p(z), respectively.

Regularity. In connection with the condition (A2), we recall sufficient conditions for regularity of
SDEs’ solution. Denote by C2 the class of functions defined on [0,00) x R? and twice continuously
differentiable with respect to = and once with respect to t. A sufficient condition of regularity (see [18])
consists in existing a nonnegative function V € C? which satisfies the inequality

LV (t,z) < coV(t,x) +ci1, (t,2) €[0,00) x RY, (9.3)

and
lim inf V(¢tz)= A4
Jim @FZRV( ,T) = 00, (9.4)

201ts meaning is P(t,z,dy) = P(X(t) € dy|X(0) = x), see also (3.7) in Section 3.3.
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where ¢y and ¢ are some constants and L is the operator

0
L:= a—kﬁ

and L is the generator for (9.1):

2

i 1<
E—Zb @ 522: M ajzzlg;alag.

Moreover, if (9.3) and (9.4) are fulfilled and if an initial distribution for  (z can be random) is such that
EV(0,x) exists, then EV (¢, X(¢;x)) exists for all ¢ > 0. For instance, if V' has an m-polynomial growth
at infinity, then there exist moments of order m for X.

The transition density p(t,z,y) from (A4) satisfies the Fokker-Planck (forward Kolmogorov) equation

d 2
%(tmy) +; 5(;- (' () p(t,z,y) — 5 Z 3y83y3 (a (y) p(t.z,y)) =0, t>0, (9.5)

1,5=1

p(oaxa y) = 5(y - fL’),

and the invariant density p(z) satisfies the stationary Fokker-Planck equation

d
a 3
; Ox (b

Ergodicity. We are interested here in systems which solutions satisfy a stronger condition than (A3):

=3 2 g (Wa)ot) =0 9

1,j=1

(A3e) The process X (t) is exponentially ergodic, i.e., for any z € R? and any function ¢ with a polynomial
growth we have the following strengthening of (9.2):

|Eo(X (t;z)) — 9| < Ce™ ™, t>0, (9.7)
where C > 0 and A > 0 are some constants.
It follows from (9.7) (and (9.2)) that for any € > 0 there exists Ty > 0 such that for all T > Tj
[Ep(X(T;z)) — ™| <e. (9-8)

Thus, the problem of computing the ergodic limit is reduced to evaluating the expectation Fo(X(T')) at
a finite (though usually large) time 7.

Example 9.1 Consider the Langevin equations

2
dP = f(Q)dt — vPdt + /%dw(t), P(0) = Py = p, (9.9)
dQ = M_lpdtv Q(O) = QO =4q,
where P, Q, f(q) = —VU(q) are n-dimensional column-vectors, v > 0 is a friction parameter, M is
a non-singular, diagonal matriz, and w(t) = (wi(t),...,w,(t))" and wi(t) are independent standard

Wiener processes. Let the potential U(q) satisfy the following assumptions: U(q) > 0 for all ¢ € R™ and
there exists an oy > 0 and 0 < ap < 1 such that

20[2(2 — 02) | |2

51— o) ql® — ay. (9.10)

S(VU(@).0) 2 axU(a) +
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Under these assumptions the authors of [32] prove exponential ergodicity of (9.9), i.e., the condition
(A3¢) holds. It can directly be verified that the Gibbs distribution

p(p; q) o exp (—B {;pTM‘lp + U(t])}) (9.11)

is a solution of the stationary Fokker-Planck equation (cf. (9.6)) corresponding to (9.9). The Langevin
equations (9.9) are very popular in, e.g., molecular simulation, when one is interested in constant tem-
perature dynamics.

Exercise 9.1 Verify that p(p,q) from (9.11) is a solution of the corresponding stationary Fokker-Planck
equation.

Example 9.2 Assume that p(y) > 0, y € R?, is a sufficiently smooth density function which is known
up to a constant of proportionality. Consider the stochastic gradient system

1
dy = §V1og p(Y)dt + dw(t). (9.12)

The solution Y (t) of (9.12) is exponentially ergodic under the following conditions (see [48]): p(y) is a

bounded density,
log p(y) € C*(RY), (9.13)

and there exists 0 < a < 1 such that

liminf [(1 - @)|Vlogp(y)|* + Alogp(y)] >0, (9.14)

ly|—o0

where A is the Laplace operator. Stochastic gradient systems are widely used in Bayesian statistics and
molecular dynamics.

Exercise 9.2 Show that if the solution to (9.12) is an ergodic process, then its invariant measure is p(y).

Resting on (9.8), we can consider the following Monte Carlo estimate for the ergodic limit ¢°"9:

M
P9 = % S (X<m)(T;:c)) : (9.15)
m=1

where M is the number of independent approximate realizations and X (T'; ) is a weak approximation
of X(T'; x) with order p > 0. The total error

Rgperg 1= @9 — 79 (9.16)

consists of three parts: the error ¢ of the approximation (9.8); the error of numerical integration Kh?;
and the Monte Carlo error; i.e.,

1
Ryperg ~ KhP + e+ 0 | — | .
v (\/M)

More precisely,
Bias(¢®?) = |E@“™ — oI < KhP + ¢ (9.17)

and the estimator’s variance is
Var(¢9) = O(1/M). (9.18)

Here, in this ensemble average approach to computing ergodic limits, each error is controlled by its
own parameter: sufficiently large T ensures smallness of ¢; time step h (as well as the choice of a
numerical method) controls the numerical integration error; the statistical error is regulated by choosing
an appropriate number of independent trajectories M.
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There is also another approach for calculating ergodic limits, which is very popular in the physical
and Bayesian statistics community. It is based on the known equality (time averaging):

t

1
lim — [ (X (s;2))ds = ¢ a.s., (9.19)
t—oo ¢
0

where the limit does not depend on z. Then by approximating a single trajectory, one gets for a sufficiently
large T

h \

T L
[oxiiands = gm0 = g7 Z X(t32)), (9.20)
/ Z

where Lh = T'. It was rigorously treated in [51], where ergodicity of numerical methods is investigated in
the case of ergodic SDEs with nondegenerate noise and globally Lipschitz coefficients (see also [33] and
references therein). Let us emphasize that T in (9.20) is much larger than 7" in (9.8) and (9.15) because
T should be such that it not just ensures the distribution of X (t) to be close to the invariant distribution
(like is required from T') but it should also guarantee smallness of variance of ™9

Under some conditions on the coefficients of (9.1), the estimator @9 has the following properties
[51, 33]:

Kz

Bias(¢%"9) < K1h” + T (9.21)

Var(p7'?) < %; (9.22)

there exists a deterministic constant K so that for  sufficiently small, positive ¢ > 0, and T sufficiently
large one has:

or ) Clw
PSTI — oI < KhP + j"l/(Q—)s a.s., (9.23)

where C'(w) > 0 is an a.s. bounded random variable depending on € and the particular ¢.

In practice one usually estimates the statistical error of the time averaging estimator @57 as follows.
We run a long trajectory MT split into M blocks of a large length T = hL each. We evaluate the
ebtimatorb mgbzr ,m=1,..., M, for each block. Since T is big and a time decay of correlations is usually

fast, @7 Y can be con51dered as almost uncorrelated. We compute the sampled variance

~ 1 - ergy 2 1 - erg)?
D=3 2 (o) = (57 X #i)

m=1 m=1m

For a sufficiently large T and M, E @} belongs to the confidence interval

~ erg er ~ €T B
E¢r? (SDLI\%*Cﬂa‘PLJ\%+C%) ’

with probability, for example 0.95 for ¢ = 2 and 0.997 for ¢ = 3. Note that E ¢7Y contains the two errors

forming the bias as explained in (9.21). We also pay attention to the fact that D ~ 1/T, i.e., it is inverse
proportional to the product hL.

To evaluate ergodic limits, one usually has to integrate a stochastic system over very long time in-
tervals (even if the convergence to ergodic limits is exponential). This is a challenging problem from the
computational point of view. To ensure that such simulations can be done with sufficient accuracy and
with sensible computational costs. one uses so-called geometric integrators for approximating continuous
dynamics. Geometric integrators are a class of numerical methods which preserve some structural prop-
erties of continuous dynamics they approximate. They are the methods which preserve some geometric
features of the flow of differential equations. For geometric integrators within the stochastic context, see
e.g. [44, 41, 43, 35, 7].
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10 Further reading

For further study of Probability, [49, 58] can be used. The knowledge of stochastic processes and Ito
Calculus can be enhanced using the introductory textbooks [28, 31, 9] and more comprehensive ones such
as [56, 27, 30, 59]. To read on foundations of stochastic numerics, [44, 29, 16] can be used.
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